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N·azev pr·ace: Numerick·e studium dynamiky subduk�cn·�ch z·on: Od line·arn�e
visk·ozn·�ch k termo-mechanick·ym model	um zahrnuj·�c·�m hydrata�cn·� a dehydrata�cn·�
procesy.
Autor: Matthieu Quinquis.
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Vedouc·� doktorsk·e pr·ace: doc. RNDr. Ond�rej �Cadek, CSc.
Konzultant: RNDr. Susanne J.H. Buiter, DrSc.

Abstrakt:

Subduk�cn·� z·ony p�redstavuj·� slo�zit·e syst·emy, kter·e vykazuj·� r	uzn·e typy ma-
teri·alov·eho chov·an·�, taven·� a (de)hydrataci, a to na �casov·ych �sk·al·ach v rozsahu
vte�rin (zem�et�resen·�) a�z po des·�tky mili·on	u let (pla�st’ov·e te�cen·�). Zahrnut·� takto
slo�zit·eho chov·an·� v r·amci numerick·eho modelu p�redstavuje velmi obt·��zn·y ·ukol
jak z hlediska fyzik·aln·�ch proces	u, kter·e mus·� b·yt v modelu uva�zov·any, tak i
z hlediska numerick·eho a v·ypo�cetn·�ho. Numerick·e modely proto �casto syst·em
zjednodu�suj·�, nap�r. t·�m, �ze redukuj·� velikost v·ypo�cetn·� oblasti, um�ele sni�zuj·�
visk·ozn·� kontrasty, pou�z·�vaj·� zjednodu�sen·e hrani�cn·� podm·�nky nebo aproximuj·�
pohyb vody a taveniny v pla�st’ov·em kl·�nu pomoc·� p�ribli�zn·ych rovnic. C·�lem t·eto
pr·ace je uk·azat, jak takov·a zjednodu�sen·� v zad·an·� numerick·eho modelu mohou
ovlivnit mechanick·y v·yvoj subduk�cn·�ho syst·emu. Prvn·� sada experiment	u ukazuje,
jak numerick·a implementace hrani�cn·�ch podm·�nek v modelu zahrnuj·�c·�m svrchn·�
pla�st’ m	u�ze ovlivnit, zda se subduk�cn·� z·ona pohybuje ve sm�eru pohybu desky
(trench advance) nebo naopak ustupuje (trench retreat). Hrani�cn·� podm·�nky mo-
hou tak·e ur�covat tvar litosf·erick·e desky zano�ren·e do svrchn·�ho pl·a�st�e. Abychom
odli�sili vliv zjednodu�sen·� modelu od efekt	u souvisej·�c·�ch s pou�zit·�m konkr·etn·�
numerick·e metody, vytvo�rili jsme soubor r	uzn�e slo�zit·ych modelov·ych uspo�r·ad·an·�
a po�z·adali jsme n�ekolik pracovn·�k	u, pou�z·�vaj·�c·�ch r	uzn·e programy, aby spo�cetli
p�r·�slu�sn·a �re�sen·�. Srovn·an·� t�echto v·ysledk	u ukazuje, �ze �c·�m jednodu�s�s·� je mod-
elov·e uspo�r·ad·an·�, t·�m v�et�s·� je shoda mezi jednotliv·ymi v·ysledky. Modely s
newtonovskou viskozitou vykazuj·� pouze p�etiprocentn·� rozptyl z·akladn·�ch kvanti-
tativn·�ch parametr	u, jako je nap�r. sklon subdukce nebo L2 norma rychlosti. S ros-
touc·� slo�zitost·� reologick·eho popisu se rozd·�ly ve v·ysledc·�ch zv�et�suj·�, ale z·akladn·�
charakter subduk�cn·�ho procesu z	ust·av·a u v�sech model	u zachov·an. Posledn·� sada
experiment	u pak ukazuje, jak numerick·a metoda, zvolen·a pro v·ypo�cet migrace
voln·e vody uvnit�r pl·a�st’ov·eho kl·�nu, ovliv�nuje prostorov·e rozlo�zen·� hydratovan·eho
pla�st’ov·eho materi·alu. Tento hydratovan·y materi·al zde vznik·a v d	usledku de-
hydratace zano�ruj·�c·� se litosf·erick·e desky a zp�etn�e ovliv�nuje mechanick·y v·yvoj
subduk�cn·�ho syst·emu. V·ysledky experiment	u uk·azan·e v t·eto pr·aci mohou poskyt-
nout ostatn·�m pracovn·�k	um v oblasti numerick·eho modelov·an·� vod·�tko k testov·an·�
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jejich vlastn·�ch program	u a k z·akladn·�mu pochopen·� vlivu jednotliv·ych mode-
lov·ych parametr	u na v·yvoj subdukce.

Kl·��cov·a slova: Subdukce, numerick·e modelov·an·�, migrace vody, hrani�cn·� podm·�nky,
srovn·avac·� testy, reologie.
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Abstract:

Subduction zones are complex systems that include different types of material
behaviour, several time-scales from short-term earthquakes to long-term mantle
�ow, and melting and (de)hydration processes. These complexities can be chal-
lenging to include in numerical experiments, both from a physics perspective of
representing a process in equations, and from a numerical perspective of keeping
calculation times reasonable. Numerical models therefore often simplify the sys-
tem, by, for example, limiting the size of the model domain, reducing viscosity
contrasts, using simple boundary conditions, or approximating water and melt
migration through the mantle wedge with simpli�ed equations. The aim of this
thesis is to show how simpli�cations in the set-up of a numerical model could
affect the mechanical evolution of the modelled subduction system. A �rst set
of experiments shows how the numerical implementation of surface, side and
bottom boundary conditions in an experiment on the scale of the upper mantle can
determine whether the model slab will evolve through trench advance or trench
retreat. The boundary conditions can also control the large-scale geometry of the
subducted slab in the upper mantle. In order to allow a �rst-order appraisal of the
effects of model set-up versus the potential effects of numerical software, a set of
model set-ups was created that evolve from linear viscous to thermo-mechanical
rheologies. These were run by various modellers with different numerical codes.
The more simpli�ed the model set-up, the more similar the results of the different
codes are. Linear viscous models provide very similar results, within 5% variability
in quantitative parameters such as slab tip depth and root-mean-square velocities.
Increasing the rheological complexity increases the differences in results, even
though the general model evolution remains similar between codes. A last series of
experiments shows how the numerical method for implementing the migration of
free water affects the spatial distribution of hydrated mantle material in the mantle
wedge that results from slab dehydration, The water distribution in turn affects
the mechanical evolution of the subduction system. The experiments in this thesis
provide a possible starting point for other numerical modellers for their study of
subduction zones by providing them with a series of detailed model setups that can
be used to test modelling software, obtain a �rst-order understanding of the effects
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of slab rheology on subduction evolution, and estimate the level of complexity of
water migration mechanisms required in a model simulation.

Keywords: Subduction, Numerical Modeling, Water Migration, Boundary Condi-
tions, Benchmark, Rheology.
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Chapter 1

Introduction

1.1 Convergent plate margins
The basic hypothesis of plate tectonics as given by Morgan (1968) states that
the outer shell of the Earth is divided into a number of thin, rigid plates that are
in relative motion with respect to one another. The contact zones between the
plates can form three different types of margins: (1) Transform margins, where
the plates slide along each other, such as the North Anatolian fault or the San
Andreas fault; (2) Divergent margins (constructive margins), where the plates
move away from each other, such as the Mid Atlantic Ridge, and (3) Convergent
margins (destructive margins), where plates move towards each other, such as, the
Western South America (Andean) margin and the boundary between North India
and Eurasia, which is marked by the Himalayas (Fig. 1.1). This thesis, focuses
on convergent margins where one plate subducts under the other into the mantle
below.

Subduction is the only known process which allows recycling of material into
the mantle (Fig. 1.2). Subduction involves oceanic plates and often continental
plates. At ocean-ocean type subduction zones, an oceanic plate subducts under an
other oceanic plate, such as for example, the subduction of the Paci�c plate under
the Philippine plate at the Izu-Bonin and Mariana trenches. At ocean-continent
type subduction zones, an oceanic plate subducts under a continental plate, such
as, under the Andes where the Nazca plate subducts under the South American
plate. Continental subduction has been put forward in the Alps and the Himalayas
(Molnar and Gray, 1979; Pysklywec et al., 2000, 2002; Toussaint et al., 2004c,a;
Burov and Toussaint, 2007).

Although these different types of subduction can cause different deformation
and volcanic signals, especially in the overriding plate, they share many charac-
teristic structures (Fig. 1.2). Examples are the trench at the plate contact, where
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FIGURE 1.1 � Map of the plate boundaries (black lines) and subduction zones (blue lines),
as de�ned in NUVEL-1A (DeMets et al., 1994). The location of volcanoes are in red
(Siebert and Simkin, 2002). Most volcanoes are grouped into curved arcs (the volcanic
arcs or island arcs) that are parallel to the trenches. This is particularly visible around the
Paci�c plate, the so-called ‘Ring of �re’.

FIGURE 1.2 � Cartoon of the main processes occurring in a subduction system.

an accretionary wedge may form, the �exural bulge of the subducting plate, and
seismic and volcanic hazards. The largest magnitude and deepest earthquakes are
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found at subduction zones (Fig. 1.3). These earthquakes occur at the interplate
interface and within the cold subducting slab. This region of seismic activity within
the slab is called the Waditi-Beniof plane. In contrast to detachment zones in
continents, where the seismogenic zone extends to a depth of approximately 40
km (Tichelaar and Ruff, 1993), earthquakes in subduction zones earthquakes are
observed down to the base of the upper mantle, at a depth of approximately 670
km (Fig. 1.3). The overriding plate is marked by a zone of volcanism (Fig. 1.1). It
is hypothesized that the location of these volcanoes is related to slab dehydration
processes that result in partial melting of the mantle (Stern, 2002; Syracus and
Abers, 2006; Bebout, 2007) (Fig. 1.2).

FIGURE 1.3 � Location of upper mantle earthquakes (down to a depth of 670 km) with
a magnitude over 4.5 that occurred over the last 5 years. Shallow earthquakes are in red,
intermediate earthquakes in green, and deep earthquakes in blue. The earthquake database
is from NEIC http://earthquake.usgs.gov/earthquakes/. The polarity of subduction is
shown by the distribution of earthquakes, the deep earthquakes are located furthest away
from the trench.

It is debated wether subduction is a passive or active signal of mantle convection.
In the passive view subduction is the surface manifestation of mantle convection
and the lithosphere is the top thermal boundary of the convecting mantle (Schubert
et al., 2001). However, a simpli�ed view of the force balance shows that at least
regionally subduction is driven by a combination of two forces: ridge push and slab
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pull (Fig. 1.2). Ridge push is caused by the lateral density difference in the oceanic
plate. As the oceanic plate ages the density and thickness of the plate age increases.
Slab pull is caused by the buoyancy contrast between the cold and dense oceanic
subducting slab and the hot and less dense upper mantle. The dense lithosphere
sinks into the mantle, pulling the attached surface plate. These two forces can be
extended to include additional resisting forces, such as, slab bending and friction
on the plate interface, and additional driving forces, such as, the density increase
associated with the Olivine to wadsleyite phase transition which occurs at a depth
of 410 km (Billen, 2008).

The processes that occur during subduction in�uence the dynamics of the
subduction system in different ways and can even interact with each other. Under-
standing the general evolution of subduction could give further insights into the
dynamics of plate tectonics and mantle convection, and hopefully bring us a step
further in linking the two together.

1.2 Subduction models
Subduction is a large-scale process that occurs from Earth’s surface down to
possibly the core-mantle boundary. It also represents a large amount of deformation
over geological time scales (i.e., over millions of years). This makes it challenging
to observe the system, as we can only use direct information from the surface
and need to rely on indirect imaging methods for the subsurface slab and on
geological and geophysical interpretations for the past history of subduction zones.
Geological and geophysical observations give a snapshot of subduction systems at
different stages of evolution and yield information on their geometry, instantaneous
surface motions, stress and deformation. To understand the evolution of subduction
systems and their sensitivity to, for example, plate strength or subduction velocity,
models can be a useful tool. Numerical and analogue models of subduction help to
obtain insight into the evolution of the system, with a quantitative basis. However,
the simpli�cations and assumptions that are unavoidable when building a model
of subduction imply that we never obtain a complete image of the system. For
example, 2 -D models of subduction zones can not give information on the polo¤�dal
�ow (i.e., the �ow of the mantle in the horizontal plane of the model) (Funiciello
et al., 2006; Piromallo et al., 2006) or the in�uence of lateral plates (Yamato et al.,
2009). Linear viscous models of subduction (Schmeling et al., 2008; Yamato et al.,
2009; Quinquis et al., 2011) can not explain the seismic distribution observed at
convergent plate margins (Isacks and Molnar, 1969; Wadati, 1935; Tichelaar and
Ruff, 1993). However, models are convenient tools to perform parametrical studies
that focus on the in�uence of a speci�c parameter or process on the dynamics of
the system (Capitanio et al., 2010; �C·��zkov·a et al., 2002; Di Giuseppe et al., 2008;
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Enns et al., 2005; Quinquis et al., 2011). Numerical and analogue models have
greatly improved our understanding of subduction zones.

This thesis focuses on upper-mantle scale (i.e., down to a depth of 670 km)
numerical models of subduction, which span several millions of years. These
models are used to investigate the dynamic behaviour of slabs in response to
numerical, rheological and physical variations in the system. In the next section,
examples of previous subduction models are discussed: (1) Simpli�ed models
of subduction, that study the �rst-order behaviour of the system; (2) models that
are used to investigate the in�uence of rheology on subduction dynamics, and (3)
models with (de)hydration processes, focussing on the effects of hydration and
dehydration processes on the dynamics of the system.

1.2.1 Models of the �rst order dynamics of subduction
Several studies have successfully explained �rst-order aspects of subduction zones
by simplifying the system considerably. These simpli�cations mainly concern
the rheology and the geometry. Linear viscous rheologies eliminate some of the
complex pressure- and temperature-dependent feedback relationships, allowing a
more straightforward investigation of the effects of buoyancy and driving forces.
These types of models often focus on the geometry of the subducting slab at depth
(i.e., the interaction of the slab tip with the bottom of the model domain) and the
migration of the trench (i.e., advancing, retreating or stationary). Their results can
be compared to geophysical data, such as tomographic images of subduction zones,
and GPS data, that give present-day trench migration velocities.

A further simpli�cation is to neglect the in�uence of the overriding plate on the
dynamics of the system. This class of models, with no overriding plate, is called
gravitational (or free) subduction models (Heuret et al., 2007; Goes et al., 2008,
2011; Di Giuseppe et al., 2008; Faccenna et al., 2009; Stegman et al., 2010; Goes
et al., 2011; Quinquis et al., 2011). These models are used to understand the zero
and �rst order behaviour of the subduction system. This type of setup is used in
chapter 3 of this thesis (Quinquis et al., 2011). Gravitational models have shown
that the deformation style of subduction zones can change from a retreating to an
advancing trench depending on the age of the subducting lithosphere (Di Giuseppe
et al., 2008; Faccenna et al., 2009) or the viscosity contrast between the mantle and
the slab (Schellart, 2008a). Di Giuseppe et al. (2008) and Faccenna et al. (2009)
simulate age variations by lithosphere thickness variations. A young subducting
lithosphere (around 60 Myr old) will evolve through trench retreat causing the slab
to lie on the bottom of the model domain, while an older subducting lithosphere
(around 70-80 Myr) will cause the model to evolve through trench advance, with
a slab that folds on the bottom of the model domain. This deformation style can
change with time for systems in which the age of the subducting lithosphere varies
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with distance from the trench (Faccenna et al., 2009). Gravitational models have
also been used to understand how plate age controls whether slabs penetrate into
the lower mantle (Goes et al., 2008). In these models, plate age correlates with
both density and thickness of the subducting lithosphere and, therefore, with its
buoyancy. Hot, young slabs are lighter and thinner than colder and older slabs.
The models of Goes et al. (2008) showed that older slabs subduct with a large
amount of trench retreat and tend to lie down �at on the 670 km transition zone.
The younger slabs, however, subduct with larger subduction velocities and tend to
buckle and thicken on the 670 km transition zone. The thickening of the young
slabs increases their buoyancy, and therefore, their sinking velocity, helping rapid
penetration into the lower mantle.

Schellart (2008a) showed that varying either the thickness of the subducting
plate or the viscosity contrast between the slab and the mantle changes the subduc-
tion style. Increasing the viscosity contrast between the slab and the mantle while
keeping slab thickness constant results at low viscosity contrasts, in the slab lying
on the 670 km discontinuity, at higher viscosities the slab folds onto the lower
mantle, and �nally, at high viscosity contrasts the slab again lies on the 670 km
discontinuity.

The numerical models discussed so far are 2 -D studies, but recent advances
in computational methods and computer power have opened the realm of 3 -D
numerical modelling. 3 -D gravitational models of subduction, without overriding
plate, have been used to catalogue styles of subduction, ranging from models with
an advancing trench to a retreating trench (Stegman et al., 2010). These models also
show that the buoyancy and �exural stiffness of the subducting lithosphere control
the deformation style of subduction. These results are in agreement with those
of the 2 -D models described above (Goes et al., 2008; Di Giuseppe et al., 2008;
Schellart, 2008a; Faccenna et al., 2009). 3 -D models of subduction (analogue and
numerical) have also highlighted the in�uence of the polo¤�dal �ow on subduction
dynamics around lateral slab edges (Funiciello et al., 2006; Piromallo et al., 2006).

A next step towards increasing the complexity of a linear viscous subduction
model is to add an overriding plate to the system. Numerical, analogue and
analytical studies have been used to study the effects of the overriding plate on the
subduction system (Heuret et al., 2007; Lallemand et al., 2008; Schellart, 2008b;
Capitanio et al., 2010) (Fig. 1.4). Depending on the model setup, this type of
model can require an additional driving force to the buoyancy to start subduction.
A kinematic driving force, which simulates ridge push, is commonly added to
the model setup. These models ‘push’ the subducting plate into the mantle until
enough subduction has occurred for slab pull to become active. Alternatively, a
pre-existing piece of subducted slab is included in the initial model. Studies with
an overriding plate have highlighted the importance of overriding plate motion
on subduction dynamics. A trench-ward motion of the overriding lithosphere
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causes the slab to subduct through trench retreat and lie on the bottom of the
model domain, while a stationary or ocean-ward motion of the overriding plate
can cause the slab to subduct through trench advance, with the slab folding on the
bottom of the model domain (Heuret et al., 2007; Lallemand et al., 2008; Schellart,
2008b; Capitanio et al., 2010; Quinquis et al., 2011). Schellart (2008b) pointed
out a limitation in subduction models: The overriding plate is generally made stiff
in numerical models to allow localisation of deformation at the plate boundary
and enable subduction (Heuret et al., 2007; Capitanio et al., 2010; Quinquis et al.,
2011). This stiffness of the overriding plate inhibits it’s possible deformation which
could have allowed a different style of trench motion (Schellart, 2008b).

Yamato et al. (2009) used 3 -D numerical linear viscous models to study the
in�uence of overriding and lateral plates on the dynamics of subduction. They
showed that an overriding plate modi�es the polo¤�dal �ow and reduces trench
retreat velocities. Lateral plates also inhibit the lateral, along-trench, shortening of
the subducting plate, which is often visible in 3 -D models of subduction Yamato
et al. (2009).

FIGURE 1.4 � Two main styles of deformation of the subducting lithosphere during free
subduction obtained using analogue models (left column from Heuret et al. (2007)) and
numerical models (right column from Di Giuseppe et al. (2009)). Vt is the trench velocity
or the velocity of the overriding plate and Vp is the subducting plate velocity. Trench retreat
occurs for a trench-ward motion of the overriding plate, while trench advance occurs for a
ocean-ward motion of the overriding plate.
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1.2.2 Thermo-mechanical subduction models and the role of
rheology

The models discussed in the previous section use simple rheologies in order to focus
on the �rst order dynamics of the system. However, subduction zones are highly
complex structures which include viscous, elastic and brittle material behaviour
(B¤urgmann and Dresen, 2008). Such rheologies require the consideration of history
terms (stress for elasticity) and an accurate calculation of pressure (for viscous and
brittle rheologies) and temperature (for viscous creep). The rheology, or strength, of
the lithosphere has been a subject of debate and different rheological pro�les for the
crust have been put forward (Burov and Watts, 2006) that can locally be supported
by different observations (e.g., the state of stress or depth of earthquakes). In the
debate, the upper mantle is either considered strong (the so-called jelly sandwich)
or weak (the so-called cr�eme br�ul·ee) (Fig. 1.5). In the jelly sandwich model, the
long-term strength of the lithosphere lies in the lithospheric mantle. This type of
behaviour would characterize oceanic lithosphere (Jackson, 2002). In the cr�eme
br�ul·ee model, the long-term strength of the lithosphere is located in the crust and
this model is thought to apply to the continental lithosphere (Jackson, 2002). Burov
and Watts (2006) showed that the different rheological pro�les result in different
evolutions of thermodynamical models: a jelly sandwich type of rheological pro�le
will enable stable subduction, whereas a cr�eme br�ul·ee type of rheological pro�le
will be unstable and not allow subduction.

FIGURE 1.5 � The two strength pro�les of the lithosphere: a) Jelly sandwich characterised
by a weak lower crust and a strong uppermost mantle or b) Cr�eme br�ul·ee where the
uppermost mantle is weak (which could result from a high geotherm, 90 mW m� 2, or the
addition of water). Figure from B¤urgmann and Dresen (2008).
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Elastic, viscous and brittle rheologies occur in different parts of the subduction
system. At high temperatures, the lithosphere and the mantle deform viscously
(B¤urgmann and Dresen, 2008; Billen, 2008), an irreversible, time-dependent defor-
mation, where energy is dissipated. Brittle behaviour occurs in the cold lithosphere,
mainly in the upper 40 km (Tichelaar and Ruff, 1993), but it can also be observed
in the cold slab to the base of the upper mantle (Fig. 1.3). Elastic deformation
is instantaneous and fully reversible. No dissipation of energy occurs, but the
energy is stored, hence the importance of memory. This type of deformation is
particularly important during the bending and the unbending of the subducting
slab, and the formation of the �exural bulge. Viscous and elastic rheologies can act
simultaneously. In the case of a Maxwell rheology, the instantaneous deformation
is accommodated through elastic behaviour, and the stored energy is then dissipated
viscously.

Funiciello et al. (2003b) showed that the inclusion of elasticity in a thermo-
mechanical model can lead to different stress distributions in the slab at the trench
and at the transition zone in the mantle, even if the dynamics of the system are
relatively unchanged. Their viscoelastic models could be �t by a linear viscous
rheology with slab viscosities ranging from 5� 1022 to 5� 1023 Pa s (Funiciello
et al., 2003b). Viscoelastic and linear viscous models of subduction zones may
result in a similar surface topography. However, Gurnis et al. (1996) found that the
addition of elasticity results in the formation of a larger and deeper trench and a
foreland bulge which experiences c.a., 200 m more uplift.

Numerical models have been used to understand the stress distribution in the
overriding and subducting plate during subduction for linear viscous rheologies
(Kaus et al., 2009) and pressure and temperature dependent rheologies ( �C·��zkov·a
et al., 2007; Kaus et al., 2009). Kaus et al. (2009) used a quasi-instantaneous
modelling approach, restricting the study to the recent state of stress, to investigate
the in�uence of rheology, layering in material properties, and viscosity of the
subducting slab. They found that a weak lithosphere does not accumulate stress,
whereas a strong lower crust will couple the crustal parts of the overriding and
subducting plate, inhibiting subduction (Kaus et al., 2009). �C·��zkov·a et al. (2007)
studied the deformation in thermo-mechanical models over a longer time-scale,
focussing on the deformation mechanisms at the upper to lower mantle boundary
(at a depth of 670 km). In their models, the state of stress of the slab is strongly
in�uenced by bending and unbending forces and to a lesser extent by the buoyancy
forces associated with the phase transitions.

As subduction progresses, the lithologies in the system undergo an increase
in pressure and temperature, which results in phase changes and the release of
�uids (Turcotte and Schubert, 2002; Stern, 2002). Three major phase changes are
observed in the mantle: (1) At a depth of 410 km, Olivine transforms to � -spinel.
This phase change is associated with a density increase of approximately 6 %
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(Schubert et al., 2001; Turcotte and Schubert, 2002; Stern, 2002) and is exothermic.
(2) At 520 km, � -spinel transforms to  -spinel with a negligible density change.
(3) At 670 km,  -spinel transforms to Perovskite and Magnesiowustite. This phase
change is accompanied by an increase in density of 8 % (Schubert et al., 2001;
Turcotte and Schubert, 2002; Stern, 2002) and is endothermic. The viscosity jump
observed at the 670 km discontinuity, between the upper and the lower mantle, is of
c.a., 50 to 200 orders of magnitude (Tosi et al., 2005). �C·��zkov·a et al. (2002) showed
that the phase change at 670 km depth and its associated rheological weakening
can de�ect the slab, trapping it in the upper mantle. Jarvis and Lowman (2007) and
Shahnas and Jarvis (2007) showed that the importance of rheological weakening
at 410 km and 670 km depth also depends on the viscosity of the lower mantle.
Tosi et al. (2005) and Quinteros et al. (2010) tested viscosity contrasts between
the upper and lower mantle ranging from 30 to 100. A low viscosity lower mantle
results in a large in�uence of the phase changes, while a high viscosity lower
mantle renders the phase changes negligible (Quinteros et al., 2010).

Numerical models are also used to study more complex systems with the aim
to increase our understanding of, for example, collision zones (Toussaint et al.,
2004b), slab detachment (Gerya et al., 2004; Burkett and Billen, 2009) or the
exhumation of Ultra High Pressure (UHP) domains (Gerya et al., 2002; Gerya
and St¤ockhert, 2002; Warren et al., 2008b,a). UHP rocks are commonly found in
orogenic belts such as the Western Gneiss Region of the Norwegian Caledonides
(Chopin, 1984; Guillot et al., 2003; Rosenbaum and Lister, 2005; Hacker et al.,
2010) and are thought to have been subducted down to depths approaching 100 km
and later exhumed in the �nal stages of subduction and/or during orogenesis and
extensional collapse (Chopin, 1984; Andersen, 1993, 1998). The mechanisms that
could lead to exhumation of these UHP rocks are, so far, poorly understood and
numerical models have been used to investigate possible mechanisms (Burov et al.,
2001; Gerya et al., 2002; Gerya and St¤ockhert, 2002; Warren et al., 2008b,a). Low
amounts of eclogitization of the lower crust could allow exhumation of UHP rocks
through the associated density decrease (and thus positive buoyancy forces) and
friction created by the overriding plate that reduces the amount of subducted crustal
material (Burov et al., 2001). Exhumation of UHP rocks could also be explained
by the rheological weakening of the subduction channel by �uids released during
dehydration of the subducting slab (Faccenda et al., 2008b). The weak subduction
channel enables light material to rise buoyantly through it. Duretz et al. (2011)
showed that exhumation of UHP rocks could also occur through eduction of deeply
subducted continental crust after slab break off.

Models with more complex rheologies are the natural step forward in under-
standing the thermal (Abers et al., 2005; van Keken et al., 2008) and dynamic
evolution of the subduction system (Sobolev and Babeyko, 2005; Gerya et al., 2006;
Billen and Hirth, 2007; �C·��zkov·a et al., 2007; Warren et al., 2008b). However, when
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building a numerical model of subduction, it is necessary to establish an initial
model setup. This requires choosing values for the initial lithosphere thicknesses,
mechanical and thermal properties, rheological parameters, initial temperature
pro�les, as well as model boundary conditions and model domain size. Some of
these can be constrained by observations of present-day subduction zones, such
as lithosphere age, crust and lithosphere thickness, and surface heat �ux, whereas
others have a larger uncertainty and require critical evaluation of geophysical and
experimental results. The combination of uncertainties in initial model parameters
with different numerical solution techniques and varying aims of studies, result
generally in different initial model setups. This variability in model setups makes
it dif�cult to compare results of different studies directly. Differences observed in
the evolution of a model might be caused by differences in the model setup that
are propagated as the model evolves. The initial setup of subduction models is
addressed in chapters 3 and 4 of this thesis.

1.2.3 Numerical modelling of (de)hydration processes
Fluids, mainly H2O, have a weakening effect on viscous and brittle rheologies and
can, therefore, in�uence the dynamics of subduction (Sibson et al., 1975; Peacock,
1987; Hirschmann, 2006; Connolly, 2005). Chapter 5 of this thesis focuses on the
role of water during subduction.

FIGURE 1.6 � Cartoon of the main dehydration processes occurring during subduction.

Water is thought to be present in the subducting slab in two forms. First, free
�uids are mainly present in the pores of the oceanic sediments. Water in this form
is thought to be expelled rapidly from the subducting slab, within the �rst 20 km
of depth, due to the compaction of sediments (R¤upke et al., 2004). Second, �uids
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can be bound to the minerals which are present in the different lithologies in a
subducting slab. These �uids are expelled from the system during phase changes
(Iwamori, 1998, 2007b; Schmidt and Poli, 1998) (Fig. 1.6). Mineralogically bound
water can be found in large quantities in hydrous minerals, such as, Chlorite,
Amphibolite, Serpentinite and the Alphabet Phases (e.g., phase A) (Iwamori,
1998; Schmidt and Poli, 1998; Hirschmann, 2006), but can also be found in small
quantities in Nominally Anhydrous Minerals (NAM). Because of the abundance of
these latter types of minerals, it is thought that, taken together, they can contain
large quantities of water (Bolfan-Casanova et al., 2000; Hirshmann et al., 2005,
2009; Hirschmann, 2006; Iwamori, 2007b).

Numerical or analytical models of dehydration of the subducting slab and
hydration of the mantle wedge depend strongly on the initial weight percentage
(wt.%) of water in the subducting slab (R¤upke et al., 2004; Hirschmann, 2006).
Water is mainly incorporated in the crust and the �rst kilometres of the upper
mantle part of the subducting lithosphere in the form of serpentinite (R¤upke et al.,
2004; Hensen et al., 2004). The degree of serpentinisation of the oceanic crust
therefore determines the amount of water introduced into the subduction system.
Serpentinisation, and especially deep serpentinisation, of the crust is possible
through hydrothermal processes occurring mainly at the mid oceanic ridge and
through faults, such as transform faults and faults associated with the �exure of
the lithosphere at the trench, that guide water into the oceanic lithosphere (R¤upke
et al., 2004; Faccenda et al., 2008a).

When modelling dehydration processes that occur in the slab during subduction,
it is essential to precisely characterise the phase diagrams of the different con-
stituents of the oceanic crust and the mantle (Fig. 1.7). These phase diagrams can
either be determined experimentally (Schmidt and Poli, 1998; Ohtani et al., 2004;
Komabayashi et al., 2005; Iwamori, 2007b) or obtained from thermodynamical
calculations (Connolly, 2005; Lukas et al., 2007; Caddick and Thompson, 2008).
Phase diagrams plot the stability �elds of the mineral assemblages that form the
slab and mantle lithologies as a function of pressure and temperature. Each mineral
can contain a maximum amount of water. Knowledge of the components of a
mineralogical assemblage and their abundance allows determining the maximum
content of water as a function of pressure and temperature. The boundary between
two �elds of mineral assemblages, also called the Clapeyron slope, represents the
location of the phase change or mineralogical reaction and can be associated with
a change in the maximum water content of the rock. Phase changes are localised
processes that occur at speci�c pressures and temperatures. It is the location of
these phases changes that are used in our numerical models.

Once a �uid has been released from a hydrous mineral through dehydration
processes, it will migrate through the system. Different migration mechanisms are
thought to exist (Stern, 2002), where the interaction with the surrounding material
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FIGURE 1.7 � Phase diagram for a Serpentinized Hartzburgite calculated using Perple X
(Connolly, 2005) by Zurab Chemia (Chemia et al., 2010). The phases are: A-phase, Cpx =
Clinopyroxene, Atg = Antigorite, IlGkPy = Ilmenite, Gt = Garnet, Opx = Orthopyroxene,
H2O = Water, O = Olivine, Chl = Chlorite, B = Brucite, cAmph = Clinoamphibole, Sp =
Spinel, T= Talk, an = Anorthite.

is a function of the migration velocity: (1) Porous �ow, where the migration
velocity is on the order of millimeters per year (Zack and John, 2007). However,
the porosity of the rocks is not known for mantle pressures (above approximately 3
GPa). (2) Channelised �ow, which allows very fast migration of �uids. Because of
the high migration velocity, which has been estimated at 1-4 m yr� 1 (Hawkesworth
et al., 1997), interactions with the surrounding rock would be limited (Spiegelman
et al., 2001; Spiegelman and Kelemen, 2003; Zack and John, 2007). (3) Diapiric
ascent, where the �uid migrates upward along with serpentinite due to the positive
buoyancy of serpentinite (Stern, 2002). It is necessary to understand the relative
importance of each process during �uid migration in order to �nd the state of
hydration of the materials in the entire subduction system.

Previous studies of the in�uence of water on the dynamics of subduction have
often focussed on speci�c depth ranges. �Very shallow� studies of dehydration
processes are limited to the lithosphere (less than 100 km deep) (Silver et al., 2000;
Hensen et al., 2004). These studies have shown that most of the water that is
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FIGURE 1.8 � Water content in wt.% for a Serpentinized Hartzburgite calculated using
Perple X (Connolly, 2005) by Zurab Chemia Chemia et al. (2010). This �gure uses the
phase diagram in �gure 1.7

present in the pores will be expelled at shallow depths, up to 20 km depth (R¤upke
et al., 2004; Hensen et al., 2004). In addition, water that is mineralogically bound to
clay minerals is released at shallow depth and expelled through the deep-reaching
fault systems which are present at convergent margins (Hensen et al., 2004). These
processes occur at temperatures from 85 to 130 oC. �Shallow� upper mantle studies
of dehydration processes to a depth of approximately 250 km focus on the effects
of water on the dynamics of the mantle wedge (R¤upke et al., 2004; Arcay et al.,
2006; Gerya et al., 2006; Gorczyk et al., 2006, 2007a; Cagnioncle et al., 2007;
Iwamori, 2007b). Numerical studies in the mantle at a local scale have found
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that rapid channelisation of �uid migration paths can occur, resulting in strong
local variations in �uid content (Spiegelman and Kelemen, 2003). �Deep� mantle
dehydration processes occur in the transition zone (below 410 km) and in the
lower part of the upper mantle (down to the 670 km) (Richard et al., 2006, 2007;
Richard and Iwamori, 2010). This deep dehydration of the slab could explain
the presence of deep earthquakes (Richard et al., 2007) or the initiation of wet
plumes at the transition zone (Richard and Iwamori, 2010). Only few studies of
�deep� dehydration processes exist. These are either conceptual models based on
experimental data (Ohtani and Zhao, 2009) or simpli�ed 1D numerical models
(Richard et al., 2006, 2007; Richard and Iwamori, 2010). These models assume that
water can be transported into the transition zone (Komabayashi et al., 2005; Litasov
et al., 2003; Ohtani et al., 2004). Shallower models of dehydration processes,
however, show that the slab may be entirely dehydrated when it reaches a depth of
250 km (R¤upke et al., 2004; Arcay et al., 2006; Cagnioncle et al., 2007). In this
thesis, (de)hydration processes are modelled on the scale of the upper mantle down
to 670 km depth. This allows us to investigate the effects of the evolution of water
content at different depths on the dynamics of the slab and the mantle wedge.

1.3 Open questions in subduction modelling
The inherent complexity of subduction zones, caused by the lithological strati�ca-
tion of the subducting slab, the presence of viscous, plastic and elastic rheologies,
the thermal structure and the spatial time scales of deformation, have motivated the
use of numerical, analogue and analytical models to investigate the system. This
explains the large number of numerical studies of subduction dynamics, several of
which are cited in the previous sections. However, a number of open questions in
subduction modelling remain. Modelling subduction requires a large data set of
input parameters. These parameters can be constrained through direct observation
of subduction zones and by critical evaluation of geophysical and geochemical data.
However, this still leaves subduction modellers with a large freedom in the choice
of parameter values, and, as a consequence, values will differ between studies.
How does the freedom in input parameters affect our interpretation of results?

Boundary conditions: Subduction occurs because of different driving forces:
ridge push, slab pull and mantle �ow. These processes are understood reasonably
well once subduction has started and reached a �stable� regime. However, subduc-
tion initiation has so far not been observed on Earth and is still not fully understood
(Regenauer-Lieb et al., 2001; Stern, 2002; Nikolaeva et al., 2008). In order to
initiate subduction in models, one method is to initially �drive� subduction, often
using a �week seed� in addition, to localise the deformation at the plate boundary,
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while the other is to use a pre-existing slab. Could the initiation phase in models
in�uence later results (Buiter and Ellis, 2010)? Kinematic boundary conditions that
force subduction can in�uence the large-scale deformation of the subducting slab
in models ( �C·��zkov·a et al., 2002; Han and Gurnis, 1999). How is the deformation
mode of a subduction model controlled by the kinematic boundary condition which
is used? And does the manner in which the free surface of the model is treated (true
free surface, sticky air) in�uence the large scale deformation of the subduction
system?

In�uence of model setups and solution techniques: Differences in model se-
tups may make it dif�cult to compare results of different studies directly. Are
differences in the model results due to differences in the model setup itself or
because of the numerical methods that are used? To estimate the range of varia-
tions among numerical codes, �benchmark� studies are often used (Blankenbach
et al., 1989; Schmeling et al., 2008; van Keken et al., 2008). Previous numer-
ical benchmarks have investigated linear viscous subduction (Schmeling et al.,
2008) and the thermal structure of the mantle wedge (van Keken et al., 2008). No
benchmark has so far been proposed for thermo-mechanical models of subduction.
Thermo-mechanical models include pressure- and temperature-dependent viscous
rheologies, and plastic rheologies, resulting in a strongly non-unique problem.
Are the rheology feedback relations resulting in similar subduction dynamics in
different codes?

In�uence of water: The physical in�uence of an input parameter can be deter-
mined by parametrical studies that systematically vary the value of the parameter
under investigation and compare the dynamics of the resulting system. This method
has been used to characterise the in�uence of hydration and dehydration processes
on subduction dynamics (Arcay et al., 2006; Gerya and St¤ockhert, 2006; Iwamori
et al., 2007; R¤upke et al., 2004). However, several aspects of �uids in a subduction
system are not fully understood:

� What is the amount of water introduced into the subduction system?

� What is the state (solid, liquid, gas or supercritical ) of the mineralogical
water released at depth?

� What are the rheological parameters of water as a function of pressure and
temperature?

� How does water migrate through the system? Does water migrate using
porosity or does water diffuse into the system?
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1.4 Layout of this thesis
This thesis gradually builds a fully coupled thermo-mechanical numerical sub-
duction model which includes hydration and dehydration processes, starting from
simple linear viscous models of subduction. Chapter two explains the numerical
methods used in this thesis: The numerical code, SULEC, and the thermodynam-
ical code, Perple X, which is used to calculate the water content of minerals as
a function of pressure and temperature. Chapters three to �ve describe the three
stages in building the subduction model.

Chapter three consists of the �rst paper which is published in Tectonophysics
as: �The role of boundary conditions in numerical models of subduction zone
dynamics� by M.E.T. Quinquis, S.J.H. Buiter, and S. Ellis (Tectonophysics, 497:
57�70, 2011). Using linear viscous models of subduction we test the in�uence
of kinematic boundary conditions on subduction zone dynamics. We �nd that
subduction is only possible if the subducting slab can decouple from the surface
boundary. This can be achieved through (1) a true free surface, or (2) a weak layer
(either a weak crustal layer or a �sticky air� layer) between the free-slip surface
boundary and the subducting lithosphere. We show that the choice of the location
of the kinematic boundary condition that drives subduction determines the style of
subduction, forcing the slab to lie or bend on the bottom of the model domain.

Chapter four contains a paper in preparation: �A numerical comparison study
of thermo-mechanical subduction� by M.E.T. Quinquis, S.J.H. Buiter, N. Tosi, C.
Thieulot, P. Maierov�a, J. Quinteros, A. Glerum, L. Novak, D. Dolej�s and S.M.
Ellis. We de�ne reference model setups for 4 different subduction models using
the same geometries, but different rheologies: linear viscous, and pressure- and
temperature-dependent. These model setups are data sets of input parameters that
are used to model subduction evolution with the numerical codes ASPECT, CHIC,
ELMER, ELEFANT, SULEC, SLIM-3D and YACC. Our results can be used as a
benchmark for subduction problems at various levels of complexity. We show that
the linear viscous experiments converge to the same result for different numerical
methods, highlighting the robustness of the solution for a �Stokes type� problem
even when including temperature advection and temperature dependent densities.
Increasing the complexity of the rheologies used in the model setup increases
differences observed in the results of the various codes.

Chapter �ve builds upon the thermo-mechanical reference setup used in chapter
four to investigate the effects of hydration and dehydration processes on the scale
of the upper mantle. The chapter consists of a paper published in Solid Earth as
: �Testing the effects of basic numerical implementations of water migration on
models of subduction dynamics� by M.E.T. Quinquis and S.J.H. Buiter (Solid
Earth, 5, 1�19, 2014). We focus on basic numerical implementation schemes for
free water migration and their in�uence on subduction dynamics and free water and
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bound water distribution in the mantle wedge. We show that the implementation
of three different numerical schemes for free water migration does not in�uence
the bound water distribution, but does have a signi�cant effect on the free water
distribution in the mantle wedge. Depending on the in�uence of free water on
mantle viscosity, this may impact the dynamics of the mantle wedge.

Chapter six discusses what parameters and assumptions are necessary when
building a numerical model of subduction, such as the de�nition of kinematic and
thermal boundary conditions, the initial geometry of the model, the rheology of the
materials, and the use of phase changes, (de)hydration processes or melts. These
parameters will be determined by the focus of the study. The in�uence of the model
setup on the dynamic evolution of the subduction system is discussed. Finally,
chapter seven is a general conclusion to the thesis.
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Chapter 2

Methods

2.1 Description of SULEC

The numerical models in this thesis are solved using SULEC-2D. SULEC, developed
by Susanne Buiter and Susan Ellis, is a standard arbitrary Lagrangian Eulerian
(ALE) �nite element code that solves the general set of conservation equations:

r � ~v = 0 (2.1)
�r P + r � �� 0+ �~g = 0 (2.2)

�C p
@T
@t

= kr 2T � �C p~v � r T + H (2.3)

where ~v is the velocity vector, P is the pressure (mean stress), �� 0 the devia-
toric stress tensor, � density, ~g gravitational acceleration (gx = 0 and gy =
� 9:81m:s� 2), Cp speci�c heat, T temperature, t time, k thermal conductivity, and
H radioactive heat production per unit volume. Equations 2.1 and 2.2 form the
incompressible momentum equation for slow creeping �ows, while equation 2.3
is the heat equation. The Boussinesq approximation is assumed,i.e.,@�

@t = 0 , but
� = � 0(1 � � (T � T0)) , where � 0 is the reference density at T = T0 and � the
volumetric thermal expansion coef�cient. The equations are solved at the nodes of
a quadrilateral mesh, while the material properties and deformation histories are
stored on particles which are advected through the mesh. In this thesis a Q4P1
(4 velocity nodes and constant pressure) type of element is used, but SULEC can
also use higher order elements: Q8P4 and Q9P4. The elements are continuous in
velocity, but discontinuous in pressure. The pressure, or mean stress, is calculated
using the iterative penalty formulation (Uzawa) (Cuvelier et al., 1986; Pelletier
et al., 1989; Zienkiewicz and Taylor, 2000a). The equations for conservation of
mass (Eq. 2.1) and conservation of momentum (Eq. 2.2) are perturbed by a small
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term (Cuvelier et al., 1986). This introduces an arti�cial compressibility:

r � �� 0 � r P i � 1 + r (kr � ui ) + �~g = 0 (2.4)
P i = P i � 1 � B r � ui (2.5)

i denotes pressure iteration. B is the bulk modulus or otherwise called the penalty
or compressibility parameter. B is in Pa sand is taken about 7 orders of magnitude
above the maximum viscosity of the model (Zienkiewicz and Taylor, 2000a).

Equations 2.3, 2.4 and 2.5 are discretised using the Galerkin method (Zienkiewicz
and Taylor, 2000a). Different averaging schemes can be used to average viscosi-
ties (majority, arithmetic, geometric and harmonic) and densities (arithmetic and
majority) from particles to element.

In this thesis 2 types of rheologies are used: viscous and brittle (or plastic)
rheologies. Linear viscous rheologies have constant viscosity � :

�� e
0 = 2� �_e"0 (2.6)

�_"0
e is the effective deviatoric strain rate ( _"0

e = ( 1
2 _"0

ij _"0
ij )

1
2 ) and � 0

e is the effective
deviatoric stress (� 0

e = ( 1
2 � 0

ij � 0
ij )

1
2 ). Temperature- and pressure-dependent viscous

rheologies are of a power-law creep type:

� df;ds =
1
2

�
dm

A C r
OH

� 1
n

_"0
e

1� n
n e( Q + P V

nRT ) (2.7)

A is a material constant, n is the power law stress exponent, d the grain size, m the
grain size exponent, COH the water content, r the water content exponent, Q the
activation energy, V the activation volume and R the molar gas constant. df and
ds refer to diffusion creep or dislocation creep, respectively. Diffusion creep, when
n = 1 , is Newtonian and grain size dependent (m > 0). Dislocation creep, when
n > 1 and m = 0 , is non-Newtonian and stress dependent. Deformation of the
mantle can be accommodated by a simultaneous play of diffusion and dislocation
creep (Karato and Li, 1992). In SULEC such a composite viscosity is implemented
following van den Berg et al. (1993):

� comp =
�

1
� ds

+
1

� df

� � 1

(2.8)

In SULEC, a Drucker-Prager yield criterion is used for brittle (or plastic)
rheologies. Plastic failure occurs when the deviatoric stress reaches the yield stress:

� 0
e = Pcos� + Ccos� (2.9)

� is the angle of internal friction and C is the cohesion. Strain-weakening or
hardening is simulated by a linear decrease or increase of � and/or C with effective
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strain (measured as the second invariant of the strain tensor). The effective viscosity
in the brittle regime is:

� e =
Psin� + Ccos�

2 _"0
e

(2.10)

To keep stresses on yield we iterate over � e.

2.2 Thermodynamic calculations

2.2.1 The basics of equilibrium dynamics
A comprehensive understanding of Earth’s interior requires that we study how
material properties change with physical conditions. These changes are transfor-
mations that require redistribution of matter among and within phases. A phase
is a physically separable material in the system. Every unique mineral is a phase,
but also melts, liquids, vapors and solid solutions are phases. Examples of phase
transformations are mineral transformations and melting in the solid Earth. These
induce changes in material properties. The transformations are a function of ex-
tensive variables, that depend on the quantity of matter (such as, volume and
heat capacity), and of intensive variables, that are independent of the quantity of
matter (such as, temperature, pressure, viscosity and concentration). The physical
conditions may be determined by, for example, the intensive variables pressure
(P ) and temperature (T). The study of changes in physical conditions is based on
chemical equilibrium. The state of chemical equilibrium in a system at constant
pressure and temperature is one in which the Gibbs free energy takes its minimum
possible value. This is the Gibbs phase rule (Gibbs, 1878), which can be written
as:

p + f = c + 2 (2.11)

p is the number of phases, c is the minimum number of chemical components
necessary to create all phases present in the system, and f is the number of degrees
of freedom in the system. When determining phase equilibrium, the degrees of
freedom (DOF) generally are pressure, temperature, and bulk composition.

A phase diagram maps phase equilibrium for mineral assemblages as a function
of pressure and temperature. As an example, �gure 2.1 shows the phase diagram
for a one component system of aluminosilicates Al2SiO5. In a phase diagram three
different types of phase equilibrium occur (Fig. 2.1) (Fraser, 1977; Cemic, 2005):
1) The invariant equilibrium, when f = 0 , where all DOFs are imposed to reach
equilibrium. This is the invariant point in phase diagrams, at the intersection of
univariant curves. 2) The univariant equilibrium, when f = 1 , where a single
variable can be changed, but to keep equilibrium, a second variable must be
changed by a predetermined amount (e.g., if pressure is changed on the ky = sill
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FIGURE 2.1 � A simple example of a one component phase diagram calculated for alumi-
nosilicates (Al2SiO5) using Perple X. Three solid phases are present, that are polymorphs
of Al2SiO5: andalusite, kyanite and sillimanite. Point (1) is the invariant point where the
three univariant curves (i.e., the reaction curves, ky = and, and = sill, ky =sill) intersect.

equilibrium, temperature must change accordingly). This is the univariant curve in
phase diagrams along which reactions occur. 3) The divariant equilibrium, when
f = 2 , when 2 variables can be changed independently, within an area bounded by
the univariant equilibria, without changing the state of the system. The integer 2 in
equation 2.11 is related to the number of parameters independent of mass that are
being considered.

All mineralogical phases have a Gibbs free energy of reaction (� G = Gproducts

- Greactants ) which represents the amount of energy that is produced or consumed
when a phase transition occurs (i.e., when one, or more, phases create one, or
more, different phases) (Albar�ede, 1995). The boundary between stability �elds,
the univariant curve, represents the condition at which the reaction occurs and
where the Gibbs free energy of reaction is zero (� G = 0). By convention, the
Gibbs free energy for any pure element is assumed to be zero (Fraser, 1977; Cemic,
2005). The Gibbs free energy (G) of any given phase will vary with pressure and
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temperature following:

G = E + PV � TS (2.12)
H = E + PV (2.13)

P is pressure, T temperature, E internal energy, V volume, H enthalpy, and S
entropy. A chemical system will tend to minimize energy. Phases with a greater
Gibbs free energy will be unstable compared to phases with a lower Gibbs energy.

For any given pressure, temperature and composition, it is possible to calculate
the Gibbs free energy of a reaction, if the starting point P1 and T1 of the reaction
is known and the required thermodynamic data is available (Fraser, 1977; Cemic,
2005). The effective activity (a) of a mineral component describes how reactive
a particular end member component is for a given mineral composition and as a
function of pressure and temperature. The activity is reduced when the reaction
does not include pure end member minerals, such as, quartz, but a solid solution. It
is then necessary to include the equilibrium constant, K , in the calculation:

0 = � Go
P 2;T 2 = � Go

P 1;T 1 +
Z P 2

P 1
� V o

P;T dP

�
Z T 2

T 1
� So

P;T dT + RT lnK

(2.14)

K =
ap1 ap2 ap3 � � �
ar 1 ar 2 ar 3 � � �

(2.15)

K is the product of the activities of the reaction products (subscript p), divided
by the product of the activities of the reactants (subscript r). K = 0 for pure end
member minerals.

2.2.2 Chemical equilibrium
Phase equilibrium depends on the second law of thermodynamics and can be
calculated by minimizing the Gibbs free energy of the system. Originally, the
fundamental principles of phase-equilibrium were used to calculate gas speciation
in metallurgy (White et al., 1958; Levine, 1962). These calculations required
non-linear minimization methods and were valid for single-phase homogeneous
equilibrium. These techniques were later extended to include multiphase systems
and applied to geology (Eriksson, 1971; Eriksson and Ros·en, 1973; Brown and
Skinner, 1974). Non-linear Gibbs free energy minimization techniques are now
used in geology to study, among others, magmatic differentiation (Ghiorso, 1994;
Ebel et al., 2000), metamorphic phase equilibrium (Biino and de Capitani, 1995;
Caddick and Thompson, 2008), high-pressure mantle assemblages (Saxena and
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Eriksson, 1985; Fabrichnaya, 1999), and material-science phase diagram compu-
tations (Eriksson and Hack, 1990; Andersson et al., 2002; Bale et al., 2002). At
present, a number of commercial and freeware packages exist, along with thermo-
dynamic datasets to perform phase equilibrium calculations in solid, melt, gaseous
and aqueous-electrolyte systems.

Thermodynamic datasets include enthalpy (H), entropy (S), heat capacity (Cp)
and activity coef�cients (a). Their application requires equations of state, which are
thermodynamic equations which describe the state of matter under a set of physical
conditions. They are constitutive equations that determine the relationship between
two or more state functions associated with the matter, such as its temperature,
pressure, volume, or internal energy. Thermodynamics datasets include :

� Holland and Powell (1998) for metamorphic and magmatic rock-forming
silicates, carbonates and oxides. It contains equations of state for H2O-CO2
�uids. This database is constantly updated.

� Berman (1988) for rock-forming silicates, carbonates and oxides. This
database has not been updated since 1996, but is nonetheless incorporated
into various software packages such as TWEEQU, MELTS and QUILF.

� Gottschalk (1997) for rock-forming silicates, oxides and carbonates. The
database includes equations of state for multicomponent �uids at high pres-
sures and temperatures (Churakov and Gottschalk, 2003a,b).

� Helgeson et al. (1978) for rock-forming minerals, oxides and sul�des. This
dataset is specialised for hydrothermal and ore-forming processes.

� Robie and Hemingway (1995) is an update of the thermodynamic datasets of
the U.S Geological Survey calorimetric laboratory. This dataset can be used
as a complementary resource for less common phases, such as, sul�des.

Examples of phase-equilibrium software packages include:

� Perple X (Connolly, 2005; Connolly and Kerrick, 1987; Connolly and Petrini,
2002) minimizes the Gibbs free energy of the system using a linear pro-
gramming method. It incorporates the thermodynamic datasets of Hol-
land and Powell (1998), Berman (1988) and Gottschalk (1997) and several
solution models, which describe interactions between end-members in a
multi-component solid solution. This software package is useful for both
low-variance and high-variance equilibria, with both simple and complex
phases. It is, however, computationally intensive for complex chemical
systems.
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� THERMOCALC (Holland and Powell, 1998; Powell et al., 1998) uses a non-
linear method, the equilibrium-constant method, to calculate phase diagrams.
Contrary to Gibbs free energy minimization techniques, the phases of the
system are speci�ed. The equilibrium compositions of the coexisting phases
are computed, but the stability of the assemblage is not tested. This method
is tailored to high variance equilibrium, but requires advanced knowledge of
phase stabilities.

� THERIAK-DOMINO (de Capitani and Brown, 1987; Biino and de Capitani,
1995) minimizes the Gibbs free energy of the geological system. This
software incorporates the Berman (1988) and Holland and Powell (1998)
datasets. The software combines aspects of the approaches of Perple X and
THERMOCALC.

� GEMS-PSI (Kulik et al., 2003) minimizes the Gibbs free energy using the
convex method (Karpov et al., 1997, 2001). This software is tailored to
low temperature aqueous systems. It incorporates in-house (Nagra and
Paul-Scherrer Institute) and the Holland and Powell (1998) databases.

� MELTS (Ghiorso et al., 2002; Ghiorso and Sack, 1995) minimizes the Gibbs
free energy for magmatic systems. It incorporates de Berman (1988) dataset
and solution models for magmatic systems.

� TWEEQU (Perkins et al., 1986; Berman et al., 1987) calculates metamorphic
phase equilibria by averaging geothermobarometric calculations (Gordon,
1992). It incorporates the data from Berman et al. (1987).

� SUPRCT92 (Johnson et al., 1992a,b) calculates the thermodynamic proper-
ties (i.e., the Gibbs free energy, enthalpy, entropy, heat capacity, and volume)
of speci�ed reactions for geological systems at high temperatures and pres-
sures. It incorporates the datasets of Helgeson et al. (1978) and Oelkers et al.
(1995)

� FactSage (Bale et al., 2002) calculates phase equilibrium by minimizing the
Gibbs free energy of a system. For geological purposes, it incorporates the
datasets of Berman (1988), and the Pelton (1999) and Pelton and Wu (1999)
solution models.

In numerical models of subduction, we approximate the lithologies of the crust,
lithosphere and mantle, and try to reduce the number of components. In this thesis
Perple X is used to calculate phase equilibrium, because its method is ef�cient,
regardless of the number of phases considered in the calculation. Furthermore,
the Perple X linear method of minimizing the Gibbs free energy provides phase
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diagrams as long as physical parameters, such as water content or density, of a bulk
composition as a function of pressure and temperature are known. These can be
included into the numerical subduction model calculations with SULEC.

2.2.3 Perple X
Perple X uses a linear programming algorithm to identify the stable mineral as-
semblages in a system composed of pure phases (Connolly and Kerrick, 1987;
Albar�ede, 1995). The linear method forces convergence to a minimum, which is
not always the case when using non-linear methods. The continuity of the composi-
tional variation of solution phases is approximated by sets of discrete compositions,
also called pseudocompounds. The Gibbs free energy of a system can then be
expressed by:

Gsys =
�X

i=1

� i Gi (2.16)

Gsys is the Gibbs energy of the system, � the possible number of pseudocompounds
present in the system, and � i the amount of phase i (� i � 0). Mass balance requires
that the sum of the amounts of the components within the phases be equal to the
corresponding amounts in the system:

nsys
j =

�X

i=1

� i ni
j (2.17)

where j = 1 : : : cand c is the amount of independent pseudocompounds in a system.
ni

j is the amount of the jth component in the ith phase. The output of Perple X is
the amount of stable pseudocompounds. Figure 2.2 shows an example of the linear
minimisation technique with two phases � and  that are each represented by the
pseudocompounds � 1; � � � ; � 7 and  1; � � � ;  8 respectively. For the composition
X sys, � 4 +  6 would be identi�ed as the stable phase assemblage of the system,
� 4 and  6 representing the approximate composition of � and  (Fig. 2.2b). The
maximum error of the compositions of � and  depends on the spacing of the
initially de�ned pseudocompounds.

A phase diagram (calculated as a function of pressure and temperature) is
a map of the stability �elds of various mineralogical assemblages. Due to the
approximation, in the minimisation stage, of continuity of the pseudocompounds,
the phase �elds can be decomposed into smaller �elds which are de�ned by a
unique pseudocompound assemblage (Fig. 2.3a). The boundaries represent either a
true phase transition (e.g., the reaction � +  = � 4 in �gure 2.3a) or a difference in
the composition of the solution (e.g., � + � 4 = � 3 in �gure 2.3a). The polygons that
de�ne the stability �elds are re�ned using grids of increasing resolution, where the
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FIGURE 2.2 � Schematic isobaric-isothermal free energy-composition diagrams for a
binary system illustrating the distinction between the non-linear solution to the phase
equilibrium problem (a) and its linear approximation (b). Figure from Connolly (2005).

equilibrium phase relations are sampled at their nodes. The low resolution grid has
nx and ny points and is re�ned by halving the node spacing so that the grid at the i th

level of re�nement has a horizontal resolution of Nx = 1 + 2 i � 1(nx ) and a vertical
resolution of Ny = 1 + 2 i � 1(ny) (Fig. 2.3b). The re�ning steps give an effective
resolution of Nx � Ny points (Fig. 2.3c), resulting in the phase diagram of �gure
2.3d. The properties of the phase assemblages (e.g., composition and density)
are then extracted from the data stored at each minimization. The properties of
arbitrarily located sample points are estimated using a linear interpolation of the
three nearest grid points where the assemblage is stable.
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FIGURE 2.3 � Mapping algorithm used in Perple X illustrated with schematic phase
pressure-temperature diagram for a binary system; (a) the solution phase � is represented
by pseudocompounds where the boundaries between pseudocompounds (the dotted lines)
can approximate true phase boundaries or a difference in composition (the boundaries of
the dark gray area) or homogeneous equilibration of a solution as a function of pressure
and temperature; (b) Phase relations are mapped by sampling on a four level grid, with
grid nodes at progressively higher levels indicated by circles of decreasing size; (c) The
nodes at which phase relations would be computed as dictated by the mapping strategy are
indicated by �lled circles. The algorithm assigns the assemblages associated with the open
circles; (d) the �nal map of the section is constructed by assuming that each node of the
grid represents a �nite area of the diagram. Figure from Connolly (2005).
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2.3 The implementation of dehydration processes
into SULEC

2.3.1 Determining water content
In the �fth chapter of this thesis, we use SULEC to investigate the in�uence of free
water migration schemes on the dynamics of a subduction model. The lithospheric
plates in the models consist of Bulk Oceanic Crust (BOC), Serpentinized Harzbur-
gite (SHB) and pyrolitic mantle. The mantle is composed only of pyrolitic mantle.
We use the thermodynamic code Perple X to compute grids of bound water content
in wt% as a function of pressure and temperature for BOC, SHB and pyrolitic
mantle. These grids are discretized as a matrix of pressure and temperature steps
and imported into SULEC. In our models the water content information is attached
to the particles as arrays of the amounts of bound water and free water.

The thermodynamic calculations in Perple X are only valid up to a pressure
of 7 GPa and a temperature of 1200� C when using the Holland and Powel (1998)
data set. These conditions are outside the mantle wedge domain. To include the
hydration capability of the mantle wedge, we use the experimentally determined
data set of Schmidt and Poli (1998) which is valid to 1100� C and 8 GPa. We
extrapolate the Clapeyron slopes linearly to obtain a data set that covers the upper
mantle pressures and temperatures of the subduction models.

As the model evolves, the pressure and temperature of particles change requir-
ing that their water content is updated. We use a standard 2-D linear interpolation
in pressure and temperature on the discretized water content grids to determine
the maximum amount of bound water a particle can possess at its pressure and
temperature. If the maximum amount of bound water that the particle can contain
is less than the current amount of bound water of the particle, the particle is over-
saturated and should dehydrate. The excess water is released as free water and
migrates through the matrix of the crystalline rock following one of the numerical
schemes described below (Section 2.3.2). If the maximum bound water is more
than the amount of bound water of the particle, the particle is under-saturated and
can potentially incorporate more water.

The subduction models in this thesis use a variable mesh resolution that allows
deformation to be best resolved around the trench and in the mantle wedge. As
particles migrate, elements can become empty or overpopulated. We therefore use
particle injection and deletion within pre-speci�ed minimum and maximum bounds
to the number of particles per element. Particle deletion is used to reduce memory
requirements and calculation times. The particle population control requires special
care, because the amount of water contained in a model is a physical value and has
to remain balanced as the model evolves. In our models, we inject particles with
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no initial water (0 wt %). Particle deletion is random in an element. It is therefore
necessary to determine the combined amount of free and bound water present in
the deleted particle. If a particle �agged to be deleted contains a certain amount of
water (either bound or free) this water is evenly distributed among the remaining
particles of the element.

This method does introduces some numerical smoothing of the water content at
resolution discontinuities in the model, but allows keeping water content balanced
in the models while keeping computation and memory requirements reasonable.

2.3.2 Water migration schemes
In the upper mantle, free water that is released during dehydration collects along
grain boundary intersections forming a network of interconnected channels and
moves with the material �ow. We assume that the free water migrates through these
channels and with the material �ow, whereas bound water moves only with the
material �ow. We investigate the following three free water migration schemes:

Elemental water migration scheme

This migration scheme (scheme I) is conceptually the simplest (Arcay et al., 2005).
Water migrates vertically one element at a time and is unaffected by the material
�ow. The migration velocity is thus the element size divided by the time step. This
is the main limitation of this migration scheme as the water velocity will depend
on the model resolution. Furthermore, numerical models often use variable mesh
to reduce calculation time while keeping the resolution high in the areas of interest
of the models (e.g., the mantle wedge in subduction models). Water migration
velocity in variable mesh models would vary as a function of the resolution. This
effect can be reduced in subduction models by using a constant grid resolution in
the mantle wedge where the main dehydration processes occur.

When a particle undergoes dehydration, the free water is �rst distributed over
the under-saturated particles of the element. If free water is still present after this
initial stage the remaining water migrates to the element above, saturating the
under-saturated particles from the bottom of the element upwards. If all particles
are saturated in water and there is still free water left, the remaining water is evenly
distributed among all particles of the element and will migrate onwards in the next
timestep.

Vectorial migration scheme

The vectorial migration scheme (scheme II) imposes a constant velocity for water
over the model domain (vf;x and vf;y ) (Fig. 2.4) (Richard et al., 2006; Gorczyk
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et al., 2007a; Faccenda et al., 2008a). This method reduces the grid dependence of
the migration scheme, though does not necessarily eliminate it totally.

When a particle is over-saturated, it releases water and distributes it along the
path de�ned by the water velocity vector: vf � � t (Fig. 2.4). The �rst step is
to hydrate under-saturated particles in the current element. If free water is still
present after this step, the remaining free water migrates to the next element along
the path (Fig. 2.4), saturating the under-saturated particles of the element from the
bottom up, and so on. If all particles along the migration path of this time step are
saturated (e.g., all particles in elements 1 to 6 of �gure 2.4), the remanding water is
distributed evenly over all particles of the last element. We use an element-wise
distribution for the water because water migration paths are likely irregular and
a linear path for water would be unlikely (R¤upke et al., 2004; Katz et al., 2006).
The elementwise distribution of water explains why there is still some grid size
dependency to the distribution of water in the method. The solid �ow also carries
free water and the resultant free water migration path is therefore not necessarily
exactly along direction vf .

Darcy �ow migration scheme

This migration scheme (scheme III) follows a simpli�cation of Darcy �ow as
implemented by Cagnioncle et al. (2007). The �uid follows the pressure gradient
caused by the difference in density between the �uid and the solid it is percolating
through. We neglect the dynamic component of the pressure gradient which could
be caused by the solid �ow, because in our subduction models pressures in the
mantle wedge region are mainly lithostatic. Migration scheme III is characterised
by the Darcy velocity (Turcotte and Schubert, 2002):

q =
(� s � � f)g�

� f
(2.18)

where q is the Darcy velocity, � s and � f the density of the solid and �uid
respectively, g the gravitational acceleration, � f the viscosity of the �uid, and k
the permeability. The permeability follows the empirical de�nition of Wark et al.
(2003):

� =
d2� 3

270
(2.19)

where � the volume fraction of �uid and d the grain size. The �uid velocity is
the sum of the Darcy velocity relative to the volume fraction of �uid and the solid
velocity:

vf =
q
�

+ vs (2.20)
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FIGURE 2.4 � Schematic migration of free water and it’s distribution along a prescribed
path for our velocity controlled water migration schemes 2 and 3 (see text for further
explanation). Vf is water velocity.

where vf is the �uid velocity and vs the solid phase velocity. /
The water migration and distribution then follow scheme II. � , the volume

fraction of �uid, is determined from the initial water content and the grids for
pressure, temperature and wt.% H2O. However, this assumes that all the free water
is present in interconnected channels which would result in unnaturally high �uid
velocities. We therefore introduce an ef�ciency factor, ! , that corresponds to the
percentage of interconnected channels of the network through which water can
migrate. Water can only migrate through the interconnected network thus reducing
the effective �uid velocity. The permeability in equation 2.18 then becomes an
effective permeability: � e = !� .

The Darcy water velocity is calculated for every particle of the model. The
water velocity is not constant and areas with higher water content have higher
water migration velocities. Also in this scheme, free water is in addition carried by
the solid �ow.
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2.3.3 The in�uence of water content on viscosity

FIGURE 2.5 � Viscosity (Eq. 2.7) as a function of depth calculated using a constant strain
rate of 10� 15 s� 1, a water content ranging from 0 to 4000 ppm, and the values in Hirth and
Kohlstedt (2003) (Table 2.1).

In chapter 5, linear viscous rheologies are used in some of our experiments. For
these rheologies, we use a linear decrease of viscosity with 2 orders of magnitude
over a water content ranging from 0 to 4000 ppm. This corresponds to the decrease
in viscosity calculated with the �ow laws of Hirth and Kohlstedt (2003) (Fig. 2.5).
If the water content exceeds 4000 ppm we assume that the material can no longer
weaken. In thermo-mechanical models of subduction we use a composite viscosity
(Eqs. 2.7 and 2.8) including diffusion and dislocation creep as given by Hirth
and Kohlstedt (2003) (Table 2.1). The water content calculated as a function of
pressure and temperature using Perple X is converted to ppm and used in the �ow
law (Eq. 2.7). Once the water content exceeds 4000 ppm we again assume that the
material does not weaken further.
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TABLE 2.1 � Flow law parameters from Hirth and Kohlstedt (2003)

Parameter Unit Dry Olivine Wet Olivine
Diffusion Dislocation Diffusion Dislocation

A a Pa� n mp s� 1 H(106Si)� 1 2:25 � 10� 15 6:514 � 10� 16 1:5 � 10� 18 5:3301 � 10� 19

n � 1 3.5 1 3.5
Q kJ mol� 1 375 530 335 480
V 10� 6 m3 mol� 1 4 14 4 11
d mm 5 � 5 �
p � 3 � 3 �
COH H(106Si)� 1 � � 1000 1000
r � � � 1 1.2

a A is given for a general state of stress, and was converted from a uni-axial stress (Ranalli, 1995).
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Chapter 3

The role of boundary conditions in
numerical models of subduction1

Abstract

Numerical studies of subduction zone dynamics on a regional scale usu-
ally use a limited spatial extent for their models and therefore need to de�ne
boundary conditions on all model edges. These boundary conditions imply
a choice for the mechanical and thermal state of the surrounding regions
which may in�uence the evolution of the model system. We investigate the
role of the surface and lateral boundary conditions for simple mechanical
subduction models using a standard �nite element method. We �nd that
subduction is only possible if the slab can decouple from the surface. This
decoupling can be achieved by a true free surface, a free-slip surface with a
weak crust for the subducting plate, or a free-slip surface with a layer of low
viscosity, low density material (’sticky air’) between the model surface and
the crust. Models of slab dynamics that employ a free-slip surface reproduce
trench migration, slab sinking velocities and slab geometry of models with a
free surface, as long as they use either a weak crust, which can be viscous,
viscoelastic and/or brittle, or a ’sticky air’ layer. The vertical topography will
however not be reproduced for free-slip models without a ’sticky air’ layer.
For ocean-ocean convergent models we �nd that the application of in�ow
boundary conditions at the edges of the subducting or overriding lithosphere
controls trench motion and the geometry of the subducting slab. In�ow on the
overriding side causes trench retreat and a slab resting on the lower mantle,
whereas in�ow restricted to the subducting side can cause trench advance
and a slab which folds on the lower mantle.

1Published as: Quinquis, M. E. T., Buiter, S. J. H., and Ellis, S. (2011). The role of boundary
conditions in numerical models of subduction zone dynamics. Tectonophysics, 497:57�70, doi:
10.1016/j.tecto.2010.11.001
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3.1 Introduction
Models can only approximate the complexity of nature and this therefore neces-
sarily implies that they need to simplify rheologies, geometries and the dynamic
character of the process under study. Furthermore, models often focus on a limited
spatial domain in order to achieve high resolution for a reasonable calculation
time (in the case of numerical models), or a feasible physical size (in the case of
analogue models). Typical values for numerical and analogue subduction models
range from 2400 to 6000 km in length (e.g., Pysklywec et al., 2000; Schellart, 2005)
and from 150 to 3000 km in depth (e.g., Han and Gurnis, 1999; Nikolaeva et al.,
2008). Such limitations in the size of the model domain imply that the mechanical
and thermal evolution of the area located outside the model domain needs to be
taken into account through boundary conditions. This implies that a modi�cation
of the boundary conditions changes the assumptions that are made concerning the
thermal and mechanical state of the region outside the model domain. This could
have an in�uence on the dynamics of the system, and the evolution of subducting
slabs in the model in particular. Regional subduction models need to specify
boundary conditions at the surface, lateral and bottom edges. Below we discuss
these in turn, focusing on numerical studies.

Earth’s surface is a so-called free boundary, which is stress free and allows
horizontal and vertical displacements. A free surface is straightforward to achieve
in Lagrangian-type numerical models (Giunchi and Ricard, 1999; Morra and
Regenauer-Lieb, 2006; Hampel and P�ffner, 2006), but is computationally more
expensive in Eulerian methods, as it requires a change in the numerical mesh.
Arbitrary Lagrangian Eulerian (ALE) methods (Fullsack, 1995) have a free surface,
but still at an ef�ciency price. Models that do not have a free surface, alternatively
use a free-slip condition (i.e., the vertical component of velocity is equal to zero
(vy = 0 ) whereas the horizontal component of velocity (vx ) is calculated) (Piroma-
llo et al., 2006; Arcay et al., 2007; Stegman et al., 2010), a kinematic condition (vx

prescribed and vy = 0 ) (Han and Gurnis, 1999; Billen and Gurnis, 2001; �C·��zkov·a
et al., 2002) or a so-called ’sticky air’ layer (Funiciello et al., 2003b; Gerya et al.,
2004; Gorczyk et al., 2007b; Nikolaeva et al., 2008; Schmeling et al., 2008). This
’sticky air’ is a low density, low viscosity layer between the surface of the model
domain and the surface of the lithosphere. It allows vertical movements of the
lithosphere surface. In models with a free-slip or a kinematic condition directly at
the top of the lithosphere, vertical topography (e.g., a trench and foreland bulge)
cannot develop. A free-slip or kinematic boundary condition by itself is not enough
to enable subduction, as the slab may not be able to decouple from the surface of
the model domain. We discuss this in more detail in section 3.3: ’The in�uence of
the surface boundary in gravitational subduction models’.

Kinematic surface boundary conditions (vx prescribed and vy = 0 ) allow
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systematic investigation of the role of trench migration on slab dynamics (e.g.,
Christensen, 1996; Olbertz et al., 1997; Han and Gurnis, 1999; Billen and Gurnis,
2001; �C·��zkov·a et al., 2007). Previous studies have shown that the ability of the
trench to migrate (either advance or retreat) controls the slab dip angle (Olbertz
et al., 1997; Lallemand et al., 2008; Schellart, 2008b). Slow trench rollback allows
the slab to penetrate into the lower mantle, while rapid trench rollback leads to a slab
lying on the 670 km discontinuity. Han and Gurnis (1999) investigated numerical
models of subduction zones in which the top boundary was implemented either
as free-slip, or as kinematic. The horizontal velocity imposed at the top boundary
in the kinematic models was the average value of the horizontal velocity obtained
at the surface in the free-slip models. The authors showed that implementing a
free-slip or a kinematic top boundary condition did not affect the dynamics of the
subduction system, a result which was later contradicted by �C·��zkov·a et al. (2007).
In our study, we focus on a free surface and free-slip models and do not prescribe
surface velocities.

Lateral boundary conditions of regional models can be free-slip (e.g., Arcay
et al., 2007; �C·��zkov·a et al., 2007; Enns et al., 2005; Faccenna et al., 2009; Kaus et al.,
2010), periodic (i.e., the material �owing out(in) of the model’s left lateral boundary
�ows in(out) the right lateral boundary) (e.g., Gurnis and Hager, 1988; Han and
Gurnis, 1999; Enns et al., 2005) or have a speci�ed velocity (e.g., Pysklywec
et al., 2000; Warren et al., 2008b). The in�ow condition, in particular, determines
the geometry of the subducting slab as we show later (see also Heuret et al.
(2007)). A change in the lateral boundary conditions from re�ective (or free-slip)
to periodic has been shown to change slab geometry for whole mantle subduction
models (Gurnis and Hager, 1988; Han and Gurnis, 1999). In these models the
periodic boundary condition is applied to the entire lateral boundary including the
lithosphere, upper and lower mantle. The choice of lateral boundary conditions
is only relevant for regional subduction models, as whole earth models have no
lateral edges (e.g., Li and Zhong, 2009; Deschamps et al., 2010). In the case
of.3 -D.models, conditions on the front and back of the model domain need to be
speci�ed as well. These can be chosen in the same way as.2 -D.lateral boundary
conditions, but free-slip (Yamato et al., 2009; Stegman et al., 2010) or no slip
boundaries (Piromallo et al., 2006) are most commonly used.

The bottom boundary of subduction models can be open or closed (Christensen,
1996). Closed boundaries may be free-slip (Arcay et al., 2007; �C·��zkov·a et al., 2007;
Billen and Hirth, 2007; Schmeling et al., 2008; Kaus et al., 2010) or no-slip (i.e.,
the horizontal and vertical component of velocity is zero) (Piromallo et al., 2006;
Faccenna et al., 2009). Christensen (1996) showed that a closed bottom boundary
condition, at 2500 km depth, causes subducting slabs to bend and undergo large
deformation in the mantle, whereas an open bottom boundary condition allows
subduction of straight slabs. The 660 km discontinuity is often used to limit the
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model domain in numerical (Warren et al., 2008b; Faccenna et al., 2009; Capitanio
et al., 2010) and analogue models (Heuret et al., 2007; Lallemand et al., 2008).
Most of our models have a free-slip boundary at 660 km depth, but we investigate
the case of a limited-slip boundary by including a simple linear viscous lower
mantle, similar to the lower mantle used by Kincaid and Olson (1987), Enns et al.
(2005) and Stegman et al. (2010).

In this study, we focus on the roles of the surface, lateral and bottom mechanical
boundary conditions in.2 -D.numerical models of subduction. We aim to char-
acterise the in�uence of the surface boundary condition by examining (1) a free
surface (i.e., vx and vy unconstrained), (2) a free-slip surface (vy constrained and vx

unconstrained) and (3) an approximation of a free surface, by combining a free-slip
surface boundary with a layer of low-viscosity, low density material between the
model surface and the top of the lithosphere (so-called ’sticky air’). We perform a
parametrical study of the ’sticky air’ layer to determine which rheological prop-
erties best reproduce a free surface. We quantify our results by considering the
evolution of trench position, trench migration velocities, slab tip depth, slab tip
subduction velocities, and slab geometry. We use two separate model setups. First,
we investigate the case of gravitational subduction of an oceanic plate without
an overriding plate (i.e., the only forces acting in the model are the body forces).
Second, we extend these models to include an overriding plate and, in one case, a
lower mantle.

3.2 Modelling method

3.2.1 Numerical approach
The numerical models are calculated using a standard arbitrary Lagrangian Eulerian
(ALE) �nite element code developed by Susanne Buiter and Susan Ellis. The code
uses a particle-in-cell scheme to solve for large-scale deformations. It solves the
equations for conservation of momentum for an incompressible �uid :

�
@P
@xi

+
@�0ij
@xj

+ �g i = 0 (3.1)

@vi
@xi

= 0 (3.2)

P is dynamic pressure (mean stress), � 0
ij the deviatoric stress tensor, v the velocity

vector, � density and g gravitational acceleration (gx = 0 , gy = 9:81m:s� 2). The
summation convention over repeated indices is implied.

Because our objective is to study the in�uence of the boundary conditions on
subduction dynamics, we minimise effects of complex rheologies on the dynamics
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of the system by keeping our models as simple as possible. The lithosphere and
upper and lower mantle in our model are all linear viscous:

� 0
ij = 2� _"0

ij (3.3)

� is the viscosity, _"0
ij the deviatoric strain rate tensor. Harmonic viscosity and

arithmetic density averaging schemes are used (Schmeling et al., 2008). We do not
solve the thermal evolution of the system. We use a Q4P1 element that is linear
in velocity (4 velocity nodes with 2 degrees-of-freedom each) and has constant
pressure (Zienkiewicz and Taylor, 2000a). The pressure is calculated using the
Uzawa iterative penalty formulation (Cuvelier et al., 1986; Pelletier et al., 1989;
Zienkiewicz and Taylor, 2000a):

P t = P t � 1 � k
@vti
@xi

(3.4)

k is the bulk modulus or compressibility factor (approximately 1031 Pa in our
models which is 8 orders of magnitude larger than our lithosphere viscosity
(Zienkiewicz and Taylor, 2000b)) and t indicates timestep. These equations are
solved on the Eulerian grid, while the material properties (i.e., the rheological
values and the densities) and stress history are stored on the particles.

A free surface is obtained following Fullsack (1995). The Eulerian grid is
adjusted vertically to accommodate surface displacements, as well as surface
processes. Our models have a small amount of diffusive erosion and sedimentation,
with a diffusion coef�cient on the order of 10� 5 to 10� 6 m2s� 1 (Culling, 1960).
The amount of eroded and sedimented material is so small that the evolution of
the model is not affected. In numerical subduction models which include a free
surface or other interfaces with large density contrasts, an instability can occur as a
result of numerical overshoot when computing restoring forces (Kaus, 2008; Kaus
et al., 2010). The effect can be illustrated by considering relaxation of a sinusoidal
perturbation of a viscous medium (Johnson and Fletcher, 1994, section 1.4). The
relaxation time (ts) of the perturbation depends on the viscosity of the medium:

ts =
4��
�g yL

(3.5)

where L is the length of the perturbation, and � is the viscosity. If the numerical
timestep, dt, is on the order of or larger than ts, the body and surface forces
computed explicitly will be out of balance with the updated con�guration of the
free surface. This imbalance is commonly suppressed by using extremely small
timesteps and/or a larger value for mantle viscosity, but a more robust solution (as
detailed in Kaus et al. (2010)) is to add an extra implicit term to the stiffness matrix
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which takes into account the incremental change in normal forces across density
interfaces during each timestep:

� Fy = � �:g y:dt:vy (3.6)

where � Fy is the extra vertical force term across the interface; � � is the change in
density across the interface; gy = � 9:81m:s� 2, dt is the timestep, and vy is the
vertical velocity of the interface. This extra term is applied to the free surface, and
at any other interface with a density contrast. It allows the use of a timestep at least
1 order of magnitude greater than would otherwise be possible.

3.2.2 Model setup
Our �rst set of models investigates gravitational subduction in which a slab sinks
into the mantle under its own weight (i.e., by the density contrast between the
subducting lithosphere and the mantle) (Fig. 3.1A). In this case no overriding
plate is implemented in the model. This type of model setup shows the zero
order behaviour of the subducting slab itself (Goes et al., 2008) and has, for
this reason, been widely studied using both analogue (e.g., Guillou-Frottier et al.,
1995; Faccenna et al., 2001; Funiciello et al., 2003a; Schellart, 2005) and numerical
methods (e.g., Piromallo et al., 2006; Capitanio et al., 2007; Schmeling et al., 2008).
The simple boundary conditions and model setup enable a good understanding of
the effects of changes in model parameters on the system dynamics.

The model domain (Fig. 3.1A) is 3000 km wide and 660 km deep. We have
chosen the model width on the basis of a series of tests that showed that model
differences were negligible for widths larger than 3000 km. We investigate the
depth of the domain in our second series of models. The subducting slab is
composed of a one or two-layer 100 km thick, old viscous slab that subducts in a
linear viscous upper mantle. The viscosity contrast between our lithosphere and
mantle is three orders of magnitude. It has been shown that the viscosity contrast is
a control on the style of subduction, from advancing for strong slabs to retreating
for weaker slabs (Di Giuseppe et al., 2008; Faccenna et al., 2009; Schellart, 2009).
We keep our rheological parameters constant throughout our study in order to focus
on the role of the boundary conditions. Our values for the viscosity and density
contrast between the slab and the mantle are within the ranges of published simple,
linear viscous, models of subduction (e.g., Pysklywec et al., 2000; Enns et al.,
2005; Schmeling et al., 2008; Kaus et al., 2010). The viscosity of the weak crust
(1020 Pa.s) is an effective viscosity calculated using the von Mises yield criterion
(using a cohesion of 2 MPa) and a constant strain rate (1014 s� 1). The lateral
and bottom boundary conditions are free-slip (i.e., the boundary’s perpendicular
velocity component is zero and the parallel component is unconstrained). In one
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FIGURE 3.1 � A) Gravitational subduction model setup. Lateral and bottom boundary
conditions are free-slip. The surface boundary condition is either free surface or free-slip.
The subducting lithosphere is either held �xed at its lateral edge or it can be decoupled
(dashed box is �lled with mantle material in the latter case). B) Ocean-ocean type model
setup. The bottom boundary condition is free-slip and can include a linear viscous lower
mantle of variable thickness. The lateral boundary conditions include material in- and
out�ow. The surface boundary condition is either (1) free surface, (2) free-slip or (3)
reproducing a free surface using a free-slip model surface and a ’sticky air’ layer.

case, the subducting lithosphere is decoupled from its right lateral boundary, the
so-called ’free slab’ (Kincaid and Olson, 1987). We keep the length of the slab
which lies at the surface at 1400 km by using a tracer injection scheme that converts
mantle material into ’new’ slab at x=2900 km. This can be seen as a simpli�ed
ridge. To avoid spontaneous subduction at the right extremity of the subducting slab
no oceanic crust is injected, coupling the slab trailing edge to the surface boundary.
The surface boundary condition of the gravitational subduction models (Fig. 3.1A)
is either free surface or free-slip. To bypass the subduction initiation phase, which
is still not fully understood (Branlund et al., 2001; Regenauer-Lieb et al., 2001), we
start our models with a pre-existing subducted portion of the lithosphere (following
e.g., Heuret et al. (2007); Schellart (2005)). The Eulerian mesh of our models
is either uniform or has an increased resolution around the slab. In the variable
Eulerian mesh, the minimum element size ranges from 2 � 2 km (horizontal �
vertical) at the trench to 10� 20km near the model domain boundaries. As a result,
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the total number of elements in the model domain ranges from approximately 300
to 450 horizontally and from 76 to 200 vertically (Tabs. 3.1 and 3.2).

Our second set of models is based on the previous gravitational subduction
models extended to include an overriding oceanic plate (Fig. 3.1B) which has the
same properties as the subducting lithosphere, but without an oceanic crust. The
bottom boundary condition is free-slip. For one of our models, we investigate the
effect of a lower mantle of variable thickness (ranging from 100km to 1000km
thick) (similar to, for example, Enns et al. (2005) and Stegman et al. (2010)). The
transition between the upper and the lower mantle is de�ned by a viscosity contrast
of 100 (Tosi et al., 2005; Stegman et al., 2010). The surface boundary condition
is either (1) free-slip, (2) a free surface or (3) a free-slip model domain surface
underlain by a low-density, low-viscosity material (’sticky air’) (Gerya et al., 2004;
Gerya and Yuen, 2007; Gorczyk et al., 2007a; Schmeling et al., 2008). We aim
to determine the rheological and mechanical parameters of the ’sticky air’ layer
(i.e., viscosity and thickness) that best reproduce a free surface. Subduction is
enabled by the imposed convergence rate, the density contrast between the oceanic
lithosphere and the mantle, and the low viscosity crustal layer of the subducting
slab that serves as a decoupling layer that localises deformation at the plate bound-
ary (Fig. 3.1B). We use a convergence rate of 5 cm:yr � 1 which is achieved by
assigning contractional velocities at the vertical side boundaries of the subducting
and overriding lithospheres. The in�ow of material into the Eulerian domain is bal-
anced by mantle out�ow. The transition from in- to out�ow on the lateral boundary,
occurs over 10 km (5 elements). This ’velocity gradient region’ suppresses mantle
deformation and high strain rates, which would otherwise be caused by the velocity
contrast. The application of in�ow on the overriding or subducting lithosphere
edge and the relative magnitudes of the in- and out�ow velocities could in�uence
subduction dynamics (Heuret et al., 2007). Using the model setup of �gure 3.1B,
we therefore test the effects of variations in the lateral boundary conditions on the
evolution of the slab in the mantle. To enable comparison among the ocean-ocean
subduction models, the convergence rate remains �xed at 5 cm:yr � 1.

We quantify our results by (1) slab geometry, (2) slab tip depth and trench
position and (3) trench migration velocities and the vertical component of the
slab tip velocity. We de�ne in this study the trench location as the last particle of
mantle, for gravitational subduction models, or of overriding plate material, for
ocean-ocean models, observed at the surface of the model when looking from left
(mantle surface) to right (slab). Similarly, slab tip is de�ned as the lowermost
particle of lithospheric material of the subducting plate in the model domain. A list
of the gravitational subduction and ocean-ocean models with mesh resolutions and
surface and lateral boundary conditions is given in tables 3.1 and 3.2.
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TABLE 3.1 � List of gravitational subduction models.

Resolution

Model Min/Max horiz. Min/Max vert. Surface Oceanic Figure
(km=el ) (km=el ) BCa crust

1-1 Constant 10 Constant 10 Free-slip n Fig. 3.2A
1-2 Constant 10 Constant 10 Free surface n Fig. 3.2B
1-3 Constant 10 Constant 10 Free-slip y Fig. 3.2C, Fig. 3.3
1-4 5/10 5/10 Free-slip y Fig. 3.3
1-5 2/10 2/10 Free-slip y Fig. 3.3
1-6 Constant 10 Constant 10 Free surface y Fig. 3.2D, Fig. 3.3
1-7 5/10 5/10 Free surface y Fig. 3.3, Fig. 3.4A
1-8 2/10 2/10 Free surface y Fig. 3.3
1-9b-free 5/10 5/10 Free surface y Fig. 3.4B
a The free surface models have a small amount of diffusive erosion and sedimentation
with a diffusion coef�cient of 10� 5 m2 :s� 1 .
b The subducting lithosphere and crust are detached from the right lateral boundary.
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3.3 The in�uence of the surface boundary in gravi-
tational subduction models

FIGURE 3.2 � A snapshot of four gravitational subduction models, with the slab held �xed
at its right hand side, taken when the slab tip reaches a depth of 600 km. The central part
of the total model width of 3000km is shown. The black arrows at the surface of the
model domain represent the initial position of the trench. A) A one layer lithosphere with a
free-slip surface; B) a one layer lithosphere with a free surface; C) a two layer lithosphere
with a free-slip surface and D) a two layer lithosphere with a free surface. The two layer
models (C and D) differ from the one layer models (A and B) by inclusion of a weak crust.
The time required to reach a depth of 600km is indicated at the lower right of each frame.
The one-layer lithosphere with a free-slip surface (A) subducts substantially slower than
the other models. The model setup is shown in �gure 3.1A.

Subduction of a slab into the mantle is only possible when the slab can decouple
from the surface. This is unproblematic for free surface models, but not entirely
straightforward for free-slip models. We show this in �gure 3.2. The oceanic
lithosphere in these models has a 1023 Pa:s viscosity and its crust has either the
same properties (Fig. 3.2A, B), resulting in a one-layer slab, or a lower value of
1020 Pa:s (Fig. 3.2C, D).

If the surface boundary condition is free-slip, a one-layer slab can not decouple
from the surface (Fig. 3.2A). The horizontal segment of the oceanic lithosphere
thickens to accommodate a slow retreat of the trench while the pre-existing sub-
ducted part of the oceanic lithosphere drips in the manner of a Rayleigh-Taylor
instability. 56Myr are needed for the lowermost point of this lithosphere to reach
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a depth of 600km. Only with a free surface boundary condition can the strong,
one-layer lithosphere decouple from the surface and subduct (Fig. 3.2B), something
which was also recently shown by Kaus et al. (2010). Alternatively, decoupling
in free-slip models can be achieved by adding a weak layer at the surface. Figure
3.2C shows that such a weak crust allows the slab to decouple from the surface
and subduct. In the models of �gure 3.2, the right lateral edge of the slab is held
�xed and subduction can only occur by trench retreat. Differences in the dip angle
can be observed between �gure 3.2B (69o dip angle), C (52o dip angle) and D (42o

dip angle). These differences in dip angle can be explained by the capability of the
trench to retreat: a slow retreat allows the slab to align with the direction of the
gravitational pull (Fig. 3.2B), while faster retreat leads to shallower dip (Fig. 3.2C
and D). The ability for the trench to retreat in the gravitational subduction models
depends on the effective viscosity at the trench and at the surface of the subducting
lithosphere. In �gure 3.2C and D, the weak crustal layer allows faster retreat and
therefore faster subduction. In our models we use a harmonic averaging of vis-
cosity from particles to elements. The harmonic average results in low viscosities
(Schmeling et al., 2008) at the trench. Changing the viscosity averaging scheme
lead to slightly higher viscosities of the trench, reducing subduction velocities and
increasing slab dip.

The differences observed in slab tip depth (Fig. 3.3A), vertical component of
the slab tip velocity (Fig. 3.3B), trench position (Fig. 3.3C), trench retreat velocities
(Fig. 3.3D) and dip angle (Fig. 3.2C and D), between two-layer lithosphere models
with either a free surface or a free-slip surface are small. The presence of a weak
crust therefore seems to reproduce the effects of a free surface in gravitational
subduction models to �rst order. A difference that remains is in the topography of
the surface. Free surface models can form a �trench� at the mantle-slab contact
and a foreland bulge ocean-ward (Fig. 3.2B and D). These structures can not form
in free-slip models.

When true subduction occurs (Fig. 3.2B, C and D) the models show a 3-
step evolution through time (Figs. 3.3 and 3.4A). The �rst phase is subduction
start-up, which is characterised by a rapid increase of trench migration and slab
tip subduction velocities and lasts approximately 2 Myr. The second phase is
stable subduction, lasting approximately 3 Myr depending on the surface boundary
condition and the grid resolution used. It is characterised by a near constant sinking
velocity of the slab tip associated with a constant trench retreat. During this phase
there is no interaction of the slab with the lower mantle. The third phase occurs
when the slab reaches the bottom of the model domain. During this phase the
slab tip subduction velocities decrease rapidly while the trench retreat velocities
decrease slowly. The slab tip interacts with the lateral �ow induced at the bottom
boundary and the subducted lithosphere starts to thin once the horizontal velocity
of the slab tip exceeds the trench retreat velocity.
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The surface boundary condition in these models exerts a second-order in�uence
on the system. The change from a free-slip to a free surface increases the vertical
velocity of the slab tip (Fig. 3.3B), and the trench migration velocities (Fig. 3.3D).
The slab tip depths are only slightly different (Fig. 3.3A). In addition, we �nd
that the rate of dissipation of energy and the gravitational rate of work are almost
equal, implying that the topography of the free surface model is not controlling
these quantities (values not shown). Schmeling et al. (2008) showed that the mesh
resolution at the trench in�uences subduction velocities. Our models con�rm their
�ndings that the higher the mesh resolution, the higher the slab tip and trench
velocities (Fig. 3.3B and D). The time needed for the trench to migrate 500km
horizontally reaching a distance of 2000km is reduced as the mesh resolution is
increased (Fig. 3.3C). Capitanio et al. (2007) showed that in gravitational subduc-
tion models, slab sinking velocities tend towards the Stokes sinker velocity. These
values are reached in the later stages of subduction, once the slab rests upon the
bottom of the model domain. We focus on the stages of subduction before the
interaction of the slab tip with the lower boundary. However we do �nd that the
maximum sinking velocities in our gravitational subduction models do not exceed
the expected Stokes sinker velocity.

In the above models, the slab right edge was ’held’ �xed. This promotes a
trench retreat mode because the horizontal displacement of the part of the slab
that is still at the surface is inhibited. Decoupling the right edge of the slab (e.g.,
Kincaid and Olson, 1987; Enns et al., 2005; Faccenna et al., 2009; Stegman et al.,
2010) (Fig. 3.4) gives more freedom to the model. A free edge allows less retreat
(Fig. 3.4B) accompanied by folding of the slab on the 660 km discontinuity. Such
models could even show trench advance, as in the studies of Enns et al. (2005) and
Di Giuseppe et al. (2008).
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FIGURE 3.3 � Quanti�cation of results for the gravitational subduction models. A) Slab
tip depth, B) vertical velocity of the slab tip, C) trench horizontal position and D) trench
migration velocity as a function of time using different mesh resolutions at the trench and
different surface boundary conditions. The circled numbers at the top of each column
denote the subduction phases. A minor spline-type of smoothing is applied to the velocity
curves to take out the small wavelength �uctuations caused by particle motions (panels B
and D).
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FIGURE 3.4 � Snapshots of the evolution through time of a two-layer gravitational sub-
duction model with a free surface. The models include a subducting lithosphere that is
A) ’coupled’ or B) ’decoupled’ to the right hand side boundary. The elemental material
distribution and a sample of the nodal velocities are shown (the velocity scale is at the
lower right). See text for further description.
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3.4 Ocean-ocean subduction models

3.4.1 The in�uence of the lateral boundary conditions
In our second series of models, we introduce an oceanic overriding plate. The
presence of an overriding plate can in�uence trench migration and the evolution of
the subducting slab in several ways. First, the properties of the interface between
the subducting and overriding plate (subduction fault or subduction channel) need
to be weak enough so that subduction can occur (Hampel and P�ffner, 2006).
Second, motion of the overriding plate (owing to movements of surrounding
plates for example) can force trench migration (Heuret et al., 2007; Schellart,
2008b; Capitanio et al., 2010). And third, trench migration with a stationary
overriding plate can only occur if the overriding plate can deform (Heuret et al.,
2007; Schellart, 2008b). Using the model setup of �gure 3.1B, we �rst study the
in�uence of the lateral boundary conditions on subduction dynamics by modifying
the location and the magnitude of the material in- and out�ow velocities. We keep
the convergence rate �xed at 5 cm:yr � 1.

FIGURE 3.5 � Snapshots at 2:5, 7:5 and 12Myr for ocean-ocean convergence models. The
top boundary is a free surface, the bottom boundary is free-slip and the lateral boundaries
are varied between A) in- and out�ow from the left hand side, B) symmetric in- and out�ow
and C) in- and out�ow from the right hand side. The model numbers are given in brackets.

The in- and out�ow velocity �uxes are balanced and the out�ow velocities are
therefore an order of magnitude lower than the in�ow velocities. Because of the
low magnitude for the out�ow velocity, the in�uence of implementing out�ow
symmetrically, only left or only right is small. We �nd that the slab geometry and
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FIGURE 3.6 � Quanti�cation of results for ocean-ocean models. A) Slab tip depth, B)
vertical velocity of the slab tip, C) trench horizontal position and D) trench migration
velocity as a function of time. The lateral boundary conditions are left material in�ow,
right material in�ow, or left and right material in�ow. The surface boundary condition is
either free-slip or a free surface and the bottom boundary condition is free-slip. The circled
numbers at the top of each column denote the subduction phases. A minor spline-type of
smoothing is applied to the velocity curves to take out the small wavelength �uctuations
caused by particle motions (panels B and D).

evolution are not modi�ed for variations of out�ow location between the left and
right model edges. However, the dynamics of the subduction system is sensitive
to changes in the velocity in�ow from the left edge of the model domain to the
right edge (Figs. 3.5 and 3.6). A convergent velocity imposed on the overriding
plate (i.e., a portion of the in�ow is implemented on the left hand side of the model
domain) causes trench retreat and a slab which �nally rests on the lower mantle
(Fig. 3.5A and B). If the overriding plate is �xed at its side boundary (and in�ow is
applied at the subducting right edge), the model will evolve through trench advance,
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the slab folding on the lower mantle (Fig. 3.5C).
The ocean-ocean models also follow a 3 step evolution. During the initial phase,

lasting approximately 3 Myr , the slab subducts at a velocity of approximately
4 cm:yr � 1 (Fig. 3.6B). The second phase is characterised by a vertical velocity
of the slab tip between 5 and 6 cm:yr1 (Fig. 3.6B). During this phase the slab
subducts freely and the maximum trench retreat velocity is observed (Fig. 3.6D).
The beginning of the third phase is characterised by a rapid decrease in the slab
tip and trench velocities (Fig. 3.6B and D). Once the slab lies on the 660 km
discontinuity, the so-called stable subduction phase occurs (Funiciello et al., 2003a;
Capitanio et al., 2009; Schellart, 2009; Faccenna et al., 2009). During this phase, the
subducting lithosphere can: either rest on the upper mantle (Fig. 3.5A), resulting
in a rapid retreat of the trench (Fig. 3.6C and D); or fold on the lower mantle
(Fig. 3.5C, resulting in a �xed trench (Fig. 3.6C and D).

3.4.2 The in�uence of the bottom boundary condition
In the case of symmetric in- and out�ow lateral boundary conditions, the angle
of the subducting slab when it interacts with the bottom boundary is such that
we expect it to penetrate the lower mantle (Fig. 3.5B). However, the free-slip
bottom boundary prevents this. In order to investigate the in�uence of the bottom
boundary, we add a lower mantle to the ocean-ocean subduction model setup with
symmetric lateral boundary conditions. The lower mantle is kept simple, as the rest
of the model, with a linear viscous rheology (� (lower mantle ) = 100� � (upper mantle )).
When a lower mantle is present, the slab tip penetrates into the lower mantle
indenting the upper-lower mantle boundary (Fig. 3.7A). This results in a higher
dip angle of the slab. The vertical component of the slab tip velocity decreases
gradually once the slab reaches the 660 km discontinuity, the decrease being slower
for a thicker lower mantle (Fig. 3.8B). The trench retreat velocity reaches a value
between 2 and 2:5 cm:yr � 1 if the thickness of the lower mantle is less than 500 km
(Fig. 3.8D). For a thickness exceeding 500 km the trench retreat velocity decreases
gradually.

The 660 km discontinuity in these models is greatly simpli�ed and does not
include phase transitions. We have used it as a �rst order approximation to soften
the impact of the impenetrable 660 km discontinuity. Previous models have
included a linear viscous lower mantle with thicknesses ranging from 400 km
(Stegman et al., 2010) to 1000 km (Enns et al., 2005). We �nd that with a thickness
of the lower mantle of more than 400 km the slab tip depth and trench position
curves converge (Fig. 3.8A and C).
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FIGURE 3.7 � The effect of adding a linear viscous lower mantle to ocean-ocean subduction
models. The models have symmetric material in- and out�ow. A) A 500 km thick lower
mantle and B) without lower mantle.

3.4.3 The in�uence of the surface boundary
We have shown that a free surface enables subduction in gravitational subduction
models with a one-layer slab (Figs. 3.2A, B and 3.3) and slightly increases the
trench migration and the vertical slab tip subduction velocities of gravitational
subduction models with a two-layer slab in comparison with free-slip models (Figs.
3.2C, D and 3.3). We �nd similar effects for the ocean-ocean models (Fig. 3.6),
but the effects are very minor. This is because the the weak crustal layer decouple
the subducting lithosphere from the surface boundary condition (this is discussed
later on in more detail).

An alternative approach to obtain free surface behaviour in models with a
vertically �xed upper boundary is to use a ’sticky air’ layer (e.g., Funiciello et al.,
2003b; Gerya et al., 2004; Gerya and St¤ockhert, 2006; Gorczyk et al., 2006;
Nikolaeva et al., 2008). This approach has the advantage over free-slip models
that vertical displacements of the surface of the lithosphere are now possible
(similar to free surface models). We keep the density of our ’sticky air’ layer
�xed at 1 kg:m� 3 and vary its viscosity and thickness (Table 3.2) in an attempt to
reproduce the dynamics of the free surface in ocean-ocean convergence models
with symmetric in- and out�ow. The ’sticky air’ models have large contrasts in
density and viscosity between the crust and the overlying �air� layer. As a result,
velocities in the �air� layer tend to be orders of magnitude higher than in the rest
of the model domain. We track the crust-air interface using a connected string
of points, which follows the top surface of the lithosphere (and is therefore not
disturbed by the �air� velocities). Small instabilities in topography do remain and
can be seen as small wave length perturbations (Fig. 3.9).

A small amount of diffusive erosion is applied to the string surface, similar
to the free surface models. Adding a ’sticky air’ layer between the surface of the
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FIGURE 3.8 � Quanti�cation of the effect of adding a lower mantle on A) Slab tip depth,
B) vertical velocity of the slab tip, C) trench horizontal position and D) trench migration
velocity as a function of time for symmetric ocean-ocean subduction models with a free
surface. The bottom boundary condition is free-slip. The thickness of the linear viscous
lower mantle is varied between 0 (no lower mantle) and 1000 km. The circled numbers at
the top of each column denote the subduction phases. A minor spline-type of smoothing
is applied to the velocity curves to take out the small wavelength �uctuations caused by
particle motions (panels B and D).

lithosphere and the top free-slip boundary reproduces the topography observed
in the free surface models to a large degree (Fig. 3.9). It enables the formation
of a foreland bulge and a trench with similar wavelength as in the free surface
models. The presence of the ’air’ layer also reproduces the slab geometry of a free
surface model (Fig. 3.10) and the slab tip depth evolution (Fig. 3.11C, and F). We
observe that trench depth (Figs. 3.9 and 3.11A, D) and the foreland bulge height
(Figs. 3.9 and 3.11B, E) in the ’sticky air’ models are somewhat overestimated
in comparison to the free surface models. These models illustrate that a ’sticky
air’ layer can reproduce the �rst order features of topography. Variations in the
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FIGURE 3.9 � A comparison of surface topography at 5, 10 and 15Myr for a free surface
model (model [2-4], solid lines) and a free-slip model with a ’sticky air’ layer (model
[2-18], dashed lines). The ’air’ layer is 40km thick and has a viscosity of 1018 Pa:s. The
models have symmetric in- and out�ow and only differ in the absence/presence of the
’sticky air’ layer.

thickness and the viscosity of the ’air’ layer do not have a large in�uence on the
large-scale evolution of the model (Fig. 3.11C and F). However, at a local scale
(i.e., the trench scale), the evolution of trench depth and foreland bulge height
converges once the viscosity difference between the ’sticky air’ layer and the crust
is of at least 2 orders of magnitude. We �nd that the thinner the air layer, the larger
the viscosity contrast must be at the lithosphere surface in order to reproduce the
surface topography of a free surface model. The minimum thickness of the ’sticky
air’ layer is determined by the maximum topography in the model, as it should
allow a foreland bulge to develop which still has ’air’ above it.

FIGURE 3.10 � Snapshot of ocean-ocean type subduction models at 7.5 Myr with A) a
’sticky air’ layer (40km thick and 1018 Pa:s viscosity) or B) a free surface, showing that
’sticky air’ models reproduce the overall characteristics of models with a free surface. The
model has symmetric in- out�ow lateral boundary conditions.
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FIGURE 3.11 � Quanti�cation of results from ocean-ocean type models including a ’sticky
air’ layer. A), D) Maximum trench depth, B), E) maximum foreland bulge height and C),
F) slab tip depth as a function of time using symmetrical in- and out�ow lateral boundary
conditions. The surface boundary is either (1) free or (2) free-slip which includes a ’sticky
air’ layer with variable viscosities. The top three panels (A, B and C) are for models with a
16 km thick ’sticky air’ layer and the bottom three panels (D, E and F) are for a 40 km
thick ’sticky air’ layer.

3.5 Discussion

3.5.1 The role of the surface boundary
Kaus et al. (2010) recently showed that the nature of the surface boundary has
a signi�cant effect on subduction dynamics and that only free surface numerical
model results are consistent with laboratory experiments. Our models con�rm the
importance of the free surface boundary condition. Gravitational subduction of a
strong one-layer oceanic lithosphere is only possible if the slab can decouple from
the surface boundary (Fig. 3.2). This condition is not automatically ful�lled for a
free-slip top surface. A free-slip surface boundary condition only allows surface
particles to move along the x-axis (Fig. 3.12). This implies that trench migration is
only possible by extending or contracting the part of the plate that is at the surface.
The pre-existing subducted part of the slab in this model drips in the manner of a
Rayleigh-Taylor instability (Fig. 3.2A) (Kaus et al., 2010).

Decoupling the subducting lithosphere from the surface boundary can be
achieved by different methods: (1) Adding an effectively ’weak’ crust, with a
viscous or plastic rheology, to the subducting lithosphere (Billen and Hirth, 2007;
�C·��zkov·a et al., 2007; Di Giuseppe et al., 2008; Enns et al., 2005; Faccenna et al.,
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FIGURE 3.12 � Simple schematics of the effects of A) free-slip and B) free surface
boundary conditions on the particles located at the trench (see text).

2009; Capitanio et al., 2010; Stegman et al., 2010); (2) adding a ’sticky air’ layer
above the lithosphere (Gerya et al., 2004; Gorczyk et al., 2007b; Nikolaeva et al.,
2008; Schmeling et al., 2008); or (3) implementing a true free surface (Fullsack,
1995; Gurnis et al., 1996; Kaus et al., 2010). A true free surface boundary condition
enables vertical displacements and allows the surface particles to migrate along
both x- and y-axes. This vertical motion of particles allows the oceanic lithosphere
to decouple from the surface boundary (Fig. 3.12). We have shown that a weak
crust or a ’sticky air’ layer reproduces the effects of a free surface to �rst order. The
particles at the surface of the model domain are still only allowed to migrate along
the x-axis, but the particles at the interface of the weak layer and the surface of the
strong subducting lithosphere can move horizontally and vertically. However, a
weak crust with a free-slip surface boundary condition will not reproduce vertical
surface displacements and the associated changes in topography. For this reason,
an effective topography is often calculated for free-slip surface models, using
the vertical component of the stress tensor ( � yy=�g ): the dynamic topography
(e.g., Hager and Clayton, 1989; Gurnis et al., 1996). We have not shown dynamic
topography results for our models, as the weak oceanic crust and its large viscosity
contrast with the overriding plate lead to very low � yy over the overriding plate
and high � yy over the subducting plate, translating into unrealistic topography
differences. Models with a ’sticky air’ layer reproduce the topography of free
surface models to a large degree (Fig. 3.9).

Numerous models of subduction zone dynamics use a free-slip surface boundary
condition (e.g., Billen and Gurnis, 2001; �C·��zkov·a et al., 2002; Enns et al., 2005;
Gerya and St¤ockhert, 2006; Gorczyk et al., 2006; Piromallo et al., 2006; Arcay
et al., 2007; Clark et al., 2008; Nikolaeva et al., 2008). These models successfully
simulate subduction because they use a weak layer at the surface, either in the
form of a ’sticky air’ layer (Funiciello et al., 2003b; Gerya et al., 2004; Gerya and
St¤ockhert, 2006; Gorczyk et al., 2006; Nikolaeva et al., 2008), a weak (brittle or
viscous) crustal layer (Clark et al., 2008; Yamato et al., 2009; Stegman et al., 2010),
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or a brittle-viscous slab (Enns et al., 2005; Billen and Hirth, 2007; Faccenna et al.,
2009). Depth-dependent brittle behaviour or a von Mises crust leads to material
with a low effective viscosity near the slab surface and at the trench, owing to
the high strain rates and stresses at the overriding/subducting plate contact (e.g.,
Funiciello et al., 2003b; Gorczyk et al., 2006; Stegman et al., 2010). When using a
’sticky air’ layer to reproduce the effects of a free surface, it is important to examine
the geometrical (i.e., thickness) and rheological (i.e., viscosity) parameters of this
layer. We have shown that small differences in these parameters do not have a
large in�uence on the large-scale dynamics of the system (Fig. 3.11C and F), but
do in�uence the dynamics of the system at a regional scale (Fig. 3.11A,B D and
E). As a result, a badly de�ned ’sticky air’ layer could have a larger in�uence than
simply using a free-slip surface boundary with a weak upper crust. However, our
models have shown that a viscosity contrast of at least 2 orders of magnitude is
suf�cient between ’air’ and crust to reproduce the topography of a free surface
model with a minimum thickness of the ’sticky air’ layer of 16km.

3.5.2 The role of the lateral and bottom boundary conditions
Our models are representative of a class of models that are driven by internal
density differences in combination with lateral velocity boundary conditions. We
use relatively strong subducting and overriding lithospheres (Fig. 3.1). The in�ow
velocities that are applied along the lateral boundaries of the model domain are
then propagated through the strong lithospheres and localise deformation at the
contact between the overriding and subducting plates (i.e., the trench). Therefore,
we can assume that the material in�ow can be associated with subducting and/or
overriding plate motions.

Previous numerical, analogue and analytical studies of simpli�ed subduction
zones, in which subduction is driven by internal density differences in combination
with lateral velocity boundary conditions, have shown three different styles of
subduction related to the trench motion: advance, retreat or stationary. These
subduction styles have been reproduced for models that include an overriding plate
(Heuret et al., 2007; Lallemand et al., 2008; Schellart, 2008b; Capitanio et al.,
2010; Stegman et al., 2010) or not (Funiciello et al., 2008; Faccenna et al., 2009;
Stegman et al., 2010). An advancing trench may cause the slab to fold on the
bottom of the model domain (Heuret et al., 2007; Faccenna et al., 2009) or on the
660 km discontinuity (Stegman et al., 2010), whereas a retreating slab may cause
the slab to rest upon the bottom of the model domain (Heuret et al., 2007; Faccenna
et al., 2009; Capitanio et al., 2010) or the upper-lower mantle boundary (Stegman
et al., 2010). A stationary trench can allow the slab to penetrate the lower mantle,
if present (Christensen, 1996; Stegman et al., 2010).

We �nd similar subduction styles for our models. The gravitational model
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setup (i.e., no overriding plate) illustrates the in�uence of the boundary condition
at the trailing edge of the slab. When the trailing edge of the slab is held �xed,
the horizontal movement of the �at portion of the slab is inhibited and the model
evolves through trench retreat (Fig. 3.4A). A ’free’ slab allows the �at portion
of the slab to migrate towards the trench and as a result the slab tip folds on the
bottom boundary (Fig. 3.4B). Enns et al. (2005) showed similar results. Our ocean-
ocean models show that the trench motion (e.g., �xed or retreating) is controlled
by the overriding plate motion, or in other words, by applying an in�ow on the
edges of the subducting or overriding lithosphere (Figs. 3.5 and 3.6C and D). If an
in�ow velocity is applied along the left lateral edge of the overriding plate (i.e., the
overriding plate motion is towards the trench), the trench will retreat, causing the
slab to lie on the bottom of the model domain (Fig. 3.5A). If the overriding plate
is stationary (i.e., no material in�ow implemented on the left lateral boundary),
the trench is also stationary, causing the slab to fold onto the bottom of the model
domain (Fig. 3.5C). These results are in agreement with those of the analogue study
of Heuret et al. (2007) and the numerical study of Capitanio et al. (2010). However,
the high viscosity of the overriding plate in our models and those of Heuret et al.
(2007) inhibits internal deformation. The deformability of the overriding plate can
in�uence trench dynamics, as a weak stationary overriding plate may deform to
enable trench retreat or advance (Schellart, 2008b).

In addition to the control exerted by trench motion, the bottom boundary
condition, or the capability of the subducting slab to penetrate the lower mantle,
also controls slab geometry. Christensen (1996) demonstrated that a stationary
trench facilitates the penetration of the slab into the lower mantle. If the subducting
slab is vertical when it interacts with the bottom boundary condition (i.e., when
the trench is stationary or, in our models, the material in�ow is symmetric), a
free-slip bottom boundary represents an impenetrable barrier to the slab, forcing
it to bend and later rest upon the bottom boundary (Fig. 3.5B). This behaviour is
often visible in studies that have a free-slip or a no-slip bottom boundary at 660 km
depth (e.g., Funiciello et al., 2003b, 2008; Faccenna et al., 2009; Capitanio et al.,
2010). Adding a lower mantle allows the slab to continue vertically, penetrating
the lower mantle (Figs. 3.7 and 3.8). However, if the style of subduction is such
that the slab would ’rest’ upon or fold on 660km discontinuity, the presence of the
lower mantle does not in�uence the large scale dynamics of the system, as shown
by Stegman et al. (2010).

Our ocean-ocean convergence models show that the dynamics of our subduction
system depends on where kinematic in�ow is prescribed. The choice of apply-
ing an overriding plate motion and/or a subducting plate motion through lateral
boundary conditions, in combination with the deformability of the overriding plate,
determines the type of subduction setting that is being investigated (Fig. 3.5). The
observed variations in the dynamics are such that effects of changes in the surface
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boundary are overprinted as long as a weak layer is included at the surface of
the subducting plate (Fig. 3.6). A modi�cation in the surface boundary will not
change the study setting whereas a change in the lateral boundary conditions will
(Lallemand et al., 2008).

3.6 Conclusions
We have investigated the in�uence of surface, bottom and lateral boundary condi-
tions on the evolution of two widely used model setups: gravitational subduction
models and ocean-ocean convergent models. The surface boundary condition in
subduction models should allow the subducting slab to vertically decouple from its
surface. We show that this can be achieved in the following manners:

1. A true free surface.

2. A free-slip surface in combination with a weak crust for the subducting plate.
This crust can be viscous, plastic or viscoelastoplastic, as long as the contrast
in strength with the lithosphere is about 2 orders of magnitude.

3. A free-slip model surface underlain by a layer of low viscosity, low density
material. We �nd that a thickness at least 16 km, and a viscosity contrast of
at least 2 orders of magnitude with the oceanic crust, best reproduce a free
surface.

Our ocean-ocean convergent models show that trench motion and slab geometry
are controlled by the motion of the overriding plate. A velocity in�ow applied at
the edge of the overriding lithosphere leads to trench retreat and a slab that rests on
the lower mantle, whereas a stationary overriding plate may lead to a slab that folds
on the lower mantle. Prolonged vertical subduction of the slab is only possible
if a lower mantle is present beneath the 660 km discontinuity. For these types
of models, the dynamics of the subduction system are controlled by the lateral
kinematic boundary conditions. As a result, the choice of the lateral boundary
conditions determines the type of subduction setting that is being investigated.
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Chapter 4

A numerical comparison study of
thermo-mechanical subduction1

Abstract

To test model responses to systematic variations in input parameters, nu-
merical studies often start from a ‘reference’ model. However, the reference
setup, which includes geometries, and values for mechanical and thermal
parameters, often differs between studies. This variability in the initial setup
may make it dif�cult to compare results of different studies directly. We here
propose a numerical reference model for subduction of a 70 Ma old oceanic
plate under a 40 Ma old oceanic plate. We examine four rheological models at
increasing complexity, from (1) a linear viscous rheology, through (2) linear
viscous with temperature advection, to (3) simpli�ed, and (4) more elaborate
thermo-mechanical models, with brittle yielding and viscous creep behavior.
We present a quantitative comparison of results for these four setups from
seven different numerical codes. The participating codes use �nite element
(ASPECT, ELEFANT, ELMER, SLIM-3D, SULEC) and �nite volume (CHIC,
YACC) methods.

The models show a three-stage evolution of subduction: (1) A subduction
initiation phase, (2) a free subduction phase during which the slab descends
in the mantle, and (3) a phase where the slab tip interacts with the bot-
tom boundary. We compare the evolution of slab tip depth, trench retreat,
root-mean-square velocity, viscous dissipation of energy, root-mean- square
temperature and maximum depth of the 800 � C isotherm. The linear viscous
models (cases 1 and 2) show a similar mechanical evolution, with less than
10% variation in geometric and kinematic output values. The largest variation
is of 20% for the viscous rate of dissipation of energy between the seven

1Manuscript in preparation with authors: Matthieu E. T. Quinquis, Susanne J. H. Buiter, Anne
Glerum, Petra Maierov·a, Lena Noack, Javier Quinteros, C·edric Thieulot, Nicola Tosi, David Dolej�s
and Susan M. Ellis
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participating codes. Minimum variability is observed during the free subduc-
tion phase, whereas the largest differences occur when the slab tip interacts
with the bottom boundary. We show that changing the rheology from linear
viscous to pressure- and temperature-dependent non-Newtonian increases
the variability in the results. Up to 20% difference in the quantitative output
values occurs between the three (case 3) to two (case 4) participating codes.
However, the general evolution and geometry of the subducting slab is sim-
ilar. We hope that our results will be useful for future subduction studies
by offering a set of numerical test problems and suggesting a subduction
reference model setup.

4.1 Introduction
Building a numerical model of subduction requires choosing values for various
geometrical parameters, material properties, initial conditions, and boundary con-
ditions. These include, among others, the initial lithosphere thicknesses, repre-
sentative lithologies along with their mechanical and thermal properties, initial
temperature pro�les, as well as model domain size. Some of these values can be
constrained by observations of present-day subduction zones, such as lithosphere
age and thickness, whereas others have a larger uncertainty and require critical
evaluation of geophysical and experimental results. A typical approach to this
problem of uncertainty in material properties is to test the response of a model to
variations in these parameters.

To evaluate the effects of systematic variations in input parameters, numer-
ical studies often start from a ‘reference model’. This reference model can be
considered as a data set of initial parameters (e.g., lithological, geometrical, and
numerical) that are used to build the initial subduction model. Reference model
setups of subduction studies vary and can range between (1) 2-D linear viscous
models without an overriding plate (e.g., Schmeling et al., 2008; Faccenna et al.,
2009; Kaus et al., 2010; Quinquis et al., 2011), or with an overriding plate (e.g.,
Capitanio et al., 2010; Quinquis et al., 2011); (2) 2-D thermo-mechanical models
(e.g., Abers et al., 2005; Sobolev and Babeyko, 2005; Gerya et al., 2006; Billen and
Hirth, 2007; �C·��zkov·a et al., 2007; Warren et al., 2008b) or (3) 3-D linear viscous
(e.g., Yamato et al., 2009) or viscoplastic models (e.g., Piromallo et al., 2006;
Stegman et al., 2010). Typically, not only the geometry differs between various
studies, but also the values of mechanical, rheological and thermal input parame-
ters. This variability in the initial setup of numerical studies of subduction zones
makes it dif�cult to compare the results of different studies directly. We therefore
here propose a numerical reference model for subduction of a 70 Ma old oceanic
plate under a 40 Ma old oceanic plate. We progressively increase the rheological
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complexity of our subduction model from (1) a linear viscous rheology, through (2)
linear viscous with temperature advection, to (3) simpli�ed and (4) more elaborate
thermo-mechanical models that include brittle yielding and viscous creep. This
will allow future studies to choose an appropriate setup level for comparison of new
numerical results. We have kept our setups relatively simple and do not include
(de)hydration, melt processes, elasticity, shear heating, or adiabatic heating in any
of the proposed setups. We present a quantitative comparison of results for these
four setups from seven different numerical codes. The participating codes use �nite
element (ASPECT, ELEFANT, ELMER, SLIM-3D and SULEC) and �nite volume
(CHIC, YACC) methods. Our results can therefore also be used to compare the
dynamic evolution of linear viscous and thermo-mechanical subduction models
which are computed with different softwares and numerical techniques.

4.2 Numerical Approach

4.2.1 Equations for Thermo-Mechanical Slow Flows
Our codes solve the equations for conservation of mass (4.1), momentum (4.2) and
energy (4.3):

@�
@t

+ r � (�~v ) = 0 (4.1)

�r P + r � �� 0+ �~g = 0 (4.2)

�C p
@T
@t

= kr 2T � �C p~v � r T + H (4.3)

~v is the velocity vector, � density, t time, P pressure (mean stress), �� 0 deviatoric
stress tensor, ~ggravitational acceleration (gx = 0 and gy = -9.81 m s� 2), Cp speci�c
heat, T temperature, k thermal conductivity, and H radioactive heat production per
unit volume. For incompressible codes (in our study: all except YACC) @�

@t = 0 and
equation 4.1 simpli�es to r � ~v = 0 . For these codes, the Boussinesq approximation
is assumed,i.e., � = � 0(1 � � (T � T0)) where � 0 is the reference density at T = T0
and � is the volumetric thermal expansion coef�cient.

Our �rst model series (cases 1 and 2) uses linear viscous rheologies only:

�� 0 = 2� �_"0 (4.4)

� is dynamic viscosity and �_"0 the deviatoric strain rate tensor. For models with
pressure- and temperature-dependent rheologies (cases 3 and 4), viscous behavior
is de�ned by power law creep:

� df;ds =
1
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�
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� 1
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n e( Q + P V

nRT ) (4.5)
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_"0
e is the effective deviatoric strain rate ( _"0

e = ( 1
2 _"0

ij _"0
ij )

1
2 ), A is a material constant, n

power law stress exponent, d grain size, p grain size exponent, COH water content,
r water content exponent, Q activation energy, V activation volume, and R molar
gas constant. df and ds refer, respectively, to deformation by diffusion creep (p > 0
and n = 1 ) or dislocation creep (p = 0 and n > 1). A is usually measured experi-
mentally using uni-axial stress conditions and has to be converted to invariants that
are independent of the coordinate system by multiplying by (3(n+1)=2)=2 (Ranalli,
1995). In our full thermo-mechanical model (case 4), diffusion and dislocation
creep are assumed to act in parallel. For this case, a composite viscosity (� comp)
can be derived from (Karato and Li, 1992; van den Berg et al., 1993):

� comp =
�

1
� ds

+
1

� df

� � 1

(4.6)

Brittle behavior follows a Drucker-Prager criterion (Handin, 1969; Jaeger and
Cook, 1976; Twiss and Moores, 1992):

� 0
e = Psin� + Ccos� (4.7)

� 0
e is the effective deviatoric stress (� 0

e = ( 1
2 � 0

ij � 0
ij )

1
2 ), � angle of internal friction,

and C cohesion. In case 3, � = 0 . In case 4, � undergoes a linear decrease with
total effective strain (measured as the second invariant of the strain tensor) to
simulate strain-weakening. The effective viscosity for plastic �ow is (Lemiale
et al., 2008):

� p
e =

Psin� + Ccos�
2 _"0

e
(4.8)

Harmonic viscosity averaging and arithmetic density averaging schemes from
particles to elements are used for particle-in-cell codes (CHIC, ELEFANT, ELMER,
SLIM-3D, SULEC and YACC) (Schmeling et al., 2008).

4.2.2 Description of the Numerical Codes
ASPECT ASPECT, the Advanced Solver for Problems in Earth’s ConvecTion
(Kronbichler et al., 2012), is a 2-D and 3-D �nite element code developed under
an Open Source licence. The models in our study are run by Anne Glerum and
Cedric Thieullot. ASPECT can model both compressible and incompressible �u-
ids (Bangerth and Heister, 2013) and the speci�c dependence of the density on
temperature can be given by the user (Kronbichler et al., 2012). Here the conser-
vation equations (4.1-4.3) are solved for incompressible �uids in the Boussinesq
approximation. ASPECT uses the �exible GMRES iterative solver (Saad, 2003)
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together with the algebraic multigrid preconditioner (Tuminaro and Tong, 2000;
Gee et al., 2006). Quadrilateral elements are used (Kronbichler et al., 2012), which
are available through the library deal.II (Bangerth et al., 2007) on which the code
builds.

The materials of the lithosphere and mantle are tracked by the advection of
phase �elds. This requires solving an additional equation for each compositional
�eld ci (Bangerth and Heister (2013)):

@ci
@t

+ ~v � r T = 0 (4.9)

ASPECT stabilizes the composition (and temperature) advection equations with
the entropy viscosity method of Guermond et al. (2011), which adds arti�cial
dissipation to the equations only in case of a large local P·eclet number and a
non-smooth solution.

CHIC CHIC developed and run by Lean Noack, employs the �nite volume
method and �nite difference method for solving energy, mass and momentum
equations (4.1 - 4.3) in either silicate or icy mantles (Noack et al., 2014). The code
uses either Cartesian (2-D and 3-D box) or spherical coordinates (2-D cylinder or
annulus). It furthermore contains a 1-D parametrised model to obtain temperature
pro�les in speci�c regions, for example in the iron core or in the silicate mantle
(solving only the energy equation).

ELMER ELMER is an open-source �nite-element software (http://www.csc.�/
english/pages/elmer). ELMER contains several modules designed for the solution of
different types of partial differential equations, in particular for thermo-mechanical
convection in a domain with a free surface. The setup of a numerical simulation
is speci�ed in an input text �le, which also serves as an interface for linking of
user-written procedures to ELMER. Uses modules were developed to compute
the advection of particles using the fourth-order Runge-Kutta method. During
the advection of particles, several additional procedures are used for a fast search
of particles contained in an element. The continuity equations (4.1 and 4.3) are
discretized using bilinear quadrilateral elements. The solution of the discretized
system uses direct methods, namely the package UMFPACK (Davis, 2004), which
is robust and fast for a relatively small number of unknowns. For the integration of
the heat equation, backward differentiation to �rst order is used. The models are
run by Petra Maierov�a.

ELEFANT ELEFANT, developed and run by C·edric Thieulot, is a �nite element
code that solves the Stokes equations (4.1 and 4.2) for an incompressible �uid,
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together with the energy equation (4.3). The code is mostly based on the same
algorithms as the FANTOM code (Thieulot, 2011). ELEFANT has been purposely
designed to address crustal-scale to mantle-scale problems in two and three dimen-
sions. The code is based on an Arbitrary Lagrangian-Eulerian description of the
�ow �eld and allows for large deformations of the free surface (Fullsack, 1995).
The �nite element discretization is based on a regular quadrilateral/tetrahedral
division of space and linear velocity/discontinuous constant pressure elements
(Q1P0) are used. The pressure P is calculated using the Uzawa iterative penalty
formulation (Cuvelier et al., 1986; Zienkiewicz and Taylor, 2000a):

P i = P i � 1 � B r � ~v i (4.10)

B is the penalty parameter which has a value of 1031 Pa s in our models, which
is about 8 orders of magnitude larger than our lithosphere viscosity (Zienkiewicz
and Taylor, 2000b). i indicates pressure iteration step. Tracking of the materials
is with markers, and a second-order Runge-Kutta algorithm is used to advect
them. The large system of algebraic equations that results from the �nite element
discretization and linearization of the basic partial differential equations is solved
using the direct solver MUMPS (Amestoy et al., 2001, 2006) that can ef�ciently
factorize poorly conditioned systems resulting from highly non-linear rheologies.
The code can be run both in sequential and parallel modes.

SLIM-3D SLIM-3D, run by Janvier Quinteros, is a 2 -D/3 -D implicit Arbitrary
Lagrangian Eulerian Particle-in-Cell Finite Element code (Popov and Sobolev,
2008). SLIM-3D includes a coupled thermo-mechanical treatment of deformation
processes and allows for an elasto-visco-plastic rheology with diffusion, dislocation
and Peierls creep mechanisms and Mohr-Coulomb plasticity. SLIM-3D is devel-
oped and implemented using the C++ object-oriented programming language.

SULEC SULEC, developed by Susanne Buiter and Susan Ellis, is a 2-D/3-D
standard arbitrary Lagrangian Eulerian (ALE) �nite element code (Fullsack, 1995),
which solves the general set of conservation equations (4.1-4.3) for an incompress-
ible �uid. The Boussinesq approximation is assumed. The equations are solved on
a slightly deformable Eulerian grid composed of 4, 8 or 9 node quadrilaterals (2-D).
In this study, only the Q1P0 element is used, which has 2 degrees-of-freedom
for velocity on each corner node and constant pressure, which is discontinuous
between elements. The pressure P is calculated using the Uzawa iterative penalty
formulation (Cuvelier et al., 1986; Zienkiewicz and Taylor, 2000a) as in equation
4.10. Material properties are stored on tracers that are advected through the Eu-
lerian grid, using a second-order Runge-Kutta algorithm. SULEC has a true free
surface with a stabilization term that suppresses numerical overshoot of isostatic
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restoring forces (Kaus et al., 2010; Quinquis et al., 2011). The mechanical and
thermal equations are solved using the direct sparse solver PARDISO (Schenk
et al., 2000), which can be used sequential or parallel. The models are run by
Matthieu Quinquis and Susanne Buiter.

YACC YACC, developed and run by Nicola Tosi, solves the conservation equa-
tions for a compressible �uid (Eqs. 4.1-4.3) with the �nite-volume method. The
momentum equation is integrated for the horizontal and vertical velocity com-
ponents located at staggered nodes, while the continuity equation is integrated
explicitly for the pressure located at cell centers (e.g., Gerya and Yuen, 2003). For
the energy equation, a semi-Lagrangian operator-splitting method is used (Spiegel-
man and Katz, 2006). The temperature is �rst advected through a semi-Lagrangian
scheme with bicubic interpolation. Then, a Crank-Nicolson scheme is employed to
diffuse the advected temperature. Both linear systems are solved using the parallel
direct sparse solver PARDISO (Schenk et al., 2000).

4.3 Constraints on Lithology and Rheology of the
Lithosphere and Mantle

4.3.1 Petrological Model of the Oceanic Lithosphere
We use an oceanic plate model based on Chemia et al. (2010), which describes
lithologies, thicknesses, and bulk compositions as de�ned from a petrological point
of view. The oceanic lithosphere is composed of 3 layers: (1) A layer of Global
Oceanic Subducting Sediments (GLOSS) up to 1 km thick (Plank and Langmuir,
1998); (2) a 7 km thick layer of Bulk Oceanic Crust (BOC) (Chemia et al., 2010),
and (3) a 32 km thick layer of Serpentinised Harzburgite (SHB) (McDonough
and Sun, 1995). The use of this petrological model of an oceanic lithosphere in
large-scale numerical models requires some simpli�cations. First, the sediment
(GLOSS) thickness varies as a function of the age of the oceanic lithosphere and
can be averaged to about 500 m thick for a 40 Ma oceanic lithosphere and 1 km
thick for a 70 Ma oceanic lithosphere, assuming constant sedimentation rates. This
sediment layer requires a high numerical resolution (at least 3 elements or nodal
points vertically) in order to be resolved. For numerical codes with a constant
spatial discretization, this would lead to a dense mesh and a long calculation
time. To avoid this, we neglect the sediment layer for the 40 Ma old overriding
lithosphere and combine the GLOSS layer with the crust (BOC) layer to form an 8
km thick crust for the 70 Ma old subducting lithosphere. Second, the petrological
model of the oceanic crust results in a total lithosphere thickness of 39-40 km,
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which is less than the lithosphere thickness calculated using the plate cooling
model (e.g., Turcotte and Schubert, 2002) of 82 and 110 km for a 40 and 70 Ma
oceanic plate, respectively. In linear viscous models, we therefore supplement the
petrological oceanic plate model with a ‘thermal’ layer between 43 km (40 Ma)
and 70 km (70 Ma) thick. This �thermal� layer is assigned lithospheric properties.
In thermo-mechanical models, this layer is not used as these models start with
temperature �elds for 40 and 70 Ma old lithospheres and therefore implicitly have
the correct thermal lithospheric thickness.

In summary, our numerical oceanic plates consist of (1) a 7 (BOC) or 8 km
(GLOSS and BOC) crustal layer for the overriding and subduction lithospheres,
(2) a 32 km thick serpentinised harzburgite (SHB) layer, and (3) for linear viscous
models only, a ‘thermal’ lithosphere layer between 43 (overriding plate) and 70
km (subducting plate) thick.

4.3.2 Composition and Rheology of the Upper Mantle
The upper mantle is mainly composed of olivine, orthopyroxene, clinopyroxene
and garnet (Putnis, 1992; Ringwood, 1975). Olivine is the major constituent and
composes more than 50% of the upper mantle (Putnis, 1992). Olivine is also likely
to have the weakest rheology at upper mantle pressures and temperatures (Kohlstedt
and Goetze, 1974; Ross and Nielsen, 1978; Mackwell, 1991). We therefore assume,
as in most other numerical studies of subduction, that the rheology of the upper
mantle is controlled by the deformation of olivine.

A historical average viscosity value for the sublithospheric mantle has been
1021 Pa s (Haskell, 1935), however, this value overestimates the asthenosphere
viscosity (Mitrovica, 1996). More recent studies of post-glacial rebound and
relative sea level data constrain the upper mantle viscosity (to a depth of 670 km)
to values between 5� 1019 Pa s to 3� 1021 Pa s (Paulson et al., 2007a,b; Peltier
and Drummond, 2008), while geoid studies give a viscosity of 6� 1019 to 1021 Pa
s for the sublithospheric mantle down to 400 km and 1021 to 2� 1022 Pa s from
400 to 670 km depth (Mitrovica and Forte, 2004; Steinberger and Calderwood,
2006). These values are generally accepted in dynamic model studies of subduction
along with a viscosity contrast of approximately three orders of magnitude between
the lithosphere and the sublithospheric mantle (Enns et al., 2005; Billen, 2008;
Capitanio et al., 2010; Kaus et al., 2010; Quinquis et al., 2011).

A large number of experimental studies constrain the power law values for
dislocation and diffusion creep of dry and/or wet olivine (e.g., Karato and Wu,
1993; Mei and Kohlstedt, 2000a,b; Hirth and Kohlstedt, 2003; Karato and Jung,
2003; Faul and Jackson, 2007; Korenaga and Karato, 2008). The resulting viscosity
pro�les span a large range of viscosities (Fig. 4.1). We do here not wish to speculate
on the cause of this variation, but instead, in a practical approach, use the composite
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�ow laws of Hirth and Kohlstedt (2003), because these are within the range of the
other �ow laws and allow future extensions of our model set-up to include effects
of (de)hydration through the COH term (Eq. 4.5).

FIGURE 4.1 � A) Oceanic geotherm for a 70 Ma lithosphere. B) Dislocation creep
viscosities; C) Diffusion creep viscosities; D) Parallel (composite) diffusion and dislocation
creep viscosities (Eq. 4.6). The viscosity pro�les in B-D are computed for the 70 Ma
geotherm in A). A constant strain rate of 10� 15 s� 1 and �ow law parameters for olivine
are used. HK 2003 = Hirth and Kohlstedt (2003), KW 1993 = Karato and Wu (1993), MK
2000 = Mei and Kohlstedt (2000a,b), and KK 2008 = Korenaga and Karato (2008).

4.4 Modeling Approach

4.4.1 General Model Setup
Figure 4.2 shows the initial geometry for our subduction models. The model
domain is 3000 km wide and 670 km deep. The lithosphere consists of two oceanic
plates, a 40 Ma overriding lithosphere and a 70 Ma subducting lithosphere, which
each have two-three layers. We use a 7 km thick BOC layer and a 32 km thick
SHB layer for the overriding plate, and a 8 km thick BOC layer (which includes
sediments) and a 32 km thick SHB layer for the subducting plate. For linear
viscous models, these are supplemented with a 43 km or 70 km thick �thermal�
lithospheric mantle for the overriding and subducting plates, respectively. To
initiate subduction and localize deformation at the interplate boundary, we use a
�weak seed� (Fig. 4.2). The �weak seed� simulates a pre-existing shear zone in
the oceanic lithosphere separating the overriding and subducting plates. It is 14
km thick (de�ned perpendicular to the dip angle), extends to a depth of 82 km,
and has a 35� dip angle (Fig. 4.2B). The top, bottom and left boundaries of the
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model are free-slip (the parallel component of velocity is free and the perpendicular
component is zero). Balanced material in- and out�ow is de�ned on the right
boundary of the model domain (the boundary parallel component is again free). To
avoid strong shearing at the transition between in- and out�ow, a linear velocity
gradient from in- to out�ow is de�ned over a 20 km depth interval (Fig. 4.2C). The
in�ow velocity is 5 cm yr � 1 from the surface of the model domain (i.e., z0) to a
depth zin (in our set of models, this is the base of the 70 Ma old lithosphere at -110
km ). The out�ow velocity (vout ) is imposed from a depth of zout (-130 km) to
the bottom of the model domain (zb = � 670km). The velocity gradient region is
between zin and zout (Fig. 4.2C). To allow subduction, the subducting slab must
be able to decouple from the surface boundary (Kaus et al., 2010). Quinquis et al.
(2011) have shown that linear viscous subduction models with a free-slip surface
boundary condition can reproduce to �rst order the effects of a true free surface if
the subducting lithosphere has a weak crust that allows this decoupling (for more
information and examples with a true free surface see appendix 4.A). We therefore
use a weak crust (BOC layer) for the subducting plate.

The Eulerian mesh of all models, for all numerical models, has a variable
resolution with an increased resolution around the slab. The minimum resolution
for the variable meshes is equal to the uniform mesh resolution of ELEFANT and is
1 km per element. This small resolution is necessary in order for the 7-8 km thick
BOC layer to be resolved in the numerical calculations. Variable mesh resolutions
can in�uence the kinematic evolution of a subduction model because of how well
the interplate contact and the thin decoupling layer in those areas are resolved
(Schmeling et al., 2008). However, we reduce this effect by imposing a constant
mesh resolution of 2 km by 2 km in the mantle wedge, to 150 km depth.

In temperature-dependent models (cases 2-4), the initial thermal conditions are
determined from the plate cooling model (e.g., Turcotte and Schubert, 2002):

T = TS + ( TM � TS)
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TS is the temperature at the surface, TM temperature at the base of the plate, y
depth, yl depth of the bottom of the plate, � thermal diffusivity, and ta age of the
plate. Initial geotherms are de�ned for the 40 Ma old overriding plate (between
0 to 1500 km in the x direction) and the 70 Ma old subducting plate (between
1500 to 3000 km in the x direction), with TS = 0 � C, Tm = 1300 � C, � = 10� 6

m2 s� 1, and zl = � 110or � 82 km for the 70 Ma or 40 Ma plates, respectively.
During model evolution, the surface temperature is held at 0 � C and the bottom
temperature (at y = � 670km) at 1440 � C, while the heat �ux is 0 W m� 2 on the
lateral sides. The mantle adiabat is 0.25 � C km� 1. A high conductivity (k = 183:33
W m� 1 K� 1) is de�ned for the upper mantle to enforce the mantle adiabat in our
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FIGURE 4.2 � Model setup for subduction of a 70 Ma old oceanic plate under a 40 Ma
old oceanic plate. A) Setup of the whole model. The top, bottom, and left boundaries
are free-slip, while the right boundary condition includes material in- and out�ow. SHB:
Serpentinised Harzburgite, and BOC: Bulk Oceanic Composition. The ‘thermal’ layers
are only required in the linear viscous models. B) Zoom of the setup at the trench, h is the
thickness of the weak zone. C) De�nition of the in- and out�ow velocities on the right
boundary.

slow convection system (Pysklywec and Beaumont, 2004).

4.4.2 Model Cases from Linear Viscous to Thermo-Mechanical
Case 1: Linear Viscous Model

The linear viscous model is kept simple and aimed at comparing results of the
participating codes for mechanical �ows only. This case does not include thermal
effects and the heat equation (Eq. 4.3) is not solved. We use therefore constant
densities. All rheological parameters for the linear viscous models are in table 4.1.

Case 2: Advection of Temperature

In this series of models, we solve for the advection and conduction of temperature
in addition to the mechanical �ow, but do not couple the thermal and the mechanical
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TABLE 4.1 � Linear viscous model input parameters

Lithology Parameter Unit Value

Mantle Density kg m� 3 3200
Viscosity Pa s 1020

Weak seed Density kg m� 3 3250
Viscosity Pa s 1020

Thickness km 14

Overriding plate

BOC Density kg m� 3 3250
Viscosity Pa s 1023

Thickness km 7
SHB Density kg m� 3 3250

Viscosity Pa s 1023

Thickness km 32
�Thermal layer� Density kg m� 3 3250

Viscosity Pa s 1023

Thickness km 43
Age Ma 40

Subducting plate

BOC Density kg m � 3 3250
Viscosity Pa s 1020

Thickness km 8
SHB Density kg m � 3 3250

Viscosity Pa s 1023

Thickness km 32
�Thermal layer� Density kg m� 3 3250

Viscosity Pa s 1023

Thickness km 70
Age Ma 70

aspects of the models. The mechanical evolution of the model is therefore the same
as for case 1 and we compare only the thermal results for this case. The initial
thermal state is determined from the plate cooling model (Eq. 4.11).

A variation on linear viscous case 2 (case 2b) includes a temperature dependent
density following: � = � 0(1 � � (T � T0)) . � 0 and T0 are the same as for the
thermo-mechanical models (case 3 and 4) and are in Table 4.2. In this case, the
mechanical evolution will differ from case 1 due to the density variations.

Case 3: Simple Thermo-Mechanical Model

Case 3 is a simpli�ed version of a full thermo-mechanical model which is included
to allow a large range of future codes to run our setups. The model builds on case
2, but the thermal and mechanical equations are now coupled. We use a simpli�ed
�ow law, which does not include the activation volume (Table 4.3). As a result,
the sublithospheric mantle viscosity decreases with depth and a large part of the
mantle will deform at the viscosity cut-off value of 1020 Pa s (this is the mantle
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viscosity of the linear viscous cases 1 and 2). The viscosity is initialised using a
constant strain rate of 10� 15 s� 1. Density is temperature-dependent following the
standard Boussinessq approximation: � = � 0(1 � � (T � T0)) (Table 4.2). Brittle
behavior follows a von Mises criterion with � = 0 . The cohesion value is higher
than what is commonly used in thermo-mechanical models in order to reach a
similar brittle strength over the entire lithospheric thickness as for depth-dependent
brittle behavior (as in case 4). We use the weakened values of the Drucker-Prager
yield criterion to derive the approximated cohesion for the subducting crust and the
initial values for the other lithologies (see discussion for more details). No strain
softening is used. The mechanical and thermal properties are in Table 4.2.

Case 4: Thermo-Mechanical Model

Case 4 is a thermo-mechanical model which includes dislocation and diffusion
creep and pressure-dependent brittle behavior (Eqs. 4.5 and 4.7). As in case 3,
density is temperature-dependent. We assume that the mantle is composed of dry
olivine, while the BOC and SHB layers are hydrated and therefore composed of wet
olivine. The viscosities are composite (Eq. 4.6) and calculated using the parameters
in Table 4.3. This setup will allow future models to investigate, among others,
effects of slab dehydration and mantle hydration (the next chapter of this thesis). A
Drucker-Prager pressure-dependent yield criterion is used with strain softening of
the angle of internal friction. The rheological parameters are in Table 4.2.

The activation volume term in the dry olivine �ow laws used for the mantle
results in an increase of viscosity with depth (Fig. 4.1 and Table 4.3). The mantle
reaches viscosity values of 1020 Pa s and lower, only just below the lithosphere
and around the subducting slab. In order to stay within the viscosity estimates for
the upper part of the sublithospheric mantle (see section 4.3.2), we use a lower
viscosity cut-off value of 5� 1019 for this setup.
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TABLE 4.2 � Thermo-mechanical model parameters (cases 2-4)

Parameter Symbol Unit mantle Lithospheric mantle Overriding plate Subducting plate Weak seed

BOC SHB BOC SHB

Olivine Rheologya Dry Dry Wet Wet Wet Wet Wet
Angle of frictionb � 20� /10� 20� /10� 20� /10� 20� /10� 5� /2� 10� /5� 2�

Cohesion C MPa 20 20 15 15 5 15 5
Approximated Cohesionc C MPa 333 333 333 333 39 174 39
Reference density � 0 kg m� 3 3200 3200 3000 3250 3000 3250 3200
Reference Temperature To

� C 1300 1300 200 200 200 200 200
Conductivity k W m� 1 K� 1 183.33 2.5 2.5 2.5 2.5 2.5 2.5
Heat capacity Cp J kg� 1 K� 1 1250 1250 750 750 750 750 750
Thermal expansivity � 10� 5 K� 1 2.5 2.5 2.5 2.5 2.5 2.5 2.5

a The �ow law parameters are in table 4.3.
b Angle of internal friction (� ) softens from �rst to second value in case 4. For case 3, � = 0.
c Approximated cohesion for thermo-mechanical model case 3 where � = 0.
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TABLE 4.3 � Flow law parameters for cases 3 and 4.

Parameter Unit Simpli�ed Dry Olivine Wet Olivine

df a dsb df a dsb

Ac Pa � n mp s� 1 H(106Si)� 1 6.0543� 10� 12 2.25� 10� 15 6.514� 10� 16 1.5� 10� 18 5.3301� 10� 19

n � 3 1 3.5 1 3.5
Q kJ mol� 1 640 375 530 335 480
V 10� 6 m3 mol� 1 � 4 14 4 11
d mm � 5 � 5 �
p � � 3 � 3 �
COH H(106Si)� 1 � � � 1000 1000
r � � � � 1 1.2

Reference Hirth and Kohlstedt (2003)
a df : Diffusion creep.
b ds: Dislocation creep.
c A is given for a general state of stress, and was converted from a uni-axial stress (Ranalli, 1995).
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4.4.3 Common Output Values
In order to compare the results from the different numerical codes, both qualitatively
and quantitatively, we use the following information:

1. The slab tip depth. The slab tip is de�ned as the deepest particle of litho-
spheric material (i.e., of the 70 Ma thermal layer) observed in the model at
each time step.

2. The horizontal position of the trench. The trench is de�ned as the last particle
of overriding crustal material (i.e., BOC) observed at the surface of the model
domain (when looking from left to right) at each time step.

3. The root-mean-square velocity Vrms computed (a) over the entire model
domain and (b) for the subducting lithosphere only:

Vrms =
1
A

s Z

y

Z

x
(v2

x + v2
y) dx dy (4.12)

(4.13)

where A is the area of computation.

4. The viscous rate of dissipation of energy D calculated (a) over the entire
model domain and (b) for the subducting lithosphere only:

D =
1
2

Z

y

Z

x
�� 0 � _� 0" dx dy (4.14)

5. The maximum depth of the 800� C isotherm.

6. The root-mean-square temperature Trms is computed in degree Celsius (a)
over the entire model domain and (b) for the subducting lithosphere only:

Trms =
1
A

s Z

y

Z

x
T2 dx dy (4.15)

These values are computed from the start of the model until the slab tip reaches
the bottom of the model domain at -670 km depth. The thermal output values (5
and 6) are only computed for the cases (2-4) that solve the heat equation.
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4.5 Results

4.5.1 Case 1: Linear Viscous Models
The subduction evolution of case 1 models can be separated into three stages
(Figs. 4.3 and 4.4). The �rst stage, which lasts approximately 6 Myr, is the
�subduction initiation� phase and is characterized by some tens of kilometres trench
advance (Fig. 4.3B). Subduction is caused by a combination of the applied velocity
push at the right lateral boundary (a strong simpli�cation of ridge push) and the
weak seed which localizes deformation at the interplate boundary. The subducting
lithosphere is thus in the �rst phase �pushed� into the mantle. Slab pull, caused
by the difference in density between the subducting lithosphere and the mantle,
is negligible during the initiation phase, as the slab is short. The second stage of
subduction, the �free subduction� phase that also lasts approximately 6 Myr, starts
once a suf�cient amount of dense subducting lithosphere is present in the mantle
for slab pull to overcome slab push. This phase is characterized by an increase
in root-mean-square velocity (Fig. 4.3C and D), an increase in the internal rate
of viscous dissipation of energy (Fig. 4.3E and F), and a transition from trench
advance to trench retreat (Fig. 4.3B). The �nal stage begins once the slab tip starts
to interact with the bottom boundary (after approximately 12 Myr). The subduction
velocity reduces and appears to stabilize (Fig. 4.3C-D).

The linear viscous models of case 1 were run by all seven participating codes.
All models show the three-stage evolution of subduction and overall, the results of
the seven codes for this setup are very similar (Tables 4.3 and 4.5). The variations
in the results, when compared to SULEC, are approximately 5% for the trench
position and the root-mean-square velocities of the whole model and the slab, 10%
for the slab tip position, and up to 20% for the viscous rate of dissipation of energy.
The largest variations are observed in the initiation phase (up to 2 Myr) and once
the slab tip interacts with the bottom of the model domain, whereas in the stable
subduction phase of the experiments the variations never exceed 5%. These are of
the same order as variations within the results from a single code (ELEFANT), for
variations in grid and particle resolution and the penalty parameter (Fig. 4.5).

We used the linear viscous model setup to investigate the effects of 1) the
viscosity averaging scheme at compositional boundaries (Schmeling et al., 2008),
and 2) the density contrast between the lithosphere and the mantle (see appendix
4.B for more information).
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FIGURE 4.3 � Results of 7 codes for case 1 linear viscous models. A) Slab tip depth. B)
trench position. Root-mean-square velocity (Eq. 4.12) for C) the whole model and D) the
subducting slab only. Viscous rate of dissipation of energy (Eq. 4.14) for E) the whole
mantle and F) the subducting slab only. In panels E) and F) the data is smoothed with
a Bezier curve of degree n (the number of data points) that connects the endpoints. The
smoothing is used to aid the visualization of the plot.
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FIGURE 4.4 � Subduction evolution for linear viscous case 1, calculated using SULEC.
The materials are shown for a 670 km wide region (from the total 3000 km model width),
focused on the trench.
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FIGURE 4.5 � Slab tip depth and trench position for a series of case 1 linear viscous models
that investigate the effects of grid resolution (the number of elements), particle density and
penalty parameter (B in Eq. 4.10) computed with ELEFANT. The models are described in
table 4.4
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TABLE 4.4 � Model parameters tested when using the code ELEFANT.

Model Element Largest Smallest Markers per element Total number Penalty
grid size Element (km) Element (km) Min/Avrg/Max of markers parameter (Pa s)

1 750� 167 43� 31 2.4� 2.4 81/100/121 12:5 � 106 1031

2 1000� 223 36� 26 1.8� 1.8 81/100/121 22:3 � 106 1031

3 600� 134 65� 45 2.75� 2.75 81/100/121 8 � 106 1031

4 600� 134 49� 35 3.0� 3.0 81/100/121 8 � 106 1031

5 900� 201 52� 36 1.83� 1.83 81/100/121 18:1 � 106 1031

6 750� 167 43� 31 2.4� 2.4 81/100/121 12:5 � 106 1029

7 750� 167 43� 31 2.4� 2.4 81/100/121 12:5 � 106 1030

8 750� 167 43� 31 2.4� 2.4 81/100/121 12:5 � 106 1032

9 750� 167 43� 31 2.4 � 2.4 4/9/16 0:25 � 106 1031

10 750� 167 43� 31 2.4� 2.4 16/25/36 3:1 � 106 1031

11 750� 167 43� 31 2.4� 2.4 36/49/64 6:1 � 106 1031

12 750� 167 43� 31 2.4� 2.4 100/144/196 6:1 � 106 1031

4.5.2 Case 2: Linear Viscous Model with Temperature Evolu-
tion

The mechanical evolution of case 2 is identical to case 1. We now additionally solve
the heat equation (Eq. 4.3), but temperatures are not coupled to the mechanical
�ow. This case is run by six codes: ASPECT, CHIC, ELEFANT, SLIM-3D, SULEC,
and YACC. The temperature �eld shows a cold slab which descends into the mantle
and warms up with time (Fig. 4.6). When using SULEC, a slight uprising of the
isotherms at the base of the lithosphere can be seen on the right hand side of the
model (Fig. 4.6), which is caused by an upwelling of hot material from deeper
depths.

FIGURE 4.6 � Temperature distribution at t=12.5 Myr for linear viscous case 2 model,
computed with SULEC.

The thermal evolution of the model is characterized by a constant decrease
in the total root-mean-square temperature caused by the input of cold lithosphere
into the model domain (Fig. 4.7A). The slab temperature varies according to the

82



stage of subduction (Fig. 4.7B). When subduction velocities are low (i.e., in the
initiation phase when slab push dominates) the slab cools as it is still at the surface
and subject to cooling from above. When subduction velocities increase in the
subduction phase, the slab temperature stabilizes, before warming up when the
slab tip interacts with the bottom boundary. The root-mean-square temperature
of the slab shows a series of oscillations in the �rst 4 Myr of the model evolution
for all codes, except ASPECT and ELEFANT. The reason for these oscillations is
unclear, but they might be caused by numerical variations in the determination of
the size of the thermal slab domain. In the free subduction phase Trms converges.

FIGURE 4.7 � Results for case 2, linear viscous models with temperature advection but with
constant densities. A) root-mean-square temperature (Eq. 4.15). B) Slab root-mean-square
temperature. C) Depth of the 800 � C isotherm.

Case 2b is identical to case 2, except that a temperature-dependent density is
used. This case is computed by six codes: CHIC, ELMER, ELEFANT, SLIM-3D,
SULEC, and YACC. The results show a similar three-stage evolution as case 1.
However, subduction is slower (Fig. 4.8A, C and G) because the density contrast
between the slab and the mantle decreases as the slab warms up (Fig. 4.8I). The root-
mean-square velocity over the whole domain increases (Fig. 4.8D) due to higher
velocities in the mantle in the left part of the model where a second convection cell
forms (Fig. 4.9).

83



FIGURE 4.8 � Results for case 2b, linear viscous models with temperature-dependent
densities. A) Slab tip depth. B) Trench position, C) Depth of the 800 � C isotherm. Whole
model D) root-mean-square velocity (Eq. 4.12), E) Viscous rate of dissipation of energy
(Eq. 4.14), and F) root-mean-square temperature (Eq. 4.15). Slab G ) Root-mean-square
velocity, H) Viscous rate of dissipation of energy, and I) Root-mean-square temperature.
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FIGURE 4.9 � Linear viscous model densities and nodal velocities at 12 Myr for A) case 2
linear viscous model with constant densities, and B) case 2b, linear viscous model with
temperature-dependent densities. The models were calculated using SULEC.

Similarly to case 1, the differences observed between the results of the six
codes are small (Fig. 4.7) and do not exceed 5% variation, when normalised to
SULEC, in trench position, root-mean-square velocities, and root-mean-square
temperatures and 10% variation in slab tip depth and depth of the 800 � C isotherm.
The maximum variability between the codes occurs in the viscous rate of dissipation
of energy, reaching a maximum of 20%. The largest variations are again observed
during subduction initiation and once the slab tip interacts with the bottom of the
model domain. Variations during the free subduction phase do not exceed 5%.

4.5.3 Case 3: Simpli�ed Thermo-Mechanical Models
Case 3 is an intermediate step towards a full thermo-mechanical model. The
absence of the activation volume term in the �ow law results in low viscosity values
in the sublithospheric mantle, which deforms to a large extent on the minimum
viscosity value of 1020 Pa s (Fig. 4.10). In comparison with cases 1 and 2, only little
trench advance occurs in case 3. Trench advance is less than 5 km (Fig. 4.12B),
whereas case 1 and 2 show up to 60 km of trench advance (Fig. 4.3B). Trench
advance is limited because brittle failure causes fast localization of shortening
in the weak seed at the interplate contact. Within these small amounts of trench
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motion, ELEFANT shows stages of trench advance when slab push dominates
during the subduction initiation phase (from 0 to 6 Myr) and once the slab tip
interacts with the bottom of the model domain (from 10 Myr onwards) and retreat
when slab pull dominates. SULEC and CHIC show more continuous trench advance
and seem less sensitive to the subduction stages for this case.

The three codes that run this case (CHIC, ELEFANT and SULEC), show again a
three-stage evolution of subduction. These three subduction stages of subduction
are visible in the root-mean-square velocity of the slab and the whole model
(Fig. 4.11D and G) and the viscous dissipation of energy (Fig. 4.11E, H). The
thermal evolution is similar to case 2 and 2b (Figs. 4.7 and 4.8). The root-mean-
square temperature of the whole model decreases as cold lithospheric material is
�pushed� into the model domain (Fig. 4.11F). The root-mean-square temperature
of the slab decreases when the slab is only about to descend into the mantle
(subduction initiation phase) and increases when the slab warms up as it subducts.
(Fig. 4.11I).

The three codes share a similar dynamic evolution of subduction as the model
evolves (Fig. 4.11A and C). The geometry of the slab in case 3 is the same as in
cases 1 to 2b, with the slab folding on the bottom of the model domain towards the
end of the experiment. Larger variations in results are visible in the dissipation and
root-mean-square velocity of the whole mantle and the slab (Fig. 4.11D, E, G, H).
This is especially the case for ELEFANT in the slab root-mean-square velocity.

Case 3 models result in the highest viscosity contrast between the subducting
lithosphere and the mantle at middle to lower upper mantle depths. This high
viscosity contrast enables a strong response to slab pull, resulting in extension and
thinning of the lower part of the subducted lithosphere (Fig. 4.10).

4.5.4 Case 4: Full Thermo-Mechanical Model
Case 4 was only run with CHIC and SULEC. The SULEC results show a similar evo-
lution to the previous cases, with the same three stages of subduction (Fig. 4.12D).
This evolution is visible to a lesser degree in the results of CHIC. In both cases, the
slab folds on to the bottom of the model domain during the last subduction stage.
The subduction velocity of SULEC is larger than for CHIC. Strain softening of the
pressure-dependent brittle behavior helps to localize deformation at the interplate
boundary, which explains the small amount of trench advance, less than 10 km
(Fig. 4.12B). SULEC shows slightly more trench advance than CHIC (ca. 7 km
after 14 Myr).

The increase in mantle viscosity with depth reduces �ow in the mantle and
results in reduced whole model root-mean-square velocities (Fig. 4.13D).
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FIGURE 4.10 � Viscosity �elds at A) 2, B) 8 and C) 15 Myr for thermo-mechanical case 3.
The model was calculated using SULEC.

87



FIGURE 4.11 � Results for simpli�ed case 3 thermo-mechanical models. A) Slab tip depth.
B) trench position. C) Depth of the 800 � C isotherm. Whole model D) root-mean-square
velocity (Eq. 4.12), E) Viscous rate of dissipation of energy (Eq. 4.14), and F) root-mean-
square temperature (Eq. 4.15). Slab G ) Root-mean-square velocity, H) Viscous rate of
dissipation of energy, and I) Root-mean-square temperature.
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FIGURE 4.12 � Results for case 4 thermo-mechanical models. A) Slab tip depth. B) trench
position. C) Depth of the 800 � C isotherm. Whole model D) root-mean-square velocity
(Eq. 4.12), E) Viscous rate of dissipation of energy (Eq. 4.14), and F) root-mean-square
temperature (Eq. 4.15). Slab G ) Root-mean-square velocity, H) Viscous rate of dissipation
of energy, and I) Root-mean-square temperature.
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FIGURE 4.13 � Viscosity �elds at A) 2 Myr, B), 8 Myr, and C) 15 Myr for thermo-
mechanical case 4. The model was calculated with SULEC.
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4.6 Discussion
Our models of a 70 Ma oceanic plate subducting under a 40 Ma old oceanic plate
share several characteristics, which are independent of the rheological model that
was used. The subduction system evolves in three stages: (1) subduction initiation,
lasting up to 6 Myr, when the model is dominated by the kinematic boundary
condition imposed on the right-hand side of the model, resulting in trench advance;
(2) free subduction, from 6 to ca. 12 Myr, when the model is controlled by the slab
pull caused by the density contrast between the subducting slab and the surrounding
mantle, resulting in trench retreat; and (3) the �nal stage when the slab tip interacts
with the bottom of the model domain, starting from ca. 12 Myr. These three stages
are visible in all cases and for all numerical methods. The �nal geometry of the slab
is the same in all four cases and all numerical methods: the subducting slab folds on
the lower mantle, resulting in a sideways U-shape. This is caused by the kinematic
boundary conditions, coupled to a strong subducting lithosphere. Even when using
a pressure- and temperature-dependent rheology, the subducting lithosphere stays
strong. In all cases the root-mean-square velocity of the slab will gradually increase
from the initiation phase, when slab push controls the subduction evolution, to a
peak when the slab begins to interact with the bottom boundary. When temperature
is calculated in cases 2 and onwards, the root-mean-square temperature of the
entire mantle gradually cools. The root-mean-square temperature of the slab �rst
decreases during the initiation phase when a large part of the slab is still at the
surface and cools. The slab root-mean-square temperature increases as subduction
continues and the slab warms up in the mantle. The linear viscous model setups
provide a relatively straightforward starting point for a comparison of results of
different codes. We �nd that the results of six codes remained within a maximum
of 10% difference when normalized to SULEC during the initiation phase and
the phase where the slab tip interacts with the bottom of the model domain. The
models show the largest variations in results during these two phases, independent
of the numerical method and model setup. During the stable subduction phase the
variability in results decreases.

Increasing the complexity of the rheologies, increases the non-linearity of
the models and leads to larger variations in the quanti�able output values of the
different codes. The viscous rate of dissipation of energy provides the largest
difference in model results, reaching up to 20% difference in case 1 and 2, when
normalized to SULEC. This is to be expected as in the calculation a large quantity
(�� 0) is multiplied by a small quantity ( _�"0). This implies that small differences
in either value can result in large variations in the viscous rate of dissipation of
energy.

Adding a temperature-dependent density to linear viscous models leads to
slower subduction as the density contrast between slab and mantle decreases as the
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subducting slab warms up. But the �nal geometry at the end of the experiments
is similar to linear viscous models with constant density. This may indicate that
the slab shape is not only controlled by the interplay of kinematic driving velocity
and slab pull, but also by slab strength. This agrees with the results of Schellart
(2008a) and Stegman et al. (2010) who have shown that strong slabs tend to a
side-ways U-shape, which is similar to our experiments. The largest variations in
the results of the different codes occur when introducing non-linear brittle behavior
to the model setup. This illustrates that plasticity may not always lead to entirely
predictable results as plasticity is not only non-linear but also depends on dynamic
pressure in our experiments.

Creating a simpli�ed version of a full thermo-mechanical model is not straight
forward. To approximate Drucker-Prager brittle behavior which includes strain-
softening, we chose initially to use the average values of the angle of internal
friction � (between the initial and softened values). However, these values do
not allow subduction and cause the subducting lithosphere to buckle. After a
series of tests we established that the crust (i.e., the BOC) must be suf�ciently
weak to localize deformation at the interplate boundary. The strong part of the
lithosphere (i.e., the SHB layer and the upper part of the sublithospheric mantle)
must be suf�ciently strong to transmit deformation to the interplate boundary and
suf�ciently weak to allow the subducting slab to bend at the trench. We therefore
chose to approximate the von Mises cohesion from the softened values of the
Drucker-Prager criterion for the BOC layer and to approximate the von Mises
cohesion from the unsoftened values of the Drucker-Prager criterion for the rest of
the lithologies in the model. This type of brittle behavior would be accomplished
automatically when pressure-dependent plastic behavior and strain-softening were
used, as in case 4. The de�nition of the brittle parameters for case 3 models
required many tests in order to obtain a model that evolves in a similar manner
to the other cases, and resulted in the high values of the approximated von Mises
yield criterion (Table 4.2). However, the setup allows codes with less complex
viscous and brittle rheologies to run a thermo-mechanical subduction model.

Case 4 was run only with 2 different codes (CHIC and SULEC) and does there-
fore not provide a full comparison. However, this case does show that codes that
behave very similarily when using linear viscous rheologies can show different
behaviour when increasing the complexity of the rheologies. Case 4 should there-
fore be considered as a preliminary step in de�ning a numerical benchmark for
subduction models with non-linear rheologies.
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4.7 Conclusions
We present a series of model setups for subduction of a 70 Ma oceanic plate
under a 40 Ma oceanic plate. The models progressively increase in rheological
complexity from linear viscous with constant density (case 1), to linear viscous
with temperature-advection (case 2) and temperature-dependent density (case 2b),
through thermo-mechanical models with simpli�ed viscous creep and von-Mises
yielding (case 3), to models with Drucker-Prager plasticity, strain softening, and
pressure- and temperature-dependent viscous creep (case 4). The descriptions of the
model setups include datasets of mechanical, thermal, rheological, and numerical
parameters as well as geometries, initial conditions, and boundary conditions. The
model cases were each run by 2 to 7 different numerical codes. Subduction evolves
from a initiation phase that is dominated by the push exerted by the kinematic
boundary condition, through a stable phase when the slab subducts into the mantle
by the density contrast between the slab and the mantle, to a �nal phase where the
slab tip interacts with the bottom of the model domain at 670 km depth.

Linear viscous models show less than 5% difference in quanti�able output
values, when normalized to SULEC, such as slab tip depth, trench position, and
root-mean-square velocity, during stable subduction. This variation is comparable
to variations caused by differences in model resolution. Introducing a temperature-
dependent density reduces the subduction velocity as the density contrast between
slab and mantle is reduced when the slab warms up, but the geometric evolution of
the subducted slab is unaltered. Only by introducing brittle behavior and pressure-
and temperature-dependent viscosity does the variability between codes increase.
This is especially visible in the results of case 3 and 4 (Fig. 4.11 and 4.12).

We hope that our setups may be useful for other numerical modelers by serving
as a �rst step when building a setup for the study of subduction zone dynamics.

4.A The Effects of a True Free Surface
Kaus et al. (2010) and Quinquis et al. (2011) showed that linear viscous models
with a free-slip surface boundary condition (i.e., the vertical component of velocity
is 0 and the horizontal component is free) can reproduce the effects of a true free
surface to �rst order, provided that the subducting plate has a weak top layer that
decouples the plate from the model surface boundary. These results are con�rmed
in this study (Fig. 4.14).
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The free-surface case 1 model subducts faster than the free-slip surface model,
as can be seen in the evolution of slab tip depth and root-mean-square velocity
(Fig. 4.14A,C and D). Vertical motion at the surface allows �surface particles� to
decouple from the surface boundary, increasing subduction velocities (Quinquis
et al., 2011). Due to the deformation of the surface, the position of the trench
can not be determined with the same accuracy for free surface models. However,
within this limitation, we �nd that the evolution of the trench position is largely the
same between free-slip and free surface models (Fig. 4.14B).

We �nd that the approximation of a true free surface with a weak layer underly-
ing a free-slip surface can be extended to thermo-mechanical models (Fig. 4.15).
Also in these models, the free surface has little in�uence on the mechanical evolu-
tion of the model as shown by the small variations in slab tip depth, whole model
and slab root-mean-square velocities and temperatures (Fig. 4.15A, D, F, G, and I).
However, there are differences in the viscous rate of dissipation of energy of both
the whole model and the slab. The values for models with a free surface are on
average 2 kW m� 1 lower (Fig. 4.15E and H). This can be explained by the ability
of the surface to deform, reducing stresses at the surface.
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FIGURE 4.14 � Results for linear viscous case 1 models using SULEC with either a free-
slip surface or a free surface. A) Slab tip depth. B) trench position. Root-mean-square
velocity (Eq. 4.12) for C) the whole model and D) the subducting slab only. Viscous rate
of dissipation of energy (Eq. 4.14) for E) the whole mantle and F) the subducting slab only.
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FIGURE 4.15 � Results for thermo-mechanical models (case 4) using SULEC with either
a free-slip surface or a free surface. A) Slab tip depth. B) trench position. C) Depth of
the 800 � C isotherm. Whole model D) root-mean-square velocity (Eq. 4.12), E) Viscous
rate of dissipation of energy (Eq. 4.14), and F) root-mean-square temperature (Eq. 4.15).
Slab G ) Root-mean-square velocity, H) Viscous rate of dissipation of energy, and I)
Root-mean-square temperature.
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4.B The Effects of Density Contrast Between Litho-
sphere and Mantle in Case 1 Models

In models with a temperature-dependent density, the density contrast between
the subducting slab and the surrounding mantle changes during model evolution
and in�uences the dynamics of the system (Sec. 4.5.2). The density contrast
between the lithosphere and the mantle in the linear viscous case 1 models is not
temperature-dependent and �xed at 50 kg m� 3. To test the in�uence of this density
contrast on subduction evolution, we vary its value between 40 and 60 kg m� 3.

The effects of density contrast become visible once slab pull overcomes slab
push (i.e., after approximately 5 Myr) (Fig. 4.16). Increasing the density contrast
between the lithosphere and the mantle increases slab pull, and as a result sub-
duction velocities are higher (Fig. 4.16A,C and D) and more trench retreat occurs
during the stable subduction phase (Fig. 4.16B).
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FIGURE 4.16 � Results for linear viscous models with different lithospheric densities. The
mantle density is �xed at 3200 kg m-3. Models are calculated using SULEC. A) Slab tip
depth. B) Trench position. Root-mean-square velocity (Eq. 4.12) for C) the whole model
and D) the subducting slab only. Viscous rate of dissipation of energy (Eq. 4.14) for E) the
whole mantle and F) the subducting slab only. The models in this study use � =3250 kg
m� 2.
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TABLE 4.5 � Results at 2, 8 and 12.5 Myr for case 1 models.

ASPECT Unit 2 Myr 8 Myr 12.5 Ma

Trench position km 1450.1 1408 1416
Slab tip depth km 128.28 342.85 579.96

Whole model Vrms m s� 1 6.6203e-10 7.9133e-10 9.5259e-10
Whole model D a kW m� 1 10.087 11.704 20.716

Slab Vrms m s� 1 1.3667e-09 1.5331e-09 1.7614e-09
Slab D a kW m� 1 4.6748 6.8134 14.541

CHIC

Trench position km 1463.1 1435.6 1454.3
Slab tip depth km -134.88 -383.5 -657.48

Whole model Vrms m s� 1 6.768e-10 8.4374e-10 1.0005e-09
Whole model D a kW m� 1 37.545 34.167 51.155

Slab Vrms m s� 1 1.4005e-09 1.6041e-09 1.8245e-09
Slab D a kW m� 1 255.69 241.56 362.49

ELEFANT

Trench position km 1457.3 1416.4 1425.9
Slab tip depth km -130.66 -338.75 -580.23

Whole model Vrms m s� 1 6.4919e-10 7.7896e-10 9.4995e-10
Whole model D a kW m� 1 10.37 11.199 20.105

Slab Vrms m s� 1 1.3229e-09 1.5032e-09 1.8161e-09
Slab D a kW m� 1 5.1903 6.5625 13.909

ELMER

Trench position km 1457 1423.6 1436
Slab tip depth km -131.66 -351.53 -604.53

Whole model Vrms m s� 1 6.5989e-10 7.996e-10 9.8418e-10
Whole model D a kW m� 1 9.2323 11.283 21.56

Slab Vrms m s� 1 1.3647e-09 1.5446e-09 1.8007e-09
Slab D a kW m� 1 4.3652 6.2536 14.243

SLIM-3D

Trench position km 1455.9 1421.3 1432
Slab tip depth km -136.91 -368.6 -626.24

Whole model Vrms m s� 1 6.6875e-10 8.1309e-10 9.6378e-10
Whole model D a kW m� 1 9347.7 13248 22389

Slab Vrms m s� 1 1.3787e-09 1.5525e-09 1.7777e-09
Slab D a kW m� 1 5092.7 6682.4 13998

SULEC

Trench position km 1462.3 1429.1 1444.7
Slab tip depth km -121.17 -345.34 -601.84

Whole model Vrms m s� 1 6.6153e-10 8.0234e-10 9.8105e-10
Whole model D a kW m� 1 9.5633 11.129 21.569

Slab Vrms m s� 1 1.3755e-09 1.5587e-09 1.815e-09
Slab D a kW m� 1 4.4678 6.2703 14.586

YACC

Trench position km 1456.3 1435.3 1453.6
Slab tip depth km -133.95 -400.26 -650.73

Whole model Vrms m s� 1 6.5803e-10 8.3283e-10 9.8317e-10
Whole model D a kW m� 1 8.9129 10.883 21.9

Slab Vrms m s� 1 1.3878e-09 1.6129e-09 1.821e-09
Slab D a kW m� 1 4.3383 6.379 14.935

a D: Viscous rate of dissipation of energy (Eq. 4.14).



TABLE 4.6 � Thermal output values at 2, 8 and 12.5 Myr for case 2 models.

CHIC Unit 2 Myr 8 Myr 12.5 Myr

800 � C isotherm depth km -96.62 -321.53 -592
Whole model Trms

� C 1302.4 1294.7 1288.6
Slab Trms

� C 827.75 827.8 842.07
ELEFANT

800 � C isotherm depth km -76.523 -234.21 -484.87
Whole model Trms

� C 1305.4 1297.7 1292
Slab Trms

� C 834.94 832.2 841.4
SLIM

800 � C isotherm depth km -75.662 -247.49 -488.12
Whole model Trms

� C 1305.6 1297.7 1291.9
Slab Trms

� C 831.47 836.2 844.27
SULEC

800 � C isotherm depth km -77.893 -237.36 -537.59
Whole model Trms

� C 1305.5 1297.8 1292.1
Slab Trms

� C 834.96 833.4 841.5
YACC

800 � C isotherm depth km -80.113 -304.86 -568.88
Whole model Trms

� C 1305.3 1296.7 1289.8
Slab Trms

� C 837.36 832.66 840.97



TABLE 4.7 � Results at 2, 8 and 12.5 Myr for case 2b models.

CHIC Unit 2 Myr 8 Myr 12.5 Myr

Trench position km 1458.9 1409.3 1405.8
Slab tip depth km -133.95 -333.58 -564.83

800 � C isotherm depth km -98.224 -264.63 -485.61
Whole model Vrms m s� 1 7.1722e-10 1.1072e-09 1.4929e-09

Whole model Da kW m� 1 36.14 39.405 46.148
Whole model Trms

� C 1302.4 1294.9 1289.9
Slab Vrms m s� 1 1.3897e-09 1.4889e-09 1.6029e-09

Slab Da kW m� 1 181.41 308.68 310.8
Slab Trms

� C 827.22 829.04 836.21
ELEFANT

Trench position km 1454.9 1387.9 1367.6
Slab tip depth km 541.1 381.74 186.41

800 � C isotherm depth km -76.154 -190.86 -366.99
Whole model Vrms m s� 1 6.7471e-10 9.1932e-10 1.1504e-09

Whole model Da kW m� 1 10.452 10.792 13.536
Whole model Trms

� C 1305.4 1297.6 1292.1
Slab Vrms m s� 1 1.3213e-09 1.3544e-09 1.4719e-09

Slab Da kW m� 1 5.0358 4.8984 5.6352
Slab Trms

� C 1305.4 1297.6 1292.1
ELMER

Trench position km 1455.9 1392.3 1370.8
Slab tip depth km -127.01 -281.22 -473.04

800 � C isotherm depth km -73.844 -189.45 -344.78
Whole model Vrms m s� 1 6.7929e-10 9.2266e-10 1.1669e-09

Whole model Da kW m� 1 10.026 10.34 13.478
Whole model Trms

� C 1305.2 1296.5 1289.9
Slab Vrms m s� 1 1.3536e-09 1.404e-09 1.4923e-09

Slab Da kW m� 1 5.0017 4.8623 5.3533
Slab Trms

� C 830.45 818.51 822.74
SLIM

Trench position km 1453.8 1396.2 1374.3
Slab tip depth km -132.66 -292.63 -492.96

800 � C isotherm depth km -72.684 -186.51 -334.27
Whole model Vrms m s� 1 6.8862e-10 9.3839e-10 1.1782e-09

Whole model Da kW m� 1 9.6379 11.081 13.576
Whole model Trms

� C 1305.5 1297.7 1292
Slab Vrms m s� 1 1.3662e-09 1.4015e-09 1.4662e-09

Slab Da kW m� 1 5.117 5.764 5.5616
Slab Trms

� C 829.78 830.26 838.77
SULEC

Trench position km 1454.9 1407.1 1396.5
Slab tip depth km -130.95 -326.26 -533.93

800 � C isotherm depth km -76.637 -207.36 -424.92
Whole model Vrms m s� 1 6.9064e-10 9.7204e-10 1.2323e-09

Whole model Da kW m� 1 9.7512 10.016 14.135
Whole model Trms

� C 1305.5 1297.8 1292.3
Slab Vrms m s� 1 1.3724e-09 1.4595e-09 1.5358e-09

Slab Da kW m� 1 4.4149 4.5294 5.3834
Slab Trms

� C 834.95 829.65 836.45
YACC

Trench position km 1459.8 1413 1399.7
Slab tip depth km -130.35 -326.21 -542.42

800 � C isotherm depth km -75.998 -230.15 -421.46
Whole model Vrms m s� 1 6.6948e-10 9.0095e-10 1.2351e-09

Whole model Da kW m� 1 8.859 7.8928 13.105
Whole model Trms

� C 1305.3 1296.9 1290.6
Slab Vrms m s� 1 1.3814e-09 1.4523e-09 1.5398e-09

Slab Da kW m� 1 4.2147 3.5342 4.3832
Slab Trms

� C 836.9 830.83 836.54
a D: Viscous rate of dissipation of energy (Eq. 4.14).



TABLE 4.8 � Results 2, 8 and 12.5 Myr for case 3 models.

CHIC Unit 2 Myr 8 Myr 12.5 Myr

Trench position km 1473.5 1471.4 1470.3
Slab tip depth km -162.94 -465.16 -661

800 � C isotherm depth km -125.74 -405.74 -613.27
Whole model Vrms m s� 1 7.9407e-10 1.2763e-09 1.5641e-09

Whole model Da kW m� 1 28.242 39.489 45.631
Whole model Trms

� C 1302.4 1294.8 1290.6
Slab Vrms m s� 1 1.5589e-09 1.58e-09 1.558e-09

Slab Da kW m� 1 5.5126 9.3289 13.519
Slab Trms

� C 833.48 833.99 842.74
ELEFANT

Trench position km 1474.7 1471.5 1473.6
Slab tip depth km 496.18 180.26 1.817

800 � C isotherm depth km -119.15 -396.56 -654.46
Whole model Vrms m s� 1 0.063378 0.25351 0.39611

Whole model Da kW m� 1 6.3816 28.85 27.775
Whole model Trms

� C 1305.4 1298.5 1298.6
Slab Vrms m s� 1 1.5468e-09 1.6282e-09 1.934e-09

Slab Da kW m� 1 3.4375 8.4224 11.358
Slab Trms

� C 835.01 843.68 877.93
SULEC

Trench position km 1474.8 1474.6 1474.4
Slab tip depth km -160.08 -407.92 -629.76

800 � C isotherm depth km -107.57 -327.75 -558.33
Whole model Vrms m s� 1 7.8858e-10 1.12e-09 1.3699e-09

Whole model Da kW m� 1 14.027 17.558 22.518
Whole model Trms

� C 1305.5 1298 1293.5
Slab Vrms m s� 1 1.5602e-09 1.5786e-09 1.5385e-09

Slab Da kW m� 1 7.6861 8.4149 10.127
Slab Trms

� C 834.98 839.89 849.65
a D: Viscous rate of dissipation of energy (Eq. 4.14).



TABLE 4.9 � Results at 2, 8 and 12.5 Myr for case 4 models.

CHIC Unit 2 Myr 8 Myr 12.5 Myr

Trench position km 1475.6 1474.3 1474.1
Slab tip depth km -132.05 -226.79 -326.47

800 � C isotherm depth km -81.215 -186.17 -288.37
Whole model Vrms m s� 1 5.5807e-10 6.048e-10 6.6775e-10

Whole model Da kW m� 1 0.069686 0.11122 0.62916
Whole model Trms

� C 1302.4 1295.4 1290.1
Slab Vrms m s� 1 1.4646e-09 1.4337e-09 1.3927e-09

Slab Da kW m� 1 0.48324 0.71119 4.9745
Slab Trms

� C 830.78 825.77 823.27
SULEC

Trench position km 1474.7 1474.2 1474.1
Slab tip depth km -160.9 -413.27 -595.83

800 � C isotherm depth km -113.87 -357.93 -549.69
Whole model Vrms m s� 1 5.7607e-10 6.6358e-10 7.5049e-10

Whole model Da kW m� 1 14.068 15.531 22.542
Whole model Trms

� C 1305.5 1298.1 1292.7
Slab Vrms m s� 1 1.544e-09 1.5451e-09 1.5223e-09

Slab Da kW m� 1 7.7873 9.1795 12.131
Slab Trms

� C 834.52 834.55 842.08
a D: Viscous rate of dissipation of energy (Eq. 4.14).



Chapter 5

Testing the effects of basic numerical
implementations of water migration
on models of subduction dynamics1

Abstract

Subduction of oceanic lithosphere brings water into the Earth’s upper
mantle. Previous numerical studies have shown how slab dehydration and
mantle hydration can impact the dynamics of a subduction system by allowing
a more vigorous mantle �ow and promoting localisation of deformation in
the lithosphere and mantle. The depths at which dehydration reactions occur
in the hydrated portions of the slab are well constrained in these models by
thermodynamic calculations. However, computational models use different
numerical schemes to simulate the migration of free water. We aim to show
the in�uence of the numerical scheme of free water migration on the dynamics
of the upper mantle and more speci�cally the mantle wedge. We investigate
the following three simple migration schemes with a �nite-element model:
(I) element-wise vertical migration of free water, occurring independent of
the �ow of the solid phase; (II) an imposed vertical free water velocity; and
(III) a Darcy velocity, where the free water velocity is a function of the
pressure gradient caused by the difference in density between water and the
surrounding rocks. In addition, the �ow of the solid material �eld also moves
the free water in the imposed vertical velocity and Darcy schemes. We �rst
test the in�uence of the water migration scheme using a simple model that
simulates the sinking of a cold hydrated cylinder into a dry warm mantle.
We �nd that the free water migration scheme has only a limited impact
on the water distribution after 1 Myr in these models. We next investigate

1Published as: Quinquis, M. E. T., Buiter, S. J. H. (2014), Testing the effects of basic numerical
implementations of water migration on models of subduction dynamics, Solid Earth, 5, 537�555,
doi: 10.5194/se-5-537-2014
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slab dehydration and mantle hydration with a thermomechanical subduction
model that includes brittle behaviour and viscous water-dependent creep �ow
laws. Our models demonstrate that the bound water distribution is not greatly
in�uenced by the water migration scheme whereas the free water distribution
is. We �nd that a bound water-dependent creep �ow law results in a broader
area of hydration in the mantle wedge, which feeds back to the dynamics
of the system by the associated weakening. This �nding underlines the
importance of using dynamic time evolution models to investigate the effects
of (de)hydration. We also show that hydrated material can be transported
down to the base of the upper mantle at 670 km. Although (de)hydration
processes in�uence subduction dynamics, we �nd that the exact numerical
implementation of free water migration is not important in the basic schemes
we investigated. A simple implementation of water migration could be
suf�cient for a �rst order impression of the effects of water for studies that
focus on large-scale features of subduction dynamics.

5.1 Introduction
Dehydration of subducting lithosphere and the related hydration of the mantle
wedge can in�uence the dynamics of subduction, as water has a weakening effect on
viscous and brittle rheologies (e.g., Sibson et al., 1975; Peacock, 1987; Hirschmann,
2006; Connolly, 2005; Gerya et al., 2008). The amount of �uids carried by
subducting oceanic lithosphere is debated, but it is thought that water content can
reach up to 3 wt. % at the surface, decreasing with depth (R¤upke et al., 2004).
Water is acquired through near-surface hydration, which is aided by �exure-related
extensional fractures, and by hydrothermal activity with circulation of hot water
and vapour in the upper section of the oceanic crust (Staudigel, 2003; R¤upke et al.,
2004; Faccenda et al., 2008a). The subducting crust carries water in two phases:
(1) Free �uids that are contained in the porosity of the rock and can percolate along
grain-boundaries (Stern, 2002; Bercovici and Karato, 2003; Wark et al., 2003;
R¤upke et al., 2004; Cheadle et al., 2004) and (2) mineralogically bound �uids
in the form of hydroxyl complexes (OH) (Schmidt and Poli, 1998; Hirschmann,
2006). Once a slab starts to subduct, it undergoes dehydration processes due
to the increase in pressure and temperature. Most of the water contained in the
porosity of the sediments is expelled near the trench through compaction and is
not transported into the mantle. This is known as fore arc volatile discharge (Stern,
2002; R¤upke et al., 2004). Hydrated minerals include, among others, amphiboles,
chlorite and serpentine. It has been well documented that mineralogically bound
water is released when hydrated minerals udergo certain phase transitions (Schmidt
and Poli, 1998; Iwamori, 1998; Kerrick and Connolly, 2001; Hacker et al., 2003;
Ohtani et al., 2004; R¤upke et al., 2004; Syracus and Abers, 2006; Hirschmann,
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2006). At the same time, experimentally determined phase diagrams suggest that
mineralogically bound water can be transported to the base of the upper mantle, or
perhaps even greater depths (Iwamori, 1998; Schmidt and Poli, 1998; Stern, 2002;
Ohtani et al., 2004).

Dehydration processes can in�uence subduction in multiple ways. For example,
the depth at which major dehydration occurs determines the location of volcanic
arcs, which are located extitc.a., 110�120 km above the surface of subducted slabs
(England et al., 2004; Syracus and Abers, 2006). It is the melting of mantle wedge
materials that is thought to lead to arc volcanism. But water released from the
subducting slab decreases the pressure and temperature at which melting occurs,
thus enhancing mantle wedge melting and causing volcanism. Mantle material
that is hydrated by water released from the slab may also form weak, positively
buoyant ‘wet plumes’ that rise upwards and ef�ciently hydrate the mantle wedge
(Billen and Gurnis, 2001; Billen, 2008; Gorczyk et al., 2007a; Richard and Iwamori,
2010). These �uids can then cause a more vigorous �ow in the mantle wedge.
Arcay et al. (2005) showed that mantle wedge hydration can result in thermal
erosion and softening of the overriding lithosphere. Once subduction has started,
(de)hydration processes may further in�uence the evolution of subduction by
enforcing an asymmetrical geometry of subduction zones, causing subduction to
be one-sided (Gerya et al., 2008). Dehydration processes can in addition aid the
exhumation of high and ultrahigh-pressure metamorphic rocks by creating a wide
and weak subduction channel through which rocks are exhumed (Gerya et al.,
2002). Dehydration of the subducting slab may in turn increase slab strength, but
this effect may be overwhelmed by the strong impact of water on the mantle wedge.

The models mentioned above use similar methods to determine the conditions
of pressure and temperature at which dehydration processes occur. These are
usually based on thermodynamic calculations (de Capitani and Brown, 1987;
Holland and Powell, 1998; Powell et al., 1998; Connolly, 2005) or high pressure
experiments (Schmidt and Poli, 1998; Ohtani et al., 2004; Komabayashi et al., 2005;
Iwamori, 2007a), and the location of the dehydration fronts during subduction
do not greatly vary between models. Water migration can be described by two-
phase �ow conservation equations (Spiegelman, 1993a,b; Bercovici et al., 2001).
However, these are not routinely used in numerical simulations of subduction
zone dynamics at the scale of the upper mantle as it adds a fairly complex set
of equations to an already highly non-linear model. Usually simpli�cations are
therefore made to migrate water in large-scale subduction models.

Bound water is advected along the solid �ow �eld. Bound water can in addition
be affected by diffusion mechanisms which allow water to migrate through the
solid phase �eld as a function of the chemical and temperature gradients (Richard
et al., 2006). Because we focus on �rst order behaviour of free water migration on
subduction dynamics, we keep our models relatively simple and neglect the effect
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of bound water diffusion. Free water can migrate in the interconnected pore space
of the solid phase (Stern, 2002; Wark et al., 2003; Cheadle et al., 2004; R¤upke
et al., 2004), create its own hydrated channels (Katz et al., 2006), or be absorbed
by non-saturated rocks of the mantle wedge (Iwamori, 1998) to be potentially
transported with the mantle �ow into the lower mantle (Bercovici and Karato,
2003; Iwamori, 2007a; Richard and Bercovici, 2009; Fujita and Ogawa, 2013).
Free water is also advected by the solid �ow �eld through which it migrates and
this can result in cases where part of the free water migrates up through the mantle
wedge, while the rest is carried with the solid �ow and subducted into the mantle
(Cagnioncle et al., 2007).

Numerical studies of hydration of the mantle by slab dehydration have used
different simpli�ed numerical approximations for the migration of free water in
the mantle:

1. Free water migrates vertically in the upper mantle and is not coupled to the
solid phase �ow in the mantle wedge (Arcay et al., 2005).

2. The migration of free water is vertical, but coupled to the mantle �ow. The
effective migration path of water is therefore no longer purely vertical, but
can include a horizontal component. This method has been implemented as
an imposed vertical velocity added to the velocity of the solid phase �ow
(Gorczyk et al., 2007a) or as a dehydration front with an imposed horizontal
and vertical velocity (Gerya et al., 2002).

3. Free water migrates as a Darcy �ow, following the density gradient between
the solid phase and the �uid phase in the mantle wedge (Cagnioncle et al.,
2007). Darcy �ow changes the migration paths of �uids which are now no
longer necessarily vertical (Cagnioncle et al., 2007). Also here the solid �ow
phase may advect free water in addition to the Darcy mechanism.

Studies that use the above water migration schemes show differences in the
spatial distribution of hydrated material in the mantle wedge as subduction evolves
(Arcay et al., 2005; Gerya et al., 2002; Gorczyk et al., 2007a; Cagnioncle et al.,
2007). However, as the numerical setup of the subduction models also differs
between these studies, it is dif�cult to evaluate the possible effects of the numerical
implementation of water migration. So far, the in�uence of the basic numerical
implementation of water migration on the dynamics of a subduction model has not
been investigated. We aim to investigate the effects of the three numerical water
migration schemes described above (schemes I, II and III) on the dynamics of a
subducting slab and its overlying mantle wedge. These models are kept simple,
allowing us to focus on the �rst order effects of dehydration and water migration.
Our models do therefore not include melting, shear heating, or adiabatic heating.
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We �rst illustrate the effects of dehydration and water migration for a simple
model of a cold and hydrated cylinder sinking in a warm mantle. Our second
series of models examines the effects of (de)hydration and water migration on
a thermo-mechanical subduction model at the scale of the upper mantle.

5.2 Modelling approach

5.2.1 Thermo-mechanical equations
We solve the equations for conservation of mass (assuming incompressibility)
(Eq. 5.1), momentum (Eq. 5.2) and energy (Eq. 5.3):

r � ~v = 0 (5.1)
�r P + r � �� 0+ �~g = 0 (5.2)

�C p
@T
@t = kr 2T � �C p~v � r T + H (5.3)

~v is the velocity vector, � density, t time, P pressure (mean stress), �� 0 devia-
toric stress tensor, ~g gravitational acceleration (gx = 0 and gy = � 9:81 m s� 2),
Cp speci�c heat, T temperature, k thermal conductivity, and H radioactive heat
production per unit volume. In the subduction models, the Boussinesq approxima-
tion is assumed i.e., @�

@t = 0 but � = � 0(1 � � (T � T0)) where � 0 is the reference
density at T = T0 and � is the volumetric thermal expansion coef�cient.

Materials deform either viscous or brittle. Our viscous rheologies are linear or
pressure- and temperature-dependent:

� df,ds =
1
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�
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OH

� 1
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(5.4)

_"0
e is the effective deviatoric strain rate ( _"0

e = ( 1
2 _"0

ij _"0
ij )

1
2 ), A is a material

constant, n is the power law stress exponent, d grain size, p grain size exponent,
COH water content in ppm, r water content exponent, Q activation energy, V
activation volume and R molar gas constant. df and ds refer, respectively, to
deformation by diffusion creep (p > 0 and n = 1 ) and dislocation creep (p = 0
and n > 1). Diffusion and dislocation creep are assumed to act in parallel in all
materials, resulting in a composite viscosity (� comp) (Karato and Li, 1992; van den
Berg et al., 1993):

� comp =
�

1
� ds

+
1

� df

� � 1

(5.5)
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In our models only bound water in�uences the viscosity and we only consider the
impact of water on sub-crustal materials. A water content of 0:4 wt % results in a
viscosity decrease by extitc.a., 2 orders of magnitude when using the dislocation or
diffusion creep �ow law for wet olivine from Hirth and Kohlstedt (2003). This can
result in viscosities that are lower than the minimum viscosity of 1018 Pa s which
is imposed in our models. We therefore assume that viscosity no longer decreases
further once water content exceeds 0:4 wt %.

Brittle behaviour in the subduction models follows a Druker�Prager criterion
(Handin, 1969; Jaeger and Cook, 1976; Twiss and Moores, 1992):

� 0
e = P sin� + C cos� (5.6)

� 0
e is the effective deviatoric shear stress (� 0

e = ( 1
2 � 0

ij � 0
ij )

1
2 ), � is the angle of

internal friction, and C is the cohesion. � undergoes a linear decrease with total
effective plastic strain (measured as the square root of the second invariant of
the strain tensor) to simulate strain-weakening. Such strain weakening is thought
to result from a reduction in fault rock grain size (Handy et al., 2007), mineral
transformations (White and Knipe, 1978; Tingle et al., 1993), or the development
of foliation or high �uid pressures (Hubbert and Rubey, 1959; Sibson, 1977). The
effective viscosity for plastic �ow is (Lemiale et al., 2008):

� p =
P sin� + C cos�

2 _"0
e

(5.7)

In our thermo-mechanical subduction models, we use a minimum viscosity
value of 1018 Pa s and a maximum cut-off of 1024 Pa s. These values ensure ef�cient
convergence of our mechanical solution, while allowing for viscosity contrasts of 6
orders of magnitude. The minimum viscosity of 1018 Pa s is low enough to capture
almost all viscosity variations in our model. The cut-off value is only reached very
locally in the mantle wedge. We solve the thermal and mechanical equations with
a 2-D version of SULEC, which is an Arbitrary Lagrangian Eulerian (ALE) �nite
element code (Buiter and Ellis, 2012). The mesh consists of quadrilateral elements
which have linear continuous velocity and constant discontinuous pressure �elds.
Particles are used to track the material �eld (through a material identi�er) and
properties such as particle strain, stress, and water content. The particles are
advected with the solid �ow �eld using a second-order Runge-Kutta scheme. We
use harmonic viscosity averaging and arithmetic density averaging schemes from
particles to elements (Schmeling et al., 2008). The subduction models have a free
surface and we use the surface stabilisation algorithm of Kaus et al. (2010) and
Quinquis et al. (2011).

110



5.2.2 Calculation of water content

FIGURE 5.1 � Water content as a function of pressure and temperature calculated using Per-
ple X for (A) Bulk Oceanic Crust, and (B) Serpentinised Harzburgite lithologies (Chemia
et al., 2010). Bulk compositions are in Table 5.1.

Our subduction model includes 3 lithologies: a Bulk Oceanic Crust (BOC),
Serpentinised Harzburgite (SHB) for the lithospheric mantle (Chemia et al., 2010),
and Pyrolite for the sub-SHB mantle (Schmidt and Poli, 1998). Water content is
determined in wt. % as a function of pressure, temperature and bulk composition
(i.e., the average chemical composition of each lithology, Table 5.1). The water
contents of BOC and SHB are calculated using Perple X (Connolly, 2005) by
Chemia et al. (2010) (Fig. 5.1). Perple X is a thermodynamic code that minimises
the Gibbs free energy of a chemical system to determine the stability �elds of the
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TABLE 5.1 � Bulk compositions in % for the lithological oceanic lithosphere model
(Chemia et al., 2010).

Oxides BOC SHB

SiO2 47.32 41.023
TiO2 0.63 0.075
Al2O3 16.11 1.114
FeO 7.21 7.66
MgO 9.27 42.298
CaO 12.17 1.029
Na2O 1.65 �
H2O 2.68 6.8
CO2 2.95 �

Total 99.99 99.999

FIGURE 5.2 � Water content as a function of pressure and temperature for mantle material
of pyrolitic composition, modi�ed from Schmidt and Poli (1998). The solid lines are
experimentally determined Clapeyron slopes (Schmidt and Poli, 1998), while the dashed
lines have been extrapolated in a similar manner to Arcay et al. (2005). amph: amphibole;
chl: chlorite; cpx: clinopyroxene; gar: garnet; opx: ortopyroxene; ol: olivine; serp:
serpentine; sp: spinel; tc: talc.
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phases which compose the mineral assemblages. Once these stability �elds are
calculated, it is possible to determine the maximum allowed water content of each
phase as a function of pressure and temperature. The thermodynamic calculations
of Perple X are valid up to pressures of 7 GPa and temperatures of 1300 o C and
do therefore not cover upper mantle conditions. We base our water contents in the
upper mantle on Schmidt and Poli (1998) who experimentally determined water
storage capacity for pyrolite up to 8 GPa and 1100 o C. We extrapolate these data
to 11GPa and 1400 o C by linearly continuing the Clapeyron slopes of the stability
�elds, similar to Arcay et al. (2005) (Fig. 5.2). Serpentinisation of the mantle
wedge can locally increase the water storage capacity up to 7 wt. % H2O (Iwamori,
1998; R¤upke et al., 2004; Connolly, 2005; F·erot and Bolfan-Casanova, 2012). We
furthermore assume that the water storage capacity in the sublithospheric mantle
(i.e., the pyrolitic material) does not converge to zero as shown by the phase
diagrams determined by Schmidt and Poli (1998) because this would not allow the
transport of bound water into the upper mantle. We impose the minimum storage
capacity of the mantle to be 0.2 wt %, following Bercovici and Karato (2003)
(Fig. 5.2).

5.2.3 Water migration schemes
Mineralogically bound water is advected along the solid phase �ow �eld. In our
models, each particle therefore carries not only a material identi�er (that determines
its material porperties), but also the amount of bound and free water it contains.
Free water migrates following one of these imposed migration schemes: (I) One
element vertically up per time step (also referred to as ‘elemental’); (II) imposed
vertical velocity; or (III) Darcy �ow velocity. All water migration schemes follow
three stages: (1) determine the maximum water storage capacity of each particle
and the amounts of free and bound water, (2) determine the migration path for the
free water, if present and (3) distribute the free water along the migration path.
For every particle we calculate the maximum bound water that the particle can
contain using a standard bilinear interpolation in pressure and temperature of wt %
H2O on gridded versions of Figs. 5.1 and 5.2. If the mineralogically bound water
is less than the water storage capacity, the particle is undersaturated and no free
water is produced. If the mineralogically bound water of the particle exceeds the
water storage capacity, it is oversaturated in water and dehydration occurs. The
amount of free water is the difference between the mineralogical bound water of
the particle and the maximum allowed water. The free water migrates through the
model following one of the schemes we are investigating.

The �rst migration scheme (scheme I) assumes that free water moves vertically
upwards owing to its negative buoyancy, with one element per time step (� t), and
is not affected by the solid phase �ow (Arcay et al., 2005). This implies that the
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water migration velocity is purely vertical and is imposed as the local vertical grid
size divided by the time step. A model using a variable grid size would not have
a constant free water velocity and this should therefore be avoided. If free water
is present, undersaturated particles in the current element are hydrated �rst. If
free water remains after this �rst step, it migrates to the element above. There
it hydrates the undersaturated particles of that element from the bottom up. If
all particles are saturated and free water is still present, it is evenly distributed
over all particles of the element, waiting for the next time step for further upward
migration.

FIGURE 5.3 � Schematic migration of free water and it’s distribution along a prescribed
path for our velocity controlled water migration schemes II and III (see text for further
explanation). Vf is water velocity.

The second migration scheme (scheme II) imposes the velocity for free water
(vf;x and vf;y) (Gorczyk et al., 2007a). This method reduces the grid dependence
of the migration scheme, though does not eliminate it totally as the migration
path itself is grid dependent. When a particle is oversaturated, it releases water
distributed along the path de�ned by vf � � t (Fig. 5.3). The horizontal and vertical
components of the solid �ow phase are added to the respective components of
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the free water velocity. Migration of free water is therefore no longer necessarily
vertical. As in the case of the migration scheme I, the �rst step is to hydrate
undersaturated particles in the current element. If free water is still present after
this step, the remaining free water migrates to the next element, saturating the
undersaturated particles from the bottom up, and so on. If all particles along the
migration path of this time step are saturated (i.e., all particles in elements 1 to
6 of Fig. 5.3), the remaining water is distributed evenly over all particles of the
last element. The motivation for element-wise distribution is that water migration
paths are likely irregular and a linear path for free water would be unlikely (R¤upke
et al., 2004; Katz et al., 2006). We only show examples with an imposed vertical
velocity and vf;x = 0 .

The third migration scheme (scheme III) follows a simpli�cation of Darcy �ow
where the �uid follows the pressure gradient caused by the difference in density
between the �uid and the solid it is percolating through (Turcotte and Schubert,
2002):

q =
(� s � � f)g�

� f
(5.8)

where q is the Darcy velocity, � s and � f the density of the solid and �uid
respectively, g the gravitational acceleration, � f the viscosity of the �uid, and k
the permeability. The permeability follows the empirical de�nition of Wark et al.
(2003):

� =
d2� 3

270
(5.9)

where � the volume fraction of �uid and d the grain size (same as in Eq. 5.4).
The �uid velocity is the sum of the Darcy velocity relative to the volume fraction
of �uid and the solid velocity:

vf =
q
�

+ vs (5.10)

where vf is the �uid velocity and vs the solid phase velocity.
The water migration and distribution then follow scheme II. We assume, how-

ever, that water migration in scheme III is vertical. This assumption (also previ-
ously made by Cagnioncle et al. (2007)) is reasonable as the horizontal pressure
gradient in our models in the mantle wedge is much smaller than the vertical
pressure gradient (Fig. 5.4). � , the volume fraction of �uid, is determined from
the initial water content and the grids for pressure, temperature and wt % H2O.
However, this assumes that all the free water that is present in interconnected
channels is used to calculate the �uid velocity (Eqs. 5.8-5.10). This would result
in unnaturally high �uid velocities. We therefore introduce an ef�ciency factor,
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FIGURE 5.4 � A close up of the mantle wedge region at 5 Myr in a subduction model that
uses free water migration scheme I in which viscosity decreases with bound water content.
Shown is the elemental bound water content with contours at every 2 MPa of the horizontal
pressure difference, dP

dx . Horizontal pressure variations are low in the region with highest
bound water content.

! , that corresponds to the percentage of interconnected channels of the network
through which water can migrate. The effective permeability in Eq. 5.8 then be-
comes � e = !� . This reduces the effective �uid velocity as water can only migrate
through the interconnected network. The Darcy water velocity is calculated for
every particle of the model. The water velocity is not constant throughout the
model and areas with higher water content have higher water migration velocities.

We use the following output values to quantify the in�uence of the water
migration schemes on the water distribution and the dynamic evolution of the
models: (1) The water distribution is described by tracking the depths of the top-
most, lower-most, and most left and right particles of hydrated material. The top
hydrated particle gives insight into the rate of advancement of the hydration front,
which is not necessarily the same as the imposed water migration velocity. For
example, assuming a high water migration velocity and a low amount of free water,
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free water will �rst saturate undersaturated materials resulting in an effectively
lower velocity of the hydration front. (2) The root-mean-square water contents
(OHrms) for slab or cylinder and the mantle provide information on the rate of
dehydration of the slab or cylinder and rate of hydration of the mantle. It gives the
average water content over various domains in the model (e.g., in the mantle or in
the slab).

OHrms =
1
A

s Z

y

Z

x
(OH 2

f + OH 2
b) dx dy (5.11)

Where OHb is the bound water content, OHf is the free water content, and A
is the area of computation. (3) For sinking cylinder models in which viscosity
depends on water content, the bottom-most particle of the subducting cylinder is
also tracked. This shows the in�uence of water content on the dynamic evolution
of the model.

5.3 The effects of (de)hydration on a simple model
of a sinking wet cylinder

5.3.1 Simple model of a sinking cylinder
We �rst investigate the effects of (de)hydration and water migration with a simple
model which simulates the subduction of a detached piece of lithosphere by the
sinking of a cold, hydrated cylinder into a warm, dry mantle. These experiments
are based on simple Stokes �ow and use linear viscous rheologies. We solve for
the advection and conduction of temperature in addition to the mechanical �ow,
but the temperature does not play a role in the mechanical �ow as viscosities are
linear viscous.

The model domain is 300km � 300km and has a uniform Eulerian resolution
of 1km � 1 km elements. The initial particle density is 25 particles per element.
In this series of experiments no particle injection or deletion scheme is used. The
cold cylinder has a radius of 20 km and is centered on the coordinates x = 150
km y = � 130km (Fig. 5.5). A strong viscosity contrast between the cylinder
and the mantle avoids deformation of the cylinder (Table 5.2). The mechanical
boundary conditions are free-slip on all sides (i.e., the velocity component parallel
to the boundary is free, whereas the velocity component perpendicular to the
boundary is zero). A 20 Myr old lithosphere, 58 km thick, overlies the mantle. The
initial thermal condition of this oceanic lithosphere is determined from the plate
cooling model (e.g., Turcotte and Schubert, 2002) for a surface temperature of 0 o

C, a temperature of 1300 o C at 58 km, and a thermal diffusivity of 10� 6 m2 s� 1.
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TABLE 5.2 � Input parameters for the linear viscous sinking cylinder model. For all
materials thermal expansivity � = 0 and heat production H = 0 .

Lithology Parameter Symbol Unit Value

Dry Lithosphere Reference density � 0 kg m� 3 3200
Viscosity � Pa s 1023

Thermal conductivity k W m� 1 K� 1 4.5
Speci�c heat Cp J kg� 1 K� 1 750

Dry Mantle Reference density � 0 kg m� 3 3200
Viscosity � Pa s 1020

Thermal conductivity k W m� 1 K� 1 105
Speci�c heat Cp J kg� 1 K� 1 1250

Hydrated Cylinder Reference density � 0 kg m� 3 3250
Viscosity � Pa s 1023

Thermal conductivity k W m� 1 K� 1 4.5
Speci�c heat Cp J kg� 1 K� 1 1250

FIGURE 5.5 � (A) Model setup for a cold, hydrated cylinder sinking in a warm, dry mantle.
All materials are linear viscous and their rheological parameters are given in Table 5.2. (B)
Initial geotherm for model in (A).

The surface temperature is held at 0 o C and the bottom temperature (at y = � 300
km) at 1360.5 o C throughout model evolution, while the lateral sides are insulated
(zero heat �ux). A high conductivity (k = 105 W m� 1 K� 1) is used in the mantle
to enforce a mantle adiabat of 0.25 o C km� 1 (Pysklywec and Beaumont, 2004).
The initial temperature of the cylinder is 400 o C which gradually increases as the
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cylinder warms up. The mantle is of pyrolitic composition, while the lithosphere
and the cylinder are composed of SHB. The material and thermal properties are in
Table 5.2. The initial water content of the hydrated cylinder is imposed at 0:2 wt
%.

This model setup is run using the three different migration schemes (schemes
I, II and III, see Sect. 2.3). First, we use an elemental vertical migration of free
water. The water migration velocity is the vertical element size divided by the time
step: 20 cm yr� 1. Second, we use migration scheme II, imposing a vertical free
water velocity of 10, 20 and 60 cm yr� 1. These velocities are in line with free water
velocities reached in previous models (Gorczyk et al., 2007a; Gerya et al., 2002).
As we use a uniform grid resolution, the 20 cm yr� 1 model should be similar to
the elemental scheme. However, the schemes are not identical because the vertical
imposed velocity scheme assumes that free water is also displaced by the solid
�ow phase �eld. Finally, we use migration scheme III where the vertical water
velocity is calculated from the Darcy equation (Eqs. 5.8-5.10).

5.3.2 Sinking cylinder results
We �rst examine models in which water content does not in�uence the linear
viscosity. The thermal and mechanical evolution of these models are therefore
identical. These models are used to test cylinder dehydration and mantle hydration
for the three free water migration schemes.

As only the water migration schemes are changed, the evolution of the cylinders
dehydration is identical in all cases. Dehydration of the cylinder occurs due to
the increase in temperature of the cylinder from the outer rim inwards (Fig. 5.6a).
Dehydration processes are assumed to be nearly instantaneous, whereas water
migration velocities are more than an order of magnitude larger than the �ow
velocities of the mantle. Therefore, the in�uence of pressure on dehydration is
negligible as the cylinder does not sink as quickly as it dehydrates. The hydrated
cylinder is initially undersaturated as the initial water content is 0.2 wt % (but it
could contain up to 6.8 wt % at its initial pressure and temperature). The interior
of the cylinder is therefore hydrated by water from the lower rim, which undergoes
dehydration. This explains the differences observed in cylinder OHrms during
the �rst 1 Myr of model evolution (Fig. 5.7). Once the centre of the subducting
cylinder becomes saturated, dehydration in all models converges (Fig. 5.7c, f, i).

Hydration of the mantle initiates at the lateral sides of the cylinder, as the
interior is being hydrated (Fig. 5.6b). This results in a horned-shape area of
hydrated mantle, which progresses inwards as the cylinder dehydrates. The spatial
distribution of bound water is affected by the �ow of the mantle. This is visible
in the area of hydrated mantle above the cylinder: a minimum in width of the
hydrated domain occurs at a depth of extitc.a., 125 km (Fig. 5.6a, last stage). This
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FIGURE 5.6 � Elemental water content for the Stokes �ow models using scheme I (20 cm
yr� 1 for a grid resolution of 1km � 1 km) showing (A) bound water, and (B) free water.
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FIGURE 5.7 � Evolution with time of the depth of the top-most particle of hydrated material
(top row), mantle OHrms (middle row) and cylinder OHrms (bottom row) for our models
of a wet sinking cylinder. The �rst column show results for scheme I (water migration
velocity of 20 cm yr� 1), the second for scheme II with different imposed velocities (vf;y =
10, 20 and 60 cm yr� 1) and the third for scheme III in which the water migration velocity
is calculated using the Darcy law with ef�ciency factor ! = 0 :01, 0.1 or 0.3 (Sect. 2.3).
Models labelled �visc� have a decrease in viscosity with increasing water content.

thinning is accentuated as the cylinder sinks towards the bottom of the model
domain. The spatial distribution of free water is not affected by the mantle �ow as
water migration velocities are much higher than the mantle �ow velocities.

The �nal bound water distribution in the model is independent of the water
migration scheme, due to the limited amount of initial water, but water migra-
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tion schemes do in�uence the evolution of the water distribution in the mantle
(Fig. 5.7d). Due to the limited amount of water that mantle material can absorb,
the mantle is rapidly saturated by water released from the dehydrating cylinder.
Therefore the faster the vertical migration of water, the faster the mantle hydrates
(Fig. 5.7d). Due to the much higher water saturation values in the lithosphere, the
rate of advancement of the hydration front in the overlying lithosphere is greatly
reduced and differences in migration schemes are negligible there. Increasing the
ef�ciency factor in the Darcy �ow models (! , in Sec. 2.3) by an order of magnitude
can locally increase the water velocity by an order of magnitude. However, this
has a limited in�uence on the distribution of water as the average water velocity in
the Darcy model stays close to 10 cm yr� 1 (Fig. 5.7g).

FIGURE 5.8 � Depth of the bottom of the subducting cylinder versus time for linear viscous
models with or without including the effects of water on viscosity. This �gure is for models
that follow free water migration scheme I (Fig. 5.7a-c).

To simulate the effect of water on viscosity in these linear viscous models,
a linear decrease in the lithospheric and mantle viscosity of 2 orders of magnitude is
used over a water content of 0 to 0:4 wt %. This is of the same order of magnitude
as obtained by including 0:4 wt % in the Hirth and Kohlstedt (2003) dislocation or
diffusion creep �ow law for wet olivine. Including the in�uence of water on mantle
viscosity does not change the overall water distribution of the models (Fig. 5.7).
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It does however have a small effect on the mechanical evolution of the model
(Fig. 5.8). The lower viscosity values of the hydrated mantle above the cylinder
increase the mantle �ow velocity in this region, which results in an increase in the
sinking velocity of the cylinder. However this effect is limited as it corresponds
to a difference in velocity of 0.1 cm yr� 1. This is because hydration only occurs
directly above the sinking cylinder. The sinking velocity of the cylinder is less
sensitive to lowering the viscosity above the cylinder than it would be to changing
the mantle viscosity below the cylinder.

5.3.3 Sinking cylinder discussion
Our models of cylinder dehydration and mantle hydration show that different
numerical water migration schemes do not result in large differences in the distri-
bution of bound water in the mantle. The sinking cylinder induces a vertical solid
�ow �eld in the area of mantle hydration. The free water migration velocities are
also vertical. The combined �uid migration velocity is therefore vertical and the
difference between the schemes lies mainly in the rate of free water migration. The
water migration velocities for our three migration schemes are within the same
order of magnitude, resulting in a similar bound and free water distribution. How-
ever, changing the magnitude of the water migration velocity does initially increase
the hydration rate of the mantle and the hydration front rises at different velocities
(Fig. 5.7d). This is a transient phenomenon as the models converge after extitc.a.,
2.4 Myr. The low water absorption capability of the mantle material results in rapid
effective migration velocities of bound water in the mantle, con�rming the results
of Arcay et al. (2005). Models that simulate a decrease in mantle viscosity with wa-
ter content show an increase in mantle velocities and a slightly faster sinking of the
cylinder. Our simple models of a sinking wet cylinder in a dry mantle indicate that
the three schemes we investigated for numerical implementation of water migration
lead to very similar results. Within these schemes, the exact implementation might
be secondary to the �rst-order effect that water could have on the system. We
will test this in the next section with thermo-mechanical models that also include
horizontal mantle (wedge) �ow components. Figure 5.6 shows a one element thick
ring of hydrated mantle around the subducting cylinder, on the lateral and bottom
sides. This is an artefact of the free water migration scheme. Once a particle
dehydrates, undersaturated particles of the element are hydrated �rst. When the
contact between cylinder and mantle lies within that element, mantle particles can
absorb the released water resulting in the hydrated ring around the cylinder.
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5.4 The effects of (de)hydration on subduction

5.4.1 Subduction model setup

FIGURE 5.9 � Model setup for subduction of a 70 Myr old oceanic plate under a 40 Myr
old oceanic plate. The top boundary is free. The bottom and left boundary are free-slip,
while the right boundary condition includes material in- and out�ow. SHB: Serpentinised
Harzburgite, and BOC: Bulk Oceanic Crust.

We investigate the effects of slab dehydration, water migration, and mantle
wedge hydration using a model of a 70 Myr old oceanic lithosphere subducting
under a 40 Myr oceanic lithosphere. The model without water follows Quinquis
et al. (2013) and has been tested with a number of different numerical codes.

The oceanic plates are composed of two layers: (1) a 7 and 8 km crustal layer
for the overriding and subducting lithospheres, respectively, composed of Bulk
Oceanic Crust (BOC) (Chemia et al., 2010), and (2) a 32 km thick Serpentinised
Harzburgite (SHB) layer (Chemia et al., 2010). The rheological and thermal
parameters are given in Tables 5.3 and 5.4. We assume that the upper 16 km of the
oceanic plates are hydrated to a certain degree through fractures in the oceanic crust.
The upper kilometre of BOC is fully hydrated, resulting in an initial water content
of 2.68 wt % H2O. Few faults exceed 1 km depth, resulting in an undersaturation
of the remaining BOC. The initial water content of the BOC below 1 km depth is
set at 1.5 wt % H2O. Finally, between 7 (or 8) to 15 (or 16) kilometres depth, the
overriding and subducting SHB are also undersaturated at an initial water content
of 2 wt % H2O. These values follow R¤upke et al. (2004) and Faccenda et al. (2012).
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TABLE 5.3 � Subduction model parameters. The viscosity ranges from a minimum of 1018 to a maximum of 1024 Pa s. Heat production
H = 0 .

Parameter Symbol Unit Mantle Sublithospheric Overriding plate Subducting plate Weak seed
mantle BOC SHB BOC SHB

Olivine rheology Dry Dry Wet Wet Wet Wet Wet
Angle of frictiona � 20o/10o 20o/10o 20o/10o 20o/10o 5o/2o 10o/5o 2o

Cohesion C MPa 20 20 15 15 5 15 5
Reference density � 0 kg m� 3 3200 3200 3000 3250 3000 3250 3200
Reference temperature T0

o C 1300 1300 200 200 200 200 200
Conductivity k W m� 1 K� 1 183.33 2.5 2.5 2.5 2.5 2.5 2.5
Heat capacity Cp J kg� 1 K� 1 750 750 750 750 750 750 750
Thermal expansivity � 10� 5 K� 1 2.5 2.5 2.5 2.5 2.5 2.5 2.5
Initial water content � wt % H2O 0 0 1.5�2.68 2 1.5�2.68 2 2.68
a Angle of internal friction (� ) softens from �rst to second value over an effective strain interval of 0:5 to 1:5.
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The model domain is 3000 km wide and 670 km deep (Fig. 5.9) and has
the highest horizontal and vertical Eulerian resolution at the trench (1 km per
element). The total number of elements is 473� 269(horizontal � vertical) and
16 particles per element are used initially. Due to the variable grid resolution, this
series of models requires injection and deletion of particles to maintain elemental
particle density between 12 and 36. The particle deletion scheme helps keep the
code memory requirements reasonable. To maintain the overall water content
of the model, particles are injected dry, whereas the bound or free water content
of a deleted particle is distributed evenly over all other particles of the element.
Subduction is initialised by a �weak seed� located at the interplate boundary.
The �weak seed� simulates a pre-existing shear zone in the oceanic lithosphere
separating the overriding and subducting plates. It is 14 km thick (in the direction
perpendicular to the dip angle), extends to a depth of 82 km, and has a 35o dip
angle. The top mechanical boundary is a true free surface (both vx and vy are
free), whereas the bottom and left boundaries of the model are free-slip. Balanced
material in- and out�ow is de�ned on the right boundary of the model domain
(the boundary parallel component is again free). To avoid strong shearing at the
transition between in- and out�ow, a linear velocity gradient from in- to out�ow
is de�ned over a 20 km depth interval. The in�ow velocity is 5 cm yr� 1 over the
thermal thickness of the 70 Myr old lithosphere. The out�ow velocity is imposed
from a depth of � 130km to the bottom of the model domain at � 670km.

The initial thermal conditions of the 40 Myr (from x = 0 to x = � 1500
km) and 70 Myr (from x = 1500 to x = 3000 km) old oceanic lithospheres
are determined from the plate cooling model (Turcotte and Schubert, 2002) for
a surface temperature of 0 o C, a mantle temperature of 1300 o C at 82 and 110
km depth, respectively, and a thermal diffusivity of 10� 6 m2 s� 1. The initial step
in temperatures at x = 1500 km is rapidly diffused. During model evolution, the
surface temperature is held at 0 o C and the bottom temperature (at y = � 670
km) at 1440 o C, while the lateral sides are insulated (zero heat �ux). A high

TABLE 5.4 � Flow law parameters from Hirth and Kohlstedt (2003).

Parameter Unit Dry Olivine Wet Olivine
Diffusion Dislocation Diffusion Dislocation

A a Pa� n mp s� 1 H(106Si)� 1 2:25 � 10� 15 6:514 � 10� 16 1:5 � 10� 18 5:3301 � 10� 19

n � 1 3.5 1 3.5
Q kJ mol� 1 375 530 335 480
V 10� 6 m3 mol� 1 4 14 4 11
d mm 5 � 5 �
p � 3 � 3 �
COH H(106Si)� 1 � � 1000 1000
r � � � 1 1.2
a A is given for a general state of stress, and was converted from a uni-axial stress (Ranalli, 1995).
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conductivity (k = 183:33 W m� 1 K� 1) is de�ned for the mantle to enforce the
mantle adiabat of 0.25 o C km� 1 (Pysklywec and Beaumont, 2004).

The subduction models are run using the 3 water migration schemes. Because
vertical grid size varies (coarsening downwards from 1 to 7 km per element),
water migration velocities are no longer constant in the elemental scheme and
vary between 10 and 70 cm yr� 1. However, the bulk of the dehydration processes
occurs in the mantle wedge and there our model has a constant mesh resolution
and therefore a constant water migration velocity of 10 cm yr� 1. All schemes are
used to investigate the evolution of models with or without the effect of bound
water content on viscosity (Eq. 5.4). The sinking cylinder models showed that an
ef�ciency factor ! of 0.1 in scheme III (Sec. 2.3) provides realistic water migration
velocities. We therefore also use an ef�ciency factor ! of 0.1 in scheme III in the
subduction models. For scheme II, two water velocities are investigated: vf;y = 5
cm yr� 1 and 10 cm yr� 1.

5.4.2 Subduction model results
Subduction is initiated at the weak seed by pushing the 70 Myr oceanic plate
inwards, resulting in extitc.a., 15 km of advance of the interplate contact until
brittle failure helps localise deformation at the trench. The slab subducts at a fairly
steep angle and with a more-or-less constant sinking velocity. The hydrated portion
of the slab is limited to the top 16 km, and most of the slab is dry and therefore
stiff. As we discuss below, the evolution of this stiff subducting slab is affected by
(de)hydration processes but not signi�cantly.

Main dehydration occurs at two locations in the slab: at extitc.a., 150 km depth
where dehydration occurs at the phase transition of blueschists to eclogite, and 210
km depth where dehydration of chlorite occurs (Figs. 5.10 and 5.11). The mantle
wedge is hydrated by these dehydration reactions. Hydrated mantle wedge material
is entrained by the downwards �ow above the subducting slab. This can bring
bound water down to the transition zone. Figure 5.10 shows that the horizontal
width of hydrated mantle above the slab decreases with depth. In the wedge, i.e,
above 200 km depth, the mantle can be hydrated up to a distance of 100 km away
from the surface of the slab. As the slab deepens, the distance of hydrated mantle
from the slab surface decreases, from 50 km at extitc.a., 200 km depth to less than
10 km at the slab tip (Fig. 5.10). Including the effects of bound water on viscosity
increases the width of the hydrated mantle, BOC and SHB regions (Fig. 5.12E, G,
H). The difference is however limited as the width of the hydrated regions increases
by c.a., 40 km towards the overriding plate.

Due to in�ow of hydrated oceanic lithosphere during model evolution, the
OHrms of the subducting slab increases as the model evolves (Fig. 5.12J). After
3 Myr, the OHrms of the slab decreases slightly. This represents the onset of
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FIGURE 5.10 � Bound water distribution for subduction models after 5, 7.5 and 10 Myr
for the following free water migration schemes: (A) Elemental water migration scheme I
(velocity vf;y increases from 10 cm yr� 1 just below the lithosphere to 70 cm yr� 1 at the
base of the model where the grid is coarsest); (B) imposed vertical velocity vf;y = 5 cm
yr� 1 (scheme II); (C) imposed vertical velocity vf;y = 10 cm yr� 1 and (D) Darcy velocity
with ef�ciency factor ! = 0 :1 (scheme III). Bound water moves with the solid phase �ow.
Viscosity of all materials changes with water content following the �ow law of Eq. 5.4.
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FIGURE 5.11 � Free water distribution for subduction models after 5, 7.5 and 10 Myr for
the following water migration schemes: (A) Elemental water migration scheme I (velocity
vf;y varies between 10 and 70 cm yr� 1); (B) Imposed vertical water migration scheme II
with vf;y = 5 cm yr� 1; (C) Imposed vertical water migration scheme II withvf;y = 10 cm
yr� 1, and (D) Darcy water migration scheme III with ef�ciency factor ! = 0 :1. Viscosity
of all materials changes with water content following �ow law of Eq. 5.4.
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FIGURE 5.12 � Evolution of: (A) depth of the topmost particle of hydrated mantle; (B)
depth of the lowermost particle of hydrated mantle; (C) depth of the lowermost particle of
hydrated BOC; (D) depth of the lowermost particle of hydrated SHB for the subduction
models; (E) horizontal coordinate of the leftmost particle of hydrated mantle; (F) horizontal
coordinate of the rightmost particle of hydrated mantle; (G) horizontal coordinate of the
leftmost particle of hydrated BOC; (H) horizontal coordinate of the leftmost particle of
hydrated SHB. (I) mantle OHrms; and (J) slab OHrms; �visc� indicates models that have
a decrease in viscosity with increasing water content.
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dehydration and is synchronous to the increase in OHrms of the mantle (Fig. 5.12I).
The numerical water migration schemes cause small differences in the distribution
of bound water in the mantle. The differences in mantle OHrms between the three
water migration schemes is small initially, but increases to extitc.a., 1 � 10� 5

after 6 Myr and then remains constant (Fig. 5.12I). The difference corresponds to
variations in the lateral distribution of hydrated mantle material (Figs. 5.10 and
5.12). Including the effects of water on the viscosity does not change the OHrms
of the slab (Fig. 5.12J), but increases the OHrms of hydrated mantle (Fig. 5.12I).
The effects on the distribution of free water are more substantial (Fig. 5.11). The
distribution of free water for the elemental and Darcy schemes is similar, but the
free water domain is somewhat broader, with extitc.a., 40 km (Fig. 5.11) in the
Darcy models. This is caused by the horizontal component of the mantle �ow
that is added to the free water velocity. Larger variations occur in the free water
distribution for scheme II and can result in locally large quantities of free water of
up to 4 wt % H2O (Fig. 5.11). However, in our models, free water has no effect on
rheology and therefore no in�uence on the dynamics of the system.

131



FIGURE 5.13 � Viscosity �eld for models that follow the Darcy free water migration
scheme III with ef�ciency factor ! = 0 :1 after 7.5 Myr for: (A) viscosity not dependent
on water content, and (B) viscosity decrease with water content.
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FIGURE 5.14 � Bound water distribution for subduction models using Darcy free water
migration scheme III (with ef�ciency factor ! = 0 :1) at 5, 7.5 and 10 Myr. (A) Water
content does not change viscosity; (B) water content decreases the viscosity (following
�ow law Eq. 5.4).
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FIGURE 5.15 � Free water distribution for subduction models using the Darcy water
migration scheme (with ! = 0 :1) at 5, 7.5 and 10 Myr. (A) Water content does not change
viscosity; (B) water content decreases the viscosity (following �ow law Eq. 5.4).
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Introducing the effect of water content on viscosity does not have a strong
impact on the large scale mechanical evolution of the model. This is because the
evolution of the subducting slab is controlled by its stiffness. Due to the relatively
little amount of water present in the slab (which is initially hydrated up to 16 km
depth), dehydration processes will not greatly affect evolution of the already stiff
slab. We do �nd that water weakening of viscosity increases �ow in the mantle
wedge and slightly reduces the curvature of the slab (Figs. 5.14 and 5.15). Corner
�ow is more pronounced in the models that have water-dependent viscosity as
a large part of the mantle above the slab is hydrated and thus weakened, promoting
stronger mantle �ow.

5.4.3 Subduction model discussion
Our models show a similar slab dehydration evolution as R¤upke et al. (2004), Arcay
et al. (2005) and Cagnioncle et al. (2007). This is because a similar method for
determining the locations of dehydration reactions are used in these experiments.
The depths at which dehydration reactions occur are slightly different between
these studies because of differences in the thermal structure of the slab in the
models.

We �nd that the overall dynamics of our subduction model is not strongly
in�uenced by the viscosity decrease of mantle materials due to increase in water
content. We suggest that this may be caused by the subducting slab being fairly stiff.
Our slab is largely dry and the �ow law of Hirth and Kohlstedt (2003) results in an
average viscosity of extitc.a., 5 � 1023 Pa s which is up to 5 orders of magnitude
above the viscosity of the mantle. The evolution of this strong slab is not greatly
in�uenced by a further viscosity increase caused by dehydration processes. Our
models do show an increase in the corner �ow (Fig. 5.14) but not on the same scale
as that observed in the models of Arcay et al. (2005). The slab in the models of
Arcay et al. (2005) dips at a shallower angle, which could focus corner �ow and
cause a larger effect of water on the �ow �eld.
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FIGURE 5.16 � Viscosity �elds in the mantle wedge for subduction models calculated
using the imposed free water migration scheme II with vf;y = 5 cm yr� 1. A) Only
the effects of bound water are taken into account in the viscosity calculations (using a
maximum cut-off for COH of 0.4 wt % in Eq. 5.4). This is the same model as Fig. 5.10B. B)
The effects of both bound and free water are taken into account in the viscosity calculations
(using a maximum cut-off for COH of 1 wt % in Eq. 5.4).

The numerical implementation of water migration has a signi�cant effect on
the distribution of free water in the mantle wedge (Fig. 5.11). In our models, this
effect is not visible in the overall evolution of the model because free water does
not affect the rheology of the mantle materials. However, the distribution of free
water in the mantle wedge could in�uence the dynamics of subduction by changing
the pore pressure, thereby changing the stress, and the viscosity. Similarly, the
pore pressure effect of free water could reduce the plastic yield stress, thereby
reducing effective viscosities in the slab and brittle parts of the mantle wedge.
During �uid �ow, compaction and dilation of the solid matrix may occur, related
to pore pressure effects. This could locally change the pressure �eld and thus in
return effect water migration paths, changing the hydration patterns in the solid
matrix. To obtain a �rst order assessment of the potential impact of free water on
the rheology of our models, we calculated a scheme II water migration model with
vf;y = 5 cm yr� 1 in which the free water content was added to the bound water
content in the calculation of the creep viscosity (Eq. 5.4). As bound water in the
model can locally already reach values of 2-3 wt % (Fig. 5.11), we increased the
maximum value that is allowed for COH in the viscosity calculation from 0.4 wt %
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to 1 wt %. In the initial stages of subduction, where only small amounts of free
water are present, the difference in viscosity between the bound water viscosity
model and the bound and free water viscosity model is small. However, as the
model evolves and the amount of free water increases, the viscosity �eld changes
(Fig. 5.16). Low viscosity values are localised in the mantle wedge. The amount
of hydrated mantle material that reaches the bottom of the model domain is greatly
reduced. This is because mantle �ow is localized higher up in the mantle wedge.
We emphasize that this model is a preliminary result, as the effect of free water (as
opposed to bound water) on creep �ow laws is not established.

In our simpli�ed models of water migration we did not include melts. Melts
are sinks that are thought to absorb most of the excess free water. This would
then decrease the potential effects of free water on pore pressures. However, the
resulting melt would build up pore pressure instead of a pore pressure increase that
would have been caused by the now dissolved free water. Therefore, a potential
weakening effect of free water on viscosity could remain. Water also decreases
the temperature at which melting can occur, encouraging melting, and because
melts have a low viscosity this could impact subduction dynamics. A logical next
step would therefore be to include the effects of melts in our models of subduction
with (de)hydration processes. Including a decrease of viscosity with water content
in the models in�uences the bound water distribution in the mantle close to the
surface of the subducting slab (Fig. 5.14). Due to the limited water absorption
capabilities of the mantle and the weak mantle wedge, the �ow in the mantle wedge
is increased causing a further increase in the area over which the mantle is hydrated
and weak. This suggests that subduction and mantle wedge studies that investigate
(de)hydration processes should preferably include the dynamic effects of water on
viscosity and thus mantle �ow during model evolution.

We assumed that the mantle material in our models can contain up to 0.2 wt %
water at upper mantle pressures and temperatures (Bercovici and Karato, 2003).
We �nd that hydrated mantle material up to 0.2 wt % is entrained by the �ow
caused by the subducting slab down to the bottom of the model domain (Figs. 5.10
and 5.13). This therefore supports the initial assumptions used in the studies of slab
dehydration at the transition zone (i.e., between 670 and 410 km) of Richard et al.
(2006, 2007). It also agrees with experimentally determined phase diagrams that
suggest water could be present in the transition zone or deeper (Ohtani et al., 2004;
Komabayashi et al., 2005). The amount of water reaching the transition zone could
be greatly increased by including other chemical reactions in the mantle wedge,
such as serpentinization (Iwamori, 1998).

We show that including the weakening effect of bound water on viscosity
increases the amount of water brought down to the bottom of the model domain
(Fig. 5.14). This is because the viscosity reduction causes a stronger corner �ow
that entrains more hydrated mantle material in the downward �ow above the
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subdcuting slab.

5.5 Conclusions
We have used a linear viscous model of a wet cylinder sinking in a dry mantle
and a thermo-mechanical subduction model to investigate the effects of the nu-
merical implementation of basic schemes of free water migration. We �nd that
(de)hydration in�uences our models, but that the exact manner of water migration
is not that important. We suggest that studies of especially large-scale subduction
dynamics may use a simple implementation of free water migration to capture the
�rst order effects of (de)hydration, as for example an imposed velocity or simple
Darcy �ow water migration scheme. Elemental water migration (simply moving
free water up one element per time step) can be used as long as grid resolution is
constant and it is realised that grid size determines the water migration velocity.

We �nd that the different water migration schemes in�uence the distribution of
free water in subduction models. Elemental water migration results in a localised
distribution of free water, while an imposed water migration velocity and Darcy
�ow result in a broader distribution of free water in the mantle wedge. This effect
is caused by the free water being moved by the mantle �ow in the latter migration
schemes. Free water could effect pore pressure and thus material strength, but
melting could decrease the amount of free water and the effect of free water on
a subduction system therefore requires future study.

Including the effects of bound water content on viscosity does not strongly
impact the overall evolution of the subducting slab as it is controlled by the slab
stiffness. We do �nd that the decrease in mantle viscosity with increasing water
content as slab dehydration continues, causes a more vigorous corner �ow. If
we assume that the upper mantle contains an average of 0.2 wt % water, this
allows saturated hydrated mantle material to be transported down to the base of the
upper mantle, supporting previous assumptions of hydrated material residing in
the mantle transition zone.
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Chapter 6

Discussion

As illustrated by the models in this thesis, a large number of assumptions are
necessary when building a numerical model of subduction. These include numer-
ical, geophysical and geometrical approximations that can potentially affect the
dynamics of the model through time. A model setup will therefore need to be tuned
to the aim of the study.

Even though subduction has been widely studied, subduction initiation is still
poorly understood (Regenauer-Lieb et al., 2001; Nikolaeva et al., 2010). Because of
this, the initiation phase of subduction is often bypassed in subduction models. The
initial geometry of the subduction model will instead include either a heterogeneity
at the interplate contact (e.g., a weak seed) coupled to a kinematic driving force
and/or a pre-existing portion of subducted slab. The latter can be coupled to a
kinematic driving force or evolve dynamically. In this thesis, subduction was
started at a weak seed, with or without a pre-existing short slab. However, the
initial geometry of the subduction model may in�uence the geometry of the slab
and control, among others, slab dip (Buiter and Ellis, 2011).

In order to allow high resolution and reasonable calculation times, the spatial
size of the study area is often reduced. This then requires the use of boundary con-
ditions. Kinematic and thermal boundary conditions approximate the mechanical
and physical properties of the area outside the model domain. In chapter 3, it was
shown that boundary conditions can in�uence model evolution and determine the
�nal geometry of the subducted slab. We found that the location of the material
in�ow can control the subduction style. If the subducted slab is pushed into the
model domain, the model will evolve through trench advance, and the slab will fold
on the bottom boundary, forming a sideways U-shape. If instead the overriding
lithosphere moves into the model domain, the slab will experience trench retreat
and lie on the bottom boundary, forming an S-shape. If material in�ow is sym-
metric, the slab subducts vertically and, assuming that the model includes a lower
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mantle, could penetrate into the lower mantle. In chapter 3, the kinematic boundary
conditions were de�ned on the lateral boundaries. It is, however, also possible to
drive subduction kinematically by using a surface boundary condition (Manea and
Gurnis, 2007) or an internal kinematic boundary condition (van Keken et al., 2008;
Ghazian and Buiter, 2013). Alternatively, a pre-existing portion of subducted slab
could generate enough slab pull to drive subduction dynamically (Enns et al., 2005;
Schmeling et al., 2008; Kaus et al., 2010; Quinquis et al., 2011). Also for these
models boundary conditions are important, such as whether the slab is laterally
�xed to, or free from the vertical side boundary. A slab that is �xed at the vertical
side will experience slab retreat and form an S-shape slab in the mantle, while a
free slab will form a sideways U-shape (Enns et al., 2005; Stegman et al., 2010).
Not all possible kinematic boundary conditions were tested in this thesis, nor did
we investigate thermal boundary conditions. Future models could compare the
effects of surface-driven, side-driven or gravitationally-driven subduction, domain
size, mantle in- and out�ow on upper-mantle size models.

The rheology of the subducting slab and surrounding mantle is one of out-
standing challenges in numerical models of a subduction zone. In broad terms, the
subduction system is composed of viscous, brittle and elastic rheologies. Different
studies use different approximations for the rheological components and for their
parameter values.

The rheological variations depend on the time scale of interest for the study,
the tectonic setting, and the variations in laboratory measurements of rock strength.
The models in this thesis did not include elasticity, as the Maxwell relaxation time
of our experiments is on the order of 10 to 100 years and therefore much smaller
than our observation time-scale of 20 Myrs.

The implementation of brittle behaviour may also in�uence the dynamics of a
numerical subduction zone. A von Mises yield criterion results in the same brittle
strength with depth, whereas a Drucker-Prager yield criterion is depth-dependent
and will increase the strength of the slab at depth while keeping the top part of the
lithosphere weak. This helps to localise deformation at the interplate boundary
and facilitate subduction. Brittle behaviour can also include strain weakening and
hardening. Strain weakening will reduce the strength of the material once it has
yielded and helps to localise deformation, while strain hardening will increase the
strength of the material once it has yielded, dispersing deformation. In this thesis
(chapters 4 and 5) strain weakening was used in order to help localise deformation
at the interplate boundary. Shear heating was not included in our models. However,
it can in�uence the rheology of a subduction zone by locally increasing temperature,
and reducing viscosity. This could also have an effect on the chemical evolution of
the model.

In chapter 4 we showed that it is sometimes possible to reproduce the evolution
of a model with a non-newtonian visco-plastic rheology by a model with only
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linear viscous rheologies, or simpli�ed brittle criterions and creep mechanisms.
However, this requires testing in order to �nd values that reproduce the dynamics of
depth-dependent rheologies. The models in this thesis did not include Peierls creep.
This creep mechanism is a stress limiting yield viscosity and could reduce the
strength of the subducting lithosphere in our models at depth and thereby change
the geometry of the slab (Kameyama et al., 1999; �C·��zkov·a et al., 2002; Gorczyk
et al., 2007b).

Subduction zones are heterogeneous structures (Poli and Schmidt, 2002). In
this thesis a simpli�ed three-layered petrological model of the subducting plate
was used. While this is an improvement over many existing models, we did not
test the effects of the chemical composition of the mantle on the temperature
pro�le and the viscosity of the mantle. The exothermic phase transition at 410 km
and the endothermic phase transition at 670 km depth were not included into our
models. These phase changes can in�uence the geometry of the slab at depth and
facilitate the penetration of the slab into the lower mantle ( �C·��zkov·a et al., 2002).
Slab and mantle rheologies are also affected by other parameters than pressure or
temperature. These include grain size reduction (Warren and Hirth, 2006), water
content (Billen and Hirth, 2007) and melt content. The presence of �uids, both
H2O and CO2, in a subduction zone in�uences the dynamics of subduction as they
lower the strength of the material (R¤upke et al., 2004; Connolly, 2005; Arcay et al.,
2006; Cagnioncle et al., 2007; Iwamori, 2007b; Faccenda et al., 2012). In chapter 5
we focussed on the effects of water, ignoring the in�uence of melts and carbonates
in order to keep the models as simple as possible. In existing models, the method
used to numerically approximate the mechanism of free water migration is not
unique (Arcay et al., 2006; Cagnioncle et al., 2007; Faccenda et al., 2012; Gorczyk
et al., 2007a; R¤upke et al., 2004). We tested different methods of implementing the
migration of free water and showed that the migration mechanism will not in�u-
ence the spatial distribution of bound water to a large degree but can in�uence the
spatial distribution of free water. Free water and melts will in�uence the rheology
of the subduction system (Hirth and Kohlstedt, 1996) and these could be avenues
to investigate in future models.

We hope that the series of numerical model setups of subduction zones in
this thesis can be used by other numerical modellers to start their investigation of
subduction dynamics.
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Chapter 7

Conclusions

Numerical modelling of subduction is a process in continuous development. The
better the dynamics and physics of the subduction system are understood, the more
parameters will be introduced into models. This is made feasible by the continuous
increase in computer capabilities that provides the possibility to use complex and
detailed rheologies and increase the number of parameters and resolution of the
models. The models in the thesis were run in 2-D. This provides reasonable infor-
mation on the dynamics of a subduction system in two spatial directions. However,
in order to study the mechanisms of subduction laterally along-strike of geological
structure, 3-D models are necessary. The models in this thesis have shown how
modelling assumptions can propagate into model evolution. Speci�cally, the roles
of boundary conditions, rheology, and free water migration were investigated.

In chapter 3 of this thesis, we showed how assumptions made in the initial
steps of building a numerical model of subduction can affect the geometry and
dynamics of the system in later model stages. Kinematic boundary conditions
may determine whether the trench advances or retreats and whether the slab lies
forward on the bottom of the model domain or folds on itself. In chapter 3 we
also demonstrated that the free surface top boundary condition of a 2-D model can
be approximated by a free-slip boundary if this is combined with a weak crustal
layer. The weak layer allows the subducting slab to decouple from the free-slip
surface boundary and subduct. A free-slip boundary condition is numerically easier
to implement as it does not require remeshing for Eulerian methods nor the use
of stabilizing algorithms to suppress numerical instabilities at density interfaces.
However, free-slip surfaces do not allow the development of topography and the
weak crust can over-lubricate the interplate contact.

In chapter 4 the in�uence of the rheology of the subduction system was in-
vestigated. We showed that simple, linear viscous rheologies give results within
10% error of each other regardless of the numerical method or software used.
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Increasing the complexity of the model rheologies, increases the variability in the
results. We �nd that it can be dif�cult to simplify a model setup by averaging
rheological parameters over large domains, such as the pressure-dependent parts
of viscous or brittle material behaviour. Approximating a depth-dependent brittle
behaviour with a constant yield criterion requires unrealistically high values for
the von Mises yield criterion in order to reproduce the dynamics of a model using
the Drucker-Prager yield criterion.

The effects of free water migration schemes on water distribution and sub-
duction dynamics were studied in chapter 5. We �nd that for equidistant grids,
water migration could in many cases be simpli�ed to a basic vertical element-wise
migration and produce similar results as more complex Darcy-type �ow. The
spatial distribution of bound water is not greatly affected by the water migration
scheme, but the free water distribution does differ. However, the effect of free
water on rheology is little understood at mantle depths. Future work could focus
on the effects of free water on the rheology of the upper mantle and investigate the
combined roles of bound and free water on subduction zone dynamics.

In this thesis, we have attempted to provide the numerical modelling community
with a series of detailed model setups, that consist of datasets and geometries.
These can be used as a starting point for future subduction models, or to test the
behaviour of numerical codes. Future models could, for example, explore aspects
of subduction, such as, the inclusion of phase changes, shear heating, melts, and
the effects of free water on mantle rheology.
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