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Introduction

The bimetallic systems play a crucial role in a number of important areas, including
catalysis, magnetoptical films, microelectronics fabrication, electrochemistry, corrosion
passivation, structural materials. The bimetakiystems are often prepared bgpour
deposition of one metal onto a clean polycrystalline surface of the second pure metal in
ultra-high vacuum (UHV). The interactions which occur at bimetallic interfaces are of both
scientific and technological interest

The thesis involves two parts concerning the investigation of the initial stages of the
interdiffusion between a rhodium overlayer and aluminum substrate by means of Elastic
Peak Electron Spectroscopy (EPES) and the reactive diffusion in Al/Au bimetgdliem
applying Angle Resolved Xay Photoelectron Spectroscopy (ARXPS) method.

In order to get better understanding of theerdiffusion process in the bimetallic
couples the concentration profile through an interaction zone is very desirable. The EPES
and ARXPS are nedestructive and convenient methods to analyze tlkejoth distribution
of the constituents provided that proper theoretical models of the involved processes are
available. The description of the algorithms and modelstter concentratia profile
calculations is provided in Chapter 4 (part 1) and Chapg(gart Il) of the thesis.

The surface sensitivity of EPES is dete
the inelastic mean free path (IMFP) of electrons. The theoretical comsite of the
electron transport at solid surfaces is covered in Chapter 2 (part I).

Chapter 3 (part 1) is dedicated to the description of thetspeeter. In order to
interpret the obtained results, experience with the equipment and the experimental
proedureshavebeen gained. A great deal of the experimental work involved mounting the
spectrometer along with its tuning and adjustment, much time pess en the testing of the
new retarding field malyzer (RFA).

Chapter 4.2(part I) presentsprocedure sed for Rh/Al samples preparation and
describes the experiments performed.

The MonteCarlo simulationswere used to calculate profiles applying the
experimental elastic peak (EP) intensities. The novelth®€&laborated method consists in
the threemediaapproach of the analyzed ssbrface region (Chapter 4.3 of part 1).

Chapter 1 (part Il) deals with the physical properties of the investigatgtlAl

intermetallics, together with their application in the microelectronics industry.
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Corelevel binding enagy shifts reflected in the photoelectron spectra provide
information concerning the surface composition of the intermetallic compounds. In this way,
the alloy phases formed at bimetallic interfaces can be identified. A brief description of the
principles & X-ray photoelectron spectroscopy is given in Chapter 2.1 (part Il).

In the ARXPS case, the surface sensitivity is varied by changing the detection angle
(takeoff angle with respect to the surface normal) of the photoelectrons. At a higher
detection ang, the signal from species located in the external part of the surface is
enhanced. The sign@d-noise problemassociated with the ARXPS data svaolved
employing regularization techniques such as Tikhonov regulemizaand the Ecurve
criterion wa usedo optimize the value of the regularization paeter (Chapter 2.2 of part
I1).

A theoretical overview of the thermodynamic and kinetic factors governing the
reactions proceeding at the bimetallic interfaces is presented in Chapters 2.3 and 2.4 (part II).

Experimental procedures used for #héAu samples preparation, the results of the

experiments, calculations and their detailed analysis are subject of Chapter 3 and Chapter 4
(part II).

St atement of aut hordos contributi on

My personal contribution to my skertation consisted mainly of the following items:
1) installation and testing of the new retarding field analyzer (RFA);
2) constructing of Al evaporator;
3) performance of EPES and ARXPS experiments;
4) processing of the experimental data;
5) Al in-depht profiles calculation applying Tikhonov regularization;
6) modeling of the reactive diffusion of Al atoms into Au substrate using ARXPS
measurements;
The model elaboration of the electron transport in three different media and Rh in

depth profiles calcuteon were carried out by Dr. L. Zommer.



|. Electron transport at surface region of solids studied by elastic

peak electron spectroscopy (EPES)

1. Introduction

When a monochromatic electron beam impinges the surface of a solid, the incident
electrons unérgo sequence of interactions with atoms pad of electronss emitted from
the target. The emitted electrowsich have the same energy as the incident electrames
elastically reflected electrons.

The elastically reflected electrons play an importesie in many experimental
techniqueslow-energy electron diffraction (LEED), disappearapotential spectroscopy
(DAPS), highenergy appearangeotential spectroscopy (HEAPH).

The experimental method involving quantitative estimation of the elgsak
intensity is known as the elastic peak electron spectroscopy (EPES). The acronym EPES was
originally proposed by Gergely for determination of the elastic backscattering probability
[2]. The elastic backscattering can be quantitatively described @nthdar distribution of
reflected electrons and by probability of elastic reflection (reflection coefficient).

Growing interest in elastic peak electron spectroscopy (EPES) is observed in recent
years due to its nedestructiverelative analytical applicaons and high surface sensitivity.

An extensive discussion of possibilities of this analytical technique is presentgd An|
important application of EPES is the determination of the inelastic mean free path (IMFP) of
electrons in solids4k6]. The IMFP is a fundamental quantity in the electron spectroscopy
which characterizes the surface sensitivity. Evaluation of IMFP is based on the comparison
of the measured elastic backscattering intensity with calculated intensities found by the
Monte Carlo (MC)simulation of electron trajectories in the solid. EPES has also been used
for studies of systems consisting of an overlayer deposited on a substrate [7, 8], hydrogen
detection on the surface [9], surface composition of alloys [10], examining growth nfodes o
ultrathin gold films deposited on nickel [11] or on Al and alumina [12], studies of surfaces
with overlayers [13, 14]. It has been shown that there is good accordance between
experimentally obtained parameters describing elastic backscattering andtidaeore
predictions [1224]. However, few MC simulations have been applied for evaluating the

elastic reflection intensity for complex systems. In the case of significant diffusion of the



overlayer matter into the substrate there are large difficultiesvielaj@ng a realistic theory,

although such attempts have been made in the past [25].



2. Electron transport in solids for quantitative surface analysis
2.1. Interaction of low energy electrons with matter

Electrons of a given engy E, impinging on a target are decelerated and scattered
inside the material. They deliver their energy to other electrons and to the lattice. Different
groups of electron originating from different interactions can be revealed in the measured

energy digtibution that is shown schematically in Fig.2.1.1.

1(E) [au)
le(Ep)
80
60 L.
=
40 -
20 i |
ELp
p
0 - .
=0 E eV

Fig.2.1.1.Distribution of secondary and backscattered electrons as a function of their energy
for Cu sample3].

Thesecal | ed oOo0true secondary el egyrangerasdo ar
are created as a consequence of inelastic collisions between primary electrons and electrons
bound in the targef relatively small fraction of electron energy is transferred in a collision
event, so a primary electron can create severalngacy electrons which form the broad

low-ener gy peak. The yield and energy distri



strongly affected by the state of the surface but interpretation of this dependence is very
problematic 26].

The medium energy isharacterized by relatively smooth background on which
small peaks are superimposed. The background (from ~ 50 &) tmvolves multiply
scattered electrons, which suffered various combinations of inelastic interactions and return
to the vacuum without arying any characteristic information about the solid (back
diffusion). The peaks are formed either by the emission of Auger electrons or by the primary
electrons which undergo characteristic energy losses due to electronic excitations in the
solid.

The Auger peaks have fixed energy positions irrespectiveéhefenergy of the
primary electronsSince the energies of Auger electrons lay mostly at some hundreds of eV,
AES method is surface sensitive. Therefore, it is often used for checking the surface
cleariness of the sample.

In contrast to Auger electrons, peaks corresponding to energy losses have a constant
energy shift with respect to the primary energy. Energy losses of electrons may be divided
into the following categories: excitation of core elec&amneelectron excitation of valence
electrons (20eV), collective excitations of valence electrenglasmon losses {30eV),
phonon losses, extended loss fine structure, recoil e#6¢cPY].

The primary electrons may also suffer loss of energy hgitation of surface
vibrations. By using special techniques for monochromatizing the primary electrons and an
analyzer of higkenergy resolution, this effect can be used to study of surface vibrations
(high resolution electron energy loss spectroscopy HFELE

A small fraction of the secondary electrons (typically of the order of less than a few
percent) is emitted from the sample without energy loss. These electrons asedtteted
elastically. The elastic peak is the narrow maximum in the distribatiove at the energy
equal to the primary one. For single crystals, the elastically scattered elecnomserfere
and as a resuform diffraction pattern (LEED, HEED techniques).

2.2. Elastic peak

The elastic peak represents the elastically backsedtiectrons, detected by the
spectrometer within its angular acceptance window. The fundamental parameter of the
elastic peak ighe FWHM (full width at half maximum). There are two principal factors



which determine the FWHM: the instrumental characiessind a broadening of the elastic
peak due to lovenergy electron losse3]|[

The main instrumental factor that determines the width of the elastic peak is energy
spanLE of the primary electrons. In fact, the primary electrons are not monoenerget@ due
the energy distribution of the electrons from electron gun. This distribution is determined by
the cathode temperature and by the electron optical system of the gun. The energy range of
the primary electrons can be substantially narrowed (to severa) mmeVWsing a tunnel
cathode and an electron monochromator (HREELS technique).

The FWHM of the elastic peak is also strongly affected by the energy resolution of
an electron energy analyzer, its choice however is a compromise with the intensity
requirements

The distortion of the elastic peak can be also caused by an incorrect geometrical
setting of the spectrometer. In case of the retarding field analyzer RFA, electron trajectories
can be deflected from radial ones if a sample is out of the focus or dueinfluence of
outer electric or magnietfields on electron travel [28

The broadening of the elastic peak can be also caused by thenérgy losses of
backscattered electrons such aseanitation of surface vibrations, phon losses, recoil
effect.

Energy losses due to surface oscillations enclose excitations of vibrations in adsorbed
molecules or atoms, surface oscillations of the weakly bound solid state electrons (surface
excitations), surface phonons.

Primary electrons can generate collectiverations of atom§ phonon excitation.

The typical energy loss of the primary electron is about 0.8V
Primary electrons can suffer inelastic scattering in eleatom collisionsi recoil

effect. Lowenergy electron loss produced on a free atonvendoy expression
DE,, = 4(m/M )Esin?(g/2) (2.21)

wherem is the mass of the electron aktis the mass of the atom. It is seen that the recoil

broadening is considerable for elements and compounds with low atomic nujber [3
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2.3. Surface exc¢ations

Surface excitations take place within the solid/vacuum interface and decay drastically
at both sides of the selvagehélthickness of the surface scattering layer is of the order of the
mean distance between arbitrary elastic collisions and isfisagnly smaller than the
average distance between laagggle deflections. This implies that the shape of the
el ectronds path in the surface3lscattering

Surface excitations are a particular typeostillations of he weakly bound solid
state electronswhich have no component of momentum normal to the surface. The modes
of surface collective oscillations can be excited both the incident and outgoing electrons. The
surface excitations are characterized bycalted sirface excitation parameter (SEP). The
SEP is equal to the average number of surface excitations produced by an electron when it
crosses the surfaamce. Since the probability afiultiple surface excitations is governed by
the Poisson stochastic proceasowledge of the SEP allows evaluating the probabilftg
certain number of surface excitations in a single surface crossing in a straightforward way.
Oswald derived a simple expression for the total surface excitation paranZtémj3free
electron naterials and for an electron crossing the surface at an gvgkh respect to the

surface normal, the SEP is:

1

P =
(@) a./Ecosg +1

A (2.3.1)
whereE is the energy of the probing electrans a material parameter.

The surface excitations are s#ived predominantly in semiconductors and some
metals sensitive to surface contamination. So the amplitude of the surfatatiossikcan be

used to monitor theurface cleanliness.
2 4. Elastic scattering of electrons in solid, cross section

To describehe electron backscattering, two processes that characterize interaction of
incident electrons with the solid have to be considered: the elastic collisions with the ions
and inelastic collisions with the loosely bound electrons of the te8gket [

The sinple approach of the elastic electron events is an electron scattering by single
isolated atom$ the Rutherford scattering (Fig42l).

11



Incident beam

Thin specimen

Unscattered

electrons
Scattered

electrons

dw

Fig.2.4.1. Electron scattering by single isolated atorfalectrons are scattered through an

angledi nt o a solid angle q.

The important parameter that characterizes scattering procefisesdattering cross
sectionll which determines the number of particles that undergo a scattering event when a
beam is incident upon a target. The scattering esesson has the dimension of an area
(1barn = 1G%m?). But it is not a real area with a welefined boundary, and in particular, it
may not bear any close relationship with the physical size of the scattering centres in the
target. The crossection is aepresentation of a probability of a scattering process.

However, the total elastic cross section doesn't provide any information regarding the
direction of the scattered particles. For that purpose it is introduced a differential elastic
cross sectionthe probability that a particle is scattered in a particular direction.

The differential elastic cross section is given by Rutherford equijon
ZZ

(cmzsr'l) (2.41)

ds /dw=4,97310% .
Q
0]

E? n4ae€
(;2

whereE is expressed in ke\ is the scattering angle. Thhelevantangle relation is given by

simple expression (see Fig.2A%
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dw=2p gdg (24.2)

But the Rutherford scattering is based entirely on a classical analysis of the scattering
problem- no quantum effects are included.

In a quantum mechanicdescription, the incident electron can be represented as the
plane wave which interacts with the Coulomb field of nucl@&dk [The wave function of the
elastically scattered electron at any site the solidis a superposition of the incoming plane

andthe outgoing spherical waves

y =e¥+1(q) expr(ikr) (2.43)

wheref ( islthe scattering amplitude,is theradial dstance from the atomic nucleusis

the incident electron wavenumb: E = >?k?/2m) [35].

In this case the differeiall elastic crossection ?jf/\j is the absolute square of the

scattering amplitude

ds, 2

=|f 24.4
o @)=1t@) (24.4)

The incident plane wave is expressed in Cartesiaordinates, whilst the spherical
scattered wave is describadgpherical polar ones. The latter@alinate system is far more
natural for a scattering problem, so it is convenient to expand the incident plane wave in
terms of spherical partial waves of different angular momekrnita this case the scattering

ampliudef ( adn)be expressed by series of Legendre polynofijgesd )

f(g)= 21a (21 +1)(e? - 1)R (cosg) (24.5)

ik 2o

wherel, are the phase shifts of the scattered wave. The phase shifts can be calculated by

solving Schr°dinge390s or Diracbés equations

13



The total elastic scattering cross section can be obtained by integration over
scattering angle. By using the property of the orthogonality of the Legendre polynomials we
get the following expression

s, = Zp?"{ds/d\/\/)sinq dg = Zp%if (q)|zsinq dq=i—p§ (2 +1)sin’q (2.4.6)
0 0 0

Generally, the total elastic @ss section decreases with energy of electrons and
increases with atomic number of target material.

Analytical expressio approximating the relativistic DiraldartreeFockSlater
(DHFS) potential 36] and the Thoma&sermiDirac (TFD) potential 37] for free atoms
appling the relativistic partial wave expansion method (PWEMg frequently usedto
compute the elastic scattering cross sections. Details of the PWEM algorithm have been
published in Refd5, 38. Despite the fact that these interaction poté&tmay differ from
the potential inside the solid, performance of the theoretical models used for calculating the
elastic scattering intensity is rather go88|[ The scattering potentia¥(r), for an atom with
atomic numbet is usually assumed toavespherical symmetryandis expressed in terms

of the screening functioffr)

zZ¢e

r

V(r)=- f(r) (24.7)

The screening function has the form

f(r)=a p expl- g 6) (2.4.8)

i=1

wherethe fitting parameterg; and g are functions ofZ and ae expressediifferently for
potentials TFD[37] and DHFS B6]. For both potentials thearametep; shouldsatisfy the

additionalcondition

3'531 p =1 (2.4.9)

i=1

14



An important value that characterizes #lectrontransportin solid is the average
distance between successietastic collisions - the elastic mean free path (EMFP).
Assuming the Poisson stochastic process for elastic scattering events, the free path length

between successive elastic collisions in a uniform solid is ibescby the distributiofl]

1 as@
f(s,)=-—e = 24.10
(s.) /. Xpé@/g ( )
where/ ¢ is the EMFP equal to
/=1 (24.11)
Ms,

st is the total elastic scattering cross sectionldrid the atomic density.

In many cases it is necessary to determine transfer of the particle momentum in an
elastic process. An additiahquantity is introduced for that purposdransport mean free
path (TRMFP). Transport mean free path characterizes the momentumertr@oag the

initial direction

ASe 0 yaw 24.12)

/71 =N. {1- co
tr ari SQS) dW

4

where ¢gs is the polar scattering angle, i.e. thelenbetween the direction of the incoming
electron and its direction after elastic scattering. The transferred momentum of the electron
along its original direction becomes comparable to the initial momentum inotisee

angle deflection (Fi@.4.2). The TRMFP is the typical distance which a particle travels until

it changes its original direction by 2 p2. Thus the transport mean free path is the

characteristic length for the momentum relaxation process.

15
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|K|(1-cosy)

Fig.2.4.2. Schematic illugation of the elastic scattering process in terms of momentum
transfer B3]. The momentum transfer along the original direction is seen to be proportional
to (1-cosg), wheregs is the polar scattering angle. Because for an elastic priidessk|,

thetransferred momentum becomes comparable to the initial momentum onlym®en/. 2

The total transport cross section can be evaluated in a similar way as the total elastic

cross section
A" 2 : _4p ; -,
Sy = 201}f (q)\ (1- cosg)singdg = k—za (I +1)sin’D, (24.13)
0 0

whereD, =d,,, - d| is the difference between two next phase sh¥T [

2.5. Inelastic scattering

The incomingelectrons suffer inelastic scattering in a solid mainly on electrons of
conduction band or weakly bound electrons in valence BEmel.inelastic meafree path
(IMFP)wasintroducedtod escri be i nel astic scattering e
energy). ThelMFP is the averagealistance measured along the trajectoriegtween

successive inelastic collisions regardless of the value of the energ83pss |

16



Theinelastic mean free pathis inversely proportional to the following expression

/.(E)* = uﬁN(E,T)dT (25.1)

(o]

where W(T,E) is a probability of energy loss per unit path in the solid or the inelastic

scattering cross section,s the energy loss in an individual collisid3g].

The mean energy loss is supposed to be independent of the electron incident energy.

So we get beneficial approximation
T(E))° (T) (2.52)

Hence the equation for the mean energgroklectron aften inelastic collisions has

the very simple form
E,°E,- n<T> (2.5.3)

wherek, is its original energy
The total lengths, which an electron travels aften inelastic collisions, is equal

roughlyto n/,. So we can rewritthe previous equation as follows

EoE - st/ (25.4)
B sy 5.

where(/r> is secalled stopping power or the mean energy loss per unit path length

dT,_ (T)
E(E) = (25.5)

In contrast tahe mean energy loss, the stopping power and inelastic mean free path

are energy dependent. Therefore, the previous equation is vadidrall s<<R, whereR is
so-called linear range, i.e. the distance which the electron travels tumniil iose itsenergy

entirely

17
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It is clear that the probability of electron energy loss rises with increasing of the
particle travel. There are two ways of the electron energy dissipation: absorption and
momentum relaxatiof83].

In the first case, the absorption length of the electron is less than the distance that
electron travels in the solid, so the probability for absorption is high. In this case the
absorption length is given by the inelastic mean free path.

On the other ha if the particle undergoes largagle deflections, the probability of
absorption is high even if the absorption length exceeds the path of its travel in the solid.
Here the characteristic quantity is the momentum relaxation length or the transpofteaean
path. The momentum relaxation is dominant when the characteristic length for momentum
transfer is considerably smaller than the absorption length, the particle will be deflected over
large angles many times before being absorbed. The ratio of theptdisdength to
momentum relaxation length indicates whether the travel of the particle will be rectilinear or
diffusion-like. For small values the travel will be rectilinear, whereas for large values it will
be diffusionlike [33)].

2.6. Surveyof some tleoretical expressions for electron scattering data

There are several theoretical and sempirical approaches for the quantities,
described above.

The TPP2M (TanumaPowellPenn) formula is often used to calculate the inelastic
mean free path [}

/; =EAE;[bIn(E) - C/E+D/E*]} (2.6.1)

whereEy,=28,8N,r IM)*? is the freeelectron plasmon energy (in e\f,is the bulk density
(in g/cnt), Ny is the number of valence electrons per atom or moledilis, the atomic or
molecular weight. The parametdrsg C andD are fitted.

The next empirical relatiafor these values are used

18



b=-0,1+0,944(E,+E,?)? + 0,069 °*

g= 0,191 °°

C =1,970,91U (2.6.2)
D = 53,420,8J

U=Nr /M= E;/829,4

hereEy is the energy gap of the material.
Tougaard recommmels the following expression to evaluate tleeergyloss

probability

T

M ey

(2.6.3)

whereC=1643 eV} [41].
The Bet he#&2scanfbe usedtoldeternjine the stopping power

dl: 20e*NZ
ds

In(L166E/1) (2.6.4)

where the meaminimum excitation energy | =9,76Z + 5887 °*°.

It is easy, from the previous formula, to obtain appropriate expression for the linear

range
R=E?/4pe* NZIn(1.166E/1) (2.6.5)

The transport mean free path can be evaluated from -glagsical gquation

proposed by Tilinin43]

/i =pagN,T(e)

_ £(25/ e)[l- (el(e+ 0,4]))3’2]sin2{(p 12)[2el/(e+0,4D]"?}, €<0,3

1, (2.6.6)
[e“In(1+25e),e>0,3

T(e)

whereag= 0,529 A is the Bohr radiudl, is the number of atoms in unit volume,

e= Eay/Z€ is thereduced energy afnelectron.
19



2.7. Definition of fundamental tems relatedto surface sensitivity

There areanotherterms relating tahe surface sensitivityn addition tothe quantities
described aboveThe American Society for Testing and Materials (ASTM) and the
International Organization for Standardization (IS&ommends the following definitions
[44):

Emission Depth Distribution FunctiorEDDF): for particles or radiation emitted
from a surface in a given direction, the probability that the particle or radiation leaving the
surface in a specified state origied from a specified depth measured normally from the
surface into the material.

Average Emission Function Decay Len@iEFDL). negative reciprocal slope of the
logarithm of a specified exponential approximation to the emission depth distribution
functionover a specified range of depths, as determined by a sthaigliit to the emission
depth distribution function plotted on a logarithmic scale versus depth on a linear scale.

Effective Attenuation Lengt(EAL). the average emission function decay léngt
when the emission depth distribution function is sufficiently close to exponential for a given
application.

Mean Escape DeptfMED): the average depth normal to the surface from which the

specified particles aiadiation escape as defined by

re/ (z,a)dz
D=1 (2.7.1)

rJ'r“f(z,a)dz

wheref(z,a) - the emission depth distribution function for deptlhom the surface into the
material and for direction of emissi@with respect to surface normal.

Information Depth(ID): maximum depth, normal to the specimenfate, from
which useful signal information is obtained.

The information depth can be identified with the specimen thickness from which a

specified percentage of the detected signal originates.
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2.8. Relationships between some fundamental parameters

Seah ad Dench d the compilations of IMFP measurements for elements, inorganic

compounds, organic compounds and gadé [The characteristic energy dependence is

quite universal for a large number of different materials and can be expressed by the curve

givenin Fig.28.1. It is seen that electrons with energies between 50 and 1000 eV ideally

Sui

inelasticmeanfree path represents too crude concept for quantitative amalysi

Fig.2.8.1. Dependence of the inelastic mean free path of electrons in solids on their energy

[46].
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theoretical prediction. The TPBAV equation, described ab®, is one of the most frequently

used formulas to calculate IMFP values in a very wide range of materials and electron

energies.

Experimental determination of the IMFP is rather difficult but can be done applying

elastic peak electron spectroscopic teghai (EPES). The IMFP is evaluated by Monte

Carlo simulations using the experimental elastic peak intensity d@ag.Monte Carlo
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calculations are based on two sets of input parameters. One is the geometry of the analyzer
defined by the angle of incidencépmrimary electrons and by the analyzer acceptance angle.
The second set is the description of the material including its cotgposioichiometry and
density[47], [48].

The MC method is discussed extensively by Powell and Jablo6kkind Dubuset
al. [1]. Incident electron penetrating the solid undergoes a complex scattering process. The
trajectory is divided into linear steps between consecutive elastic collisions. Step length and
scattering angles after each collision are the main features of thaldd@thm and are
described by probability distribution functions.

If the EDDF is exponential, th®IED (a9 is defined as the distance normal to the
surface at which the probability of an electron escaping without significant energy loss due
to inelastic scattering processes drops 10(26,8%) of its original value. The electron
current dl, originating froma layer of thicknesgiz at depthzis described by simple

expression

z gdz (2.8.1)

/. cosa 2

dl”’ exp%
¢

where /. is the inelastic mean free path adds the emission angle (with respect to the

surface normal). For escape depthaewe get

a D @
e = expl- 2.82
P2 | coma 8 xp(- 1) (2.82)
and
D=/, cosa (2.8.3)

As the emission anglel is increased the analysed region becomes more surface
localized and the surface sensitivity is increased (@R.This effect ca be used in the

study (and diagnosis) of a surface segregatdh [
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Fig.2.8.2. Schematic illustration of angular dependence of the N#D

The effects of elastielectron scattering lead to nonexponential dependendteeof
emission depth disbution function.In this case evaluation of theean escape depth
more complicated. The following expression describes NiieD (D) for an isotropic

emission of electrons (%

D =wufc +cosa) (2.84)

wherewis the single scatteringlbedo w= /‘/ ), Uis the emission angle.

i tr

In the equationg denotes the integral

¢ = (w21 w)™ o (mwim (2.85)

0

where m=cosa , H is Chandrasekhar functio®]].

The ChandrasekhaH-function represents the angular distribution of electron

emitters n an isotropic scattering medium. The accuratelmmar integral equation is given
by

H (mw) =1+ (mw2)H (mw)fH (mx)(x+ mdx (2.86)

which can baised for numerical evaluation.
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The Chandrasekhar function can be calculated for values of the first argument
ranging fromzero to unity. TheH function is equal to unity for=0 or n=0 (H(O,
m=H(m0)=1) and increases monotonically with increase of both argunrerasd v ,
attains the maximum value 6f(1,1=2,908. There are several effective approximations of
the H-function The accurate enough, to within a few per cent, expression is givdre by
equation33]

1+

H(mw) = oo - w)

whereh=H(1,1)=1,908 (2.87)

The influence of elastielectron scattering on the MED is conveniently described by
considering the ratiD/D. If the effects of elastic scattering are negligible, this ratio should
be unity p].

The value for the effective attenuation length can be derived from overlayer
experiments, in whicla substrate of one material is covered by an ayerlfilm and the
XPS or AES intensities from the substrdtg énd deposited layef  as a function of film

thickness are monitoredf the effects of elastielectron scattering are neglected, the

attenuation length corresponds to inelastic mearplage We have

f xp% It & for the overlayer signal (2.88)
TR Neosa

) - o

=19]- xp% % for the substrate signal (2.89)
[ c /> cosa

wheret is the overlayer thicknes:a is the electron emission angle with respect to the
surface norral, 1] is the intensity measured for the bulk overlayer matellljis the

intensity measured for theilik substrate material (Fi2.8.3).
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Substrate

Fig.2.8.3. Schematic illustration of the overlayer experiment

After simple transformation we get

(2.8.10)

al, /¢

0]
wheres=1In .
% /|°f+3

If the signals from the overlayer and the substrate are iden/! =/°=/, and

|7 =12 =1), the overlayer thickness is givey
t =/, cosa In[exp(s) +1] (2.8.11)

Hence, the thickness of a deposited layer (using the above equation) can be
calculated, provided the reduction in the substrate signal is known (i.e. if spectra are

acquired before and after deposition of theering film) [44].
2.9. Electron path length and backscattering intensity in complex media

Jablonskiet al.[13] consider the Au/Ni system as a good model of an overlayer with
a sharp interface. In such a case, the distribution of the step lengths i®lalmetein
comparison to onelement systemlf the system consisting of two materiasand b,

separated by a sharp interface, is considered, and electron in neatgraadistanc® from
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the interface is moving toward the interface without chandingction on passing it, then

the distribution of linear step lengths is [13]

f/ exp(- x//,) if 0<x<D

f0=1 /s (29.)
1@PCD) L onxir,) if x>D
fexpcD//,) 1,

where/ 5 and/ are the elastic mean free paths of electron in the naeahiab, respectively.

Thus, if we generate the step lengthin a uniform materiab, the formula for the step
length in the system with the overlayer is

X, if x,<D

D +(x, - D);b if x,>D (292)

a

X =

—> —/—XD:

In frame of our common worlsp] the Jablonski model [13] wasxtenekdto a three
media systema, b and ¢, and obtain a formula for the step length necessary in MC
simulations, the density distribution function of the step lenfjfdx) has to be fond. Let
us consider an electron starting from the p#iimt a mediuma and reaching the poifin a
mediumc as shown in Fig.2.1. Let us denote bip, and D, the distances of the starting

point A to the interfaceab andbc, respectively.
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Fig.2.9.1. The electron trajectory in a solid consisting of three different medmand c.
Fragment of the trajectorythe linear elastic patAB of the lengthx - traverses the meda
b andc. Distances of the path from starting poito the interfacesb andbc areD, andDy,

respectively.

The probabilityP, of an elastic collision in materialis equal to

a ~a l
Po= 1) Twd9ds= )’ - epE s/ )ds=1- exp(-D,//,) (29.3)

whereas in materidd,
P =&f (9ds= e, /7,)d
b — Qa abc(s) S= raa Ca Zexp (- S b) S (294)

where the constart, corresponds to thelasticscattering probability in the medium To
find c,, assume for a while that the medibnextends to infinity, i.eD, - @ in Eqn2.9.4.

Having in mind that in such a caBg+ P, = 1, one obtains

_exp(tD,//,) (2.9.5)
: exp(' Da//b) -

Similarly, the probability of elastic scattering in the medigr®., is
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~ - 1
P = Bb fp(S)dS= Bbcb /—exp(- s//. )ds (2.9.6)

C

where the constam, corresponds to the elasscattering probability in the medaandb.
Remembering thd®, + P, + P. = 1, we obtain

:exp(- D,//,)
exp(- Db//c)

exp(- (D, - D,)//,) (29.7)
Finally, the probability density function for the three media sysfgu(x), looks like

exp-x//,) if 0<x<D,

exp(-x//,) if D, <x<D, (2.9.8)

exp(- (D, - D,)//,)expEx/1,) if x>D,

Now we are in a position to calculate the path length for the three media system. If an
electron starting from the paiA in the mediuma undergoes the next elastic collision in the

mediumc at the poinB (Fig.2.9.1), then the probability that the electron traverses the path
lengthx = ABis a function o

Da ~D ~X
r= ra fapc(s)ds+ rab fanc(s)ds+ Ia fanc(s)ds (29.9)
a b

After integration and sue transformations one arrives to

/ /
“2+D
b/C

~

/

2-D,-2+x-2 (2.9.10)

-/_Ind-r)=D_.-D —a X—2
a( ) a b/b ) /C

S~

But - /_In(1- r) is equal to the path length in a uniform mediumg, if r is a

generated random number (numbeand (%r) have the same uniform distribution). From
the last equation one obtains easily the elastic path lengiithe casevhen the electron

traverses from the mediuanacross the mediuimto the mediunt
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/ /
X= Db +(Xa - Da)f_ (Db - Da)/ic (29.11)

a b
Thus, the simulation of the path length needs, at first, thdestgphx,, generated in
a uniform materiah, andthen one has to follow the rule
1. If Xa< D, then x = X, or else

2. If (Da<Xa<Dp) and D, +(X, - Da);b) <Dy) then x=D, +(x, - Da);b or else

a a

3. If (Da<Xa<Dyp) and D, +(x, - Da);b) >Dy) then

a

X =D, +(x, - Da);°- (D, - Da);c or else

a b

4.1f x2a>Dp) and D, +(x, - Da);b) <Dp) then x=D, +(X, - Da);b or else

a a

5.1f (> Dy) and D, +(x,- D,)/*)>Dy) thenx=D, +(x,- D,) /- (©,- D,)

a a b

We see that if the thickness of one of the thmeslia approaches zero, then

Eqgn.29.11 converges to Egn®2; such convergence concerns also the probability

distribution functions. Of course, similar convergence should be observed for calculated, by

MC method, backscattering intensities when one of the three media thickness approaches

zero.
The contribution to elastically backscattered intensity associated withi-tthe

electron is now calculated from

€0, when electron did not leave the solid
1 s .. o
T a | | | m
DI :Iexpg %—t +% +%£ when electron let the solid (29.12)
1 g (;; ai bi Ci—=
%
where X, , x,, and x., are the total lengths of tfith trajectory travelled in the medéa b

andc, respectively, and,;, /i and/ ¢ are the correspondinlylFPs.
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3. Apparatus

3.1. Analyzing chambeand components

The experimental part of the work was performed on an ultrahégiium UHV
apparatus (Fig.1) designed as an original combined system for basic research in the field of
electron scattering in the surface region of solids by electron spegiyoschniques.

This main chamberecently set up at our laboratois/ characterized by a compact
design which allows to handle the chamber itself very easily and to perfogiu
measurementdn fact the chamber is a stainless steel cylindrical recipé 12 inches in
diameter manufactured by ¥an mounted on the top of a mob#éeelframe which enables
a quick move the whole system as required. A set of varioushiffravacuum tools is

connected to the chamber through its numerous flanges.

8" RFA

sample manipulator

A
I

7/ 234"

_ ;:\/ MASS spect.

4 172"
ion gun

¢
N
| B 234"

magnetic
transfer

234" 412"
two evaporators

Fig.3.1.UHV apparatus.
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The vacuum system is pumped down from the atmosphere by a combioftion
rotary, turbo and titanium ion pumpEhis way it is possible to reduce the pressure tdr0
even 10 Torr (depending on time) at room temaierre.

The ion pump is the backbone of the systemh pumps the main chambefhe
pressure can only be lowered further by baking the system at approximatelg f60a
period of 20- 24 hours. The adequate vacuurage pressure of the orderl@%10™ Torr)
was achieved after careful baking and outgassing of the different filaments to remove the
contamirants adsorbed on their surface.

Samples were introduced into ultrahigh vacuum through the load lock which is
separated from the main chamber by a Ughte valve. After pumpdown of the load lock,
the sample is passed with a magnetically coupled transfer rod into the analyzing chamber to
install it on the sophisticated sample manipulator of the carousel type.

Further transport in the analyzing chambewis the manipulator, which serves to
accurately orient the samples in front of the analyzer, evaporators, ion gun and allow heating
and cooling of the sample$he manipulator is a bellowgpe transporter (inside this is a
stainless steel rod) with acete §, y, z, (i ) degrees of freedom.

The carousel can contain up to 18 samples, a Faraday cup and a quartz crystal. The
samples in the form of metal sheets were attached to cubic sample holders made of oxygen
free Cu covered with a thin film of TiN to prent adhesion to other Cu pari$ie sample
holder is equipped with spring steel clips and notches to reliably fasten the s&hwple.
sample holders, provided with two pairs of vertical holes and gently lifted by metal ribbon
springs, can slide along onaipof needles fastened perpendicularly to the bottom plate of
the carousel. Another pair of needles, attached to the face of the magnetic transfer rod,
serves to overtake the sample holder while the vertical position of the carousel is
appropriately readjsted and to transfer it to the load lock.

When the carousel is placed on the uppermost level, the upper planes of the sample
holders are put in contact with a reservoir of liquid nitrogen, which enables the operator
effectively to cool the samples down ligquid nitrogen temperatures. At one particular
angular position of the carousel, the upper plane of the corresponding sample holder is
placed against a pair of auxiliary filaments for sample heating by electron bombardment. At
the same position, the uppelane of the sample holder comes into a contact with a

thermocouple that measures its temperature. By combining the cooling and heating of the
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sample holders, it is possible to smoothly vary the sample temperature over a very wide
range, namely, from180 to +800°C. The same orientation of the carousel, i.e. angular
position of the sample holder, also serves for ion sputtering of the samples to clean their
surfaces. The working gas of the ion gun was argon, the ion energy raPgke(@ and the

ion curent (G5) PA.

The substrateverlayer systems to be studied by electron spectroscopy techniques
could be preparedn-situ using two evaporators working on different principles: For
deposition of substrates an ordinary one could have been used, butragiarof this work.

(It has a form of a bifilar tungsten wire coil heated from a sublimation pump power supply.
The pitch of the spiral is adjusted that fragments of the material to be evaporated could not
fall through the winding. At a heating current dfoait 40 A, the evaporation rates of some
tens of angstroms per minute can be reached.) For preparing ultrathin overlayers, a special
originally designed evaporator, MEBES (Micro Electron Beam Evaporation So&®je) [
was used. MEBES consists of an axialrevimade of the material to be evaporated
surrounded by a rhenium spiral serving as a thermocathode. A high positive voltage is
supplied to the axial wire with respect to the filament; the shape of the electric field formed
is such that the emitted electsorare forced to impinge on the tip of the wire that
subsequently gets evaporated. By controlling the emission current and the feed of the axial
anode wire, very low evaporation rates can be achieved, and in this way ultrathin overlayers
with reasonable accacy and reproducibility were deposited. Both deposition parameters are
further improved if a manually activated shutter is employed to precisely determine the
beginning and end of the deposition.

The mass thickness of the deposited films was measuretthebyuartz crystal
oscillator method. The control unit Tectra Model MTI is commonly used due to its
superior stability and resolution, which equals to 0.1 A. The evaporation rate was calibrated
by placing the quartz crystal in the beam of the evapagyatiaterial.

Besides the systems described above, the analysing chamber comprised the usual
supplementary parts such as a quadrupole mass spectrometer (Balzers QMG 111B) for leak
testing and to check the composition of residual atmosphere, gas inléibegas dosing

system $ connectedavith the main chamber byariable leak valve.
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3.2. Retarding field analyzer (RFA)

The analyzing chamber was equipped with a large (8 inch) spherical retarding field
electron energy analyzer of the backw LEED type, maufactured by ToePol (Poland) in
co-operation with its partners from Canada (electron gun) and Ukraine (fluorescent screen).
This kind of analyzer makes it in principle possible simultaneously to carry out both energy
resolved and angleesolved measuremts of the secondary electrons distribution. The
acceptance angle of the analyzer ranged from +£3° to £47° with respect to the sample normal.

The analyzerhas two major components: an electron gun producing mooroetic

electrons and a detectiggstem(Fig.3.2).

Fluorescent screen
(Collector)

High voltage

supply -

Sample

W
‘ ( Filament
| supply

’ V—
Uy

i

Ramp

r supply

Collector
current

Fig.3.2.Schematic diagram of retarding field analyzer (RFA).

The coaxial electron guoonsistsof a cathode(tungsterwire filament) placed inside
a metdic cylinder Wehnel) anda system of electrostatic lenses (anodes). Véimeslectric
current flows through the filament it heats up to the point at which thermally excited

electrons escape from the surface. The vo#age the Wehnelt andanodesare to be
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adjustedin a complex manner which depends on efextronenergy §o-cdled low energy

and high energy mode#) orderto focus the electron beaand get reasonable primary
current. Theelectron guns capable of operation in the energy range from 2500 eV down to
50 eVas required by the experiment.

The detector is a serie$ four grids followed by a collectarovered withphosphor
coating The grids and the collector are constructed as concentric hemispheres with the
sample in their center to provide uniform trajectories for all electrons enirtted the
sample

The innermet grid (counted from the sample) is on ground potential to ensure a field
free region around the sample. The second and third grids are tied together electrically and
set tothe retarding voltage. The use of two retarding grids instead of one improves the
resdution. Although there are many factors affecting resolution, such as residual magnetic
fields, improper alignment, and grid warping (deviation from sphericity), etc., grid resolution
is usually the limiting factor. The electrons pass the next (fpuytid and then are
accelerated towards the collector which is set to a positive voltage. The fourth grid shields
the collector against perturbation applied to the analyzirtg grid isgrounded This way it
simultaneously suppresssecondary electron etied from positively biased collector.

Energy analysigarriesout by changing the retarding potential{Jon the center
grids in the range of zero to incident beam enesgythat only electrons with kinetic
energies E> U reach the collector. Eteron energy spectrum is obtained by measuring
current from the collector as a function of the.U

Since the retarding grids permit all electrons with energies greater than the retarding
voltage to strike the collector, the higitensity background makehe detection of peakat
a welldefined energy difficult. Separation of the peaks from the background of secondary
electrons can be carried out by superimposing a smalignal (25 Vp, amplitude) on the
retardingdc potential. Thus theetarding pagntial is determinate by two componentsear
saw voltage from the ramp power supply and alternating harmonic component. The PC
controls the ramp poweupply(Applied Kilovolts)via the D/A converter.

The current of the electrons from the collectofed into the lownoise preamplifier
(Unipan 2336) which hasbetter noise figure than the subsequent nanovoltmetdrs
output of the lownoise preamplifier is connected the selective nanovoltmeter (Unipan

233), which operates as a frequency filtes tutput signal is fed into the loak
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nanovoltmeter Unipan 233BThe experimental apparatus used in our study is shown

schematically in Fig.3.3.

Electron gun
Control unit
EPES/AES
Extemal
HV Supply DC bias ‘1
Lock-in Selective Low-noise Frequency RC
—<— —— <
nV-meter nV-meter Preamplifier Multiplier Generator
Y-input
AD XY X-input Ramp D/A
Converter Recorder Supply Converter

PC

Fig.3.3.Schematic diagram of the EPES(AES) spectrometer.

The use of a phase sens detector, such as a legk amplifier allows monitoring
the first and the second derivatives of the collector current as a function of the retarding

potential. This device fully rectésany signal with tuned frequency producing a congdant
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voltagewhich can pass through the lgvass filter. All other frequencies will produce a time
varying signal with zero averagev a |l u e, and wil | be Afiltere
peaks or other enerdgss peaks become easily distinguishable from thedraukd.In the
case of RFA, lie double modulation frequency for the reference of the-iloamplifier
corresponds to the first derivative of thellector current The phasaensitive detector is
wired to the plotter and simultaneously via an A/D conveidePC.The data acquisition
systemandrampvoltagecontrolis based on the hardware and software package by Spectra
(Ron Unwin, UK), Model SP625LC.

The collector can be used as the fluorescent screen in LEED experinma@s s
electrons hitting the colttor produce visible light. Therefore the advantage of this system is
that both EPES/AES and LEED can be carried out on the same sample by using the electron

optics in two different modes.

36



4. EPES study of the Rh/Al system

4.1. Motivatbn

We used EPES to study the system of an Rh film deposited on a polycrystalline Al
substrate. Motivation for an intensive study of supported Rh films has arisen due to their
catalytic properties during interaction with CO molecule$53]. During the pasdecade,
the intensity of research on bimetallic systems has increased considerably, because modern
catalysts are generally composed of several elements. The origin of the bimetallic effect in
catalysis is dicussed, e.g. in [$8The research on depogit®h particles [5-57] continued
in Refsb59, 60, where Rh films deposited onto Al polycrystalline substrates have been
studied. It was observed that under certain preparation conditions, the CO adsorption
parameters did not depend on the amount of Rh defdss effect could be explained by
creation of a stable RhAIl alloy on the sample surface and by dissolution of excess Rh into
the bulk similar to the case of the Sn/Ni systerfy.[6-or this reason, we have prepared

samples consisting of Al substrateish evaporated Rh layers of different thicknesses.
4.2. Experimental procedure

The thin Al (five pieces) and Rh polycrystalline metal sheets of high purity (99.99
wt.% supplied by Goodfellow Metals Ltd.) were used in our experiments. The one side of
spedmen surface was gradually polished down to 0.25 um grain size of diamond paste.
After each polishing step, the specimens were cleaned ultrasonically in ethanol. Prior to
introducing into the UHV analyzing chamber with a base pressur@é@f Pa the sampk
were chemically cleaned.

The carbon and other contaminants present on the surface were removed by a gentle
sputtercleaning treatment (30 pA min/é@nwith low-energy (1 keV) Af ions. After ion
cleaning procedures the samples were heated at 500 °Q foinleach to get rid of residual
bulk impurities. After subsequent argon ion bombardment, cleanliness of the samples
surface was checked by Augglectron spectroscopy (AES) and no peaks corresponding to
surface contaminants were detected in the recapedra.

Deposition of Rh was performed on the Al substrates kept at room temperature. In
this way we obtained four samples with Rh overlayers with thicknesses of 3, 6, 10 and 20 A
in addition to pure Al and Rh standards.
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The Auger electron emission survegectra were recorded over the kinetic energy
(KE) range from 0 to 1000 eV after each deposition. All the Auger spectra reported were
taken in the first derivative mode, the modulation voltage on the grids wggs 5 V

EPES measurements were carried outefioergies of 500, 750 and 1000 eV on all
samples including standards. The EPES spectra were taken in the direct mode, the
modulation voltage was 2,V.

After first stage of measurements, the Rh/Al samples were heated &€ 36010
min and Al and Rh andards underwent argon ion cleaning procedure. AES and EPES
measurements were performed again in the same way as described above.

The next and last annealing of the Rh/Al samples was performed €50 30
min with subsequent Arion bombardment of ahdards. AES and EPES spectra were
registered again.

Background of the EPES spectra was subtracted by the ELPSEP meZhadifg
Verl.3 QUASESTougaard APS 1999 software prior to further processing and elaboration.

4 3. Results and discussion

During sanples preparation, idepth diffusion of Rh into the surface region of the
Al substrates could occur. By comparing the measured elastic backscattering intensity with
that calculated by MC method, we have attempted to obtain information on the concentration
profile of Rh on the Al surface. We did not expect the Rh/Al interface to be reasonably sharp
so as to simplify the calculations, but have tried to find a realistic concentration profile of Rh
in Al, not restricting ourselves to the medium consistingvaf tiniform regions.

The concentration profile for Rh in Al, i.e. Rh concentration dependence onzlepth
has to be assumed in the MC calculations. The most important problem in our computations
was to find the form of this profile. The concentration peofihould correspond reasonably
with the physical reality that one would expect from the nature of the sample preparation
process. Therefore, we have to suppose that on the sample surface at least three regions exist
within the EPES sampling depth (Fig.4.8.1t seems natural that the first regiantop of
the sample surface, should comprise pure Rh of some thickness which has to be found.
Below, in the second regiodn, one can expect, because of possible Rh diffusion into Al,
there will be a diminishingancentration of Rh with depth, which will have to be found.

And deeper, in the third regian it is reasonable to assume almost pure Al.
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A relatively simple concentration profile would be a linear profile. Lebe the
thickness of all evaporated Rh ifrémains totally on the sample top. Then, if some part of it
diffuses into Al, and the rest of the thicknesemains on the surfacBom mass balance of
Rh, we obtain that such linearly decaying Rh concentration reaches a maximum depth equal
to 2(L-d), wherefrom the third regio of pure Al begins, as its shown in Figt.3.1.
Consequently, in the three regions we have different MEPBhus, if the MFP for the
regiona of pure Rh on the sample top/ig and for the regior of pure Al it is/, then the
MFP for the regiorb, with linearly decaying Rh concentration from 1 to 0, seems reasonable
to suppose as, = (/4 +/c)/2. However,it is intuitively logical to presume that Rh in Al
decays exponentially with depthbecause of the nature of the diffusion process. Therefore,
we assume in MC calculations a more realistic exponedgahy of Rh concentration
(Fig.4.3.1), keeping at thsame time the abowetroduced division of the sample selvedge
into the three regiona, b andc and the associated MFPs, namély /ip=(/a +/0)/2, /¢
with the thickness of the mediumas in the case of the linear profile, i.eL-2{) (Fig4.3.1).

In all the calculations reported here, th&R4é values were taken from R&&. To find the
coefficientk of the exponential decay giile, exp(-kz) necessary in MC calculations, it is
sufficient to take into account mass balance, which gives from the simple equation

L=d+fexptkQ)dz (4.31)
0

where k =1/(L-d).
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Fig.4.3.1.Concentration profiles foRh/Al system for cases: (Topmost part) All evaporated
Rh is on top the Al sample forming layer of the initial thicknes@Central part) Some part

of the evaporated Rh of the thicknessemains on the sample top and the rest diffuses into
the sample ceding a linear concentration profile therefore reaching the maximum depth
2(L-d), and (Lowest part) The previous linear profile has been replaced by the exponential
one. The three media designated by letéets and c comprising in succession Rh, Rh+Al,

Al are separated by vertical lines.

For MC calculations, the same geometry as in the experiment was taken, i.e. normal
incidence of the primary beam and the retardialgl analyser (RFA) acceptance angle of

3’ 47" with respect to the surface normal, tmslate exactly the measurement conditions.
Calculations of the elastically backscattered electron intensity into the solid angle have been
performed for three electron energies: 500, 750 and 1000 eV for the Rh/Al system with
different initial Rh layer thiknesd. of 3, 6, 11 and 21 A. As stated previously, by the initial
layer thicknesd. we understand the Rh layer thickness if all evaporated Rh was entirely on
the sample surface top forming a solid film.

To take into account that the sample surface iresgmted by three mediab andc
of different Rh concentration, different thicknesses and different MFPs, after trial and error,
we conclude that to fit the experimental results for different initial layer thicknessd

different energies, we have tesame the following in our model:
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. the thicknessd of the Rh layer on the top of the Al sample surface (mediuis
equal to zero;

. the deeper mediurb has the thickness of [2d), where Rh concentration in Al
decays exponentially and the decay starts ®htconcentration equal to 1;

. below the mediunb, the third medium is treated as pure Al (medic)nbecause the

Rh concentration is negligible.
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Fig.4.3.2.(a) The dependence of elastically backscattered eteattensityversusthe Rh

initial layer thickness of the Rh/Al samples for the experimental data and that resulting from
MC calculations for the step and the exponential Rh concentration profile for energies 500,
750 and 1000 eV, and DHFS and TFD potestidhe surface excitation parameter has not
been accounted for. (b) The same dependences as in Fig.4.3.2(a), but taking into account the

surface excitation parameter.
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The results of the experiment and MC calculations are presented in Fig.4.3.2(a) as
ratios of the elastic peak intensities from the sample to the uncovered Al subditkate,
Apart the MC results for the exponential profile, to simplify comparison, the MC intensities
for the step profile, when all quantity of Rh rests on the sample sudiacare also given. It
is seen that the MC results are reasonably consistent with the experimental data for different
energies. It would seem that for energy of 1000 eV, a better fit would be attainable if we
assume that a thin layer of Rh is left on theface. However, it would cause an increase of
the MC intensity for the energies of 500 and 750 eV and cause a misfit with the experimental
data for these energies. One should notice that the same concentration profile is taken not
only for different enengs but also for different initial Rh thicknegs Fig4.3.2(a) shows
that the MC results for the DHFS and TFD potentials for the energy of 1000 eV are
practically the same; whereas, for lower energies the relativistic values are a little shifted; the
lower the energy, the greater the shift observed.

The ratios presented in Fg3.2(a) have been achieved without taking into account
the surface electron excitations (SEP). The average number of surface excitation events
experienced by an electron leaving sheface at an angla, with energy E caibe expressed
by the formula [63

1 1
+

P;(E,a) =
S a-JEcosa; +1 a./Ecosa, +1

(4.3.2

where &; is the impact angle and is a material parameter. We used here Ggoa &
semiempirical formula given by Werner al. [64] that canbe evaluated for any material and
provides at least a rough estimate of the SEP.

As the probability of leaving the solid surface by an electron without surface
excitations is equal to exqiy(E,a ) [65], we have to correct measured elastic peak ratios,

I/l o1, by dividing them by

exp[- PRN(E,a)]
exp[- P (E,a)]

43.3

to compare with the MC calculated ratios of the elastic peak intensities, where no surface

effects were considered. Such a comparison has been made in Fig.4.3.2(b). It seems that the
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agreemat between the experimental and model results was unexpectedly perhaps better in
the former case.

To realise what is the depth from which 99% of the EPES signal comes from, with
respect to the layer of thicknels®n top of the sample surface, the inforimatdepth ID for
the experimental configuration should be calculated. To compute ID, we have first to
calculate penetration depth distribution function (PDDPBjzao,ai), defined as the
probability that an electron incident on the surface at an aagieill be elastically
backscattered from a maximum degtAnd emitted in the direction of the analyser at the
angleap and not be inelastically scatterés?]. Thus the subsequent equation can be used to
determine ID [6]

p(z.2,.a,)dz
=99/100 (4.34)

S o[ S g

p(z,a,,a;)dz

Since in the experiment the EPES signal is collected in the solid angle ofosaﬁ% 3

the following equation is used to determine 1D

47 ID
N da,n p(z.a,.a)dz
i Q =99/100 (4.3.5

47
|’j daor"j p(z,a,,a;)dz

Typical Monte Carlo model was used to computeAB we see in Fig.4.3.3, ¢hiD
is greater than the layer thicknésef 3, 6, 11 A. It means that the signal from a sample with
Rh layer being entirely on its top comes from depth greater lthaspecially for thinner
layers. For example, fdr = 3 A, the IDis about 5, 7 and 9nties greater thah for energy
500, 750 and 1000 eV, respectively. Butlior 21 A, the ID is smaller thal, what means
that the EPES signal cannot inform us what the real thickness of such a layer on the sample

top is.
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Fig.4.3.3.The information depth, ID, versus Rh initial layer thickndsspf Rh/Al samples,
for the step profile, and DHFS and TFD potentials, at energies of the primary electron beam
of 500, 750 and 1000 eV (the lines added to guide the eye).

In Fig4.3.3, the ID decress strongly with.. Such decrease is explained by better
scattering properties of Rh than that of the Al atoms. Indeed, Fig.4.3.4 confirms this clearly.
Differential elastiescattering cross sections for Rh and Al for energies of 500, 750 and 1000
eV in the RFA angle window (enclosed between the two dashed lines) are definitely higher

for Rh; one should note the logarithmic scale for the ordinatd%is
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Fig.4.3.4.Differential elastiescattering cross sections for Rh and @d énergies of 500, 750

and 1000 eV. The RFA analyser angle window is comprised between the two dashed lines.

Let us compare the information depth for the step profile with that for the exponential
profile case with Rh thicknesson sample top equal teem and the starting value for the
concentration decay equal to 1. Bi@.5 shows the dependence of ¥ersusL for the
exponential profile. It is seen that the idgreater than that for the step concentration profile
for given Rh initial thicknest and primary electron energy. This fact results from smaller
Oaveraged6 concentration of Rh in the surf a
previous case of the step concentration profile.
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Fig.4.3.5.Information depth, IDyeraus Rh initial layer thicknesd.,, of the Rh/Al samples,
for the exponential profile and DHFS and TFD potentials at primary electron beam energies
of 500, 750 and 1000 eV (the lines added to guide the eye).

It turned out from Figg.3.3 and 4.3.5 that th® at the energies of 500, 750 and
1000 eV were almost independent of the choice of potential (DHFS or TFD) in MC
calculations, whereas, as HF@.2(a) shows, we cannot state the same about MC

backscattered electron intensity.

4.4.Conclusion

The above laborated threenedia model of elastic electron scattering in solids was
used for evaluation of the results of an EPES experiment performed on thin films of Rh
deposited on bulk Al, where-adepth diffusion of Rh took place. We arrived to reasonable fit
of the experimental and MC model results under realistic assumptions. In this way, we
believe that our combined work contributed to elaboration ofdestructive depth profiling
by means of EPESP).
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[I. Angle-resolved Xray photoelectron spectroscopy (RXPS) study of

Al/Au interface

1. Introduction

1.1. Background

The AlFAu system was chosen as a model to study due to its scientific and
technological interest. There is substantial background literature concernifig alloy
formation owing to its interesinterest namelyas contact materiabf integrated circuits [67
80].

The AlAu alloys can in princife exhibit different structures in the bulk than that
prepared by reaction of Al thin film on Au substrate. It is believed, however, that the layers
of chemical compounds, a few nanometers thick, possess properties of the bulk phases. The
study of the appearance of different phases in thin films promises to lead to better
understanding of the initial stages of theAAl intermetallic formations.

The progres of the reaction can depend on the initial interactions. In many cases, the
first phase formed is not the phase which results after prolonged annealing. Although
approximate rules have been proposed to predict the first phasatitornm solid-solid
interactions, such rules are not always correct and a complete solution of the problem is still
a long way off [8]. Even more difficult is to ascertain the sequence of phase formation
because, for example, it has been found that a system prepared in diffégessbmetimes
behaves differentlyThe investigation of first phase formation and its conversion to the
second and later phases should clarify the role of the various parameters involved, and to see
if intermetallics formation in thin films can be integped on the basis of the rules valid for
bulk metaimetal reactions.

Angle-resolved Xray photoelectron spectroscopy (ARXPS) is very useful in studies
of bimetallic systems for which many phenomena such as alloying, reactive diffusion,
surface segregationcluster formation may occur. Despite many challenges with data
interpretation, ARXPS provides a powerful method for identification of various bimetallic
phases via measurements of elenel shifts of photoelectron emitting atoms and elements

in-depthdistribution at the sample surface.
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The Al-Au alloys are characterized by significant shifts of the Au(4f) core level
binding energy with change in phase, so they provide a suitable means to follow the phase
formatiors [70, 71]. Hence, ARXPS is a good methfmd studythe phase changes near
surface during AlAu interdiffusion process.

The ideal starting state of the system to investigate is a thin, uniform layer of
homogeneous, purgl metal on a homogeneoéal substrate. The interface separating the
metals § abrupt, planar, and free from defects and contaminants.

In contrast to ideal situation, a number of various defects may be present in the initial
configuration. Nonuniformities in the substrate surface, such as roughness orisdutted
disorder, sulisate crystallinity, stress in the metal films may influence the reaction
evolution. Moreover, the formed compound layers often contain cracks, pores. In the
polycrystalline substrate, it is necessary to take into account transport which occurs via
As hoirtcui to grai?2. boundary paths [ 8

It is important to have clean interface betweedhethin film andthe substrate. The
rate of alloy growth, the alloy phase formations and mode of growthdinvensional or
threedimensional) may all depend on the grese of impurities [8].

Immediately after the first layer of alloy is formed, the Al and Au are separated by
this layer. In ordethe reactioncould proceed, one or the other (or both) of the reactants
must diffuse through the alloy layer. If we assunme &l is the dominant diffusing species
in the alloy phase, then ti#d atoms must be removed from tAebulk and enter the alloy.
These atoms diffuse across the alloy film to #wealloy interface and react with the Au
atoms to form additional alloy lay [84]. In real reaction couples the interaction clearly
never starts simultaneously at all places of the interface between pure metals. On
polycrystalline substrate, a growing compound layer should be thicker in the vicinity of the
grain boundaries in coparison with the central part of the grai][8

When analyzing the process of formation of the alloy layer in greater details, it would
be desirable to reveal the comparative influencediffesion rate of atoms through the
intermetallic phase and theate of crystallochemical transformations resulting in the
arrangement of the initial substances into the lattice of the intermetallic compound.

In this work, the diffusion oAl into Au substrate was studied by means of ARXPS,
with emphasis on the initisdtages of the interaction. We intended to elucidate the role

played by thermodynamic and kinetic factors in Al/Au interface formation.
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1.2. Application and properties ofIAAu intermetallic compounds

In recent years ultra large scale integrated circuitsS()J technology has been
oriented towards higher packing density and enhardmdce performance 8, [86].
Miniaturization of device dimensions has provided an increase in device speed and lower
power dissipation per device. Device scaling requires temuof both lateral and vertical
dimensions 87]. However, device performance must be preserved while the sizes of the
devices are reduced. Two major factors affecting Metal Oxide Semiconductor (MOS) device
performance are the quality of the metal/semiltarior contacts of the integrated circuit (IC)
and the quality of interconnections between those ICs. Signal propagation delays and power
dissipation are largely determined by these contacts and interconnections. Therefore, good
device performance requirksv resistance contacts and interconnections.

The Al-Au system is widely used in microelectronics for the construction of
integrated and hybrid integrated circuits. The frequent difficulties encountered in connection
with the stability of the mechanicaln@ electrical properties of joints, either for the
combination of theAu wire and theAl layer or for that of thé\l wire and theAu layer. At
high temperature working condition, it &common phenomenon that the wire bonding
degrades, leading to balltlifailure, due to the growth ahe Al-Au intermetallics [67 88].

The formation of the intermetallics makes the bonds stronger, but more brittle and
mechanically stressed due to volumetric change in the intelfroe compared to kand Au
[89, 90].

The phase diagram of th&l-Au system predicts five stoichiometric compounds, that
are all colouredas follows AuAl, (deep purple)AuAl (white), AwAl (metallic grey),
AusAl, (tan), and AyAl (tan) (Fig.1.1). Only AuAl, and AgAl compounds have melting
pointmaxima; others form peritectically.

In the range ApAl, three different modifications have been found: the one stahble at
temperature above 550C has a MoSitype structure ancthe other two have an
orthorhombic deformed Mogtype substructure with displacive superstructure. Al has
a homogeneity range from 32.92 to 33.92 at. % Au in the temperatureafad@@400 °C.

The phase is FCC, Cakype. AuAl crystallizes in a monoclinic distorted MnP type. Al
has a low and a higlemperature modificain. Both are cubic, the former is similartdvin
(A13 type) and the latter is bcc {Aype). AuAl, has a structure which is possibly a
distorted form of the bcc (D,Bstructure isotypic witk-brass §0].
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Fig.1.1. Phase diagram of thelAAu binarysystem 91].

The heats of foration forthe Al-Au compoundsre reported in Table 1.97].

Table 1.1.Heat of formation of compounds in-Au system92].

Compound Heat of formation (kJ/mol.at.)
AUAl, -31
AuAl -37
AuzAl -30
AusAl, -26
AuAl -19

The physical properties d¢iie Al-Au intermetallic compounds are listed in Table 1.2
[93].
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Table 1.2.Properties of the differet|-Au intermetallic compound®3].

Phase Coefficient of thermal Density (g¢m®) | Hardness (Hv)
expansion (ppriC)

Au 14.2 19.33 ~70
AuAl 12 16.52 334
AusAl, 14 14.94 271
AusAl 12.6 14.53 130
AuAl 12 10.94 -

AuAl, 9.4 7.64 263

Al 23 2.7 ~ 40

Based on the diffusion in the bonding interface, the growth rate of the different

phases cahe described by equatior33]

x=+/Dt (1.1)
D =D,exp( E,/KT), (1.2)

wherex is linear growth (cm)T 7 temperature (Kelvin)g, = 0.9eV,
K =0.0000861&V/K).

& 1.240%cnt/s Y AuAl
i 4.6cnt/s Y o AusAlp
D, =] 1840cn?/s Y o AuAl (1.3)
I 18500°cn?/s VY AuA
I 406Q0%cn?/s Y AuAL

It is seen from Table 1.2 that different intermetallic compounds have different
density. As tle different intermetallic growghe volume of the whole bonding interface will
change.By comparing the nominal mean density.da) with the actual density of an
intermetallic phase, one can infer the growth of that phase will lead to volumetric shrinkage
or swelling (Table 1.3), i.e., the volume shrinks when nominal mean density is d®ss th

actual density. The nominal ntedensity is estimated as

Jmean= (Mjay+  K)AmM + nN)= (19.33n + 2.7n)/(m + n) (1.4)
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For thethree phases existing in thé-Au wire bond, AuAl, AusAl, and AgAl, the
formation of intermetallic compound will lead t@lume shrinkage in the bonding area to

compensate the density increa38

Table 1.3.Volume-induced strainn Al-Au compoundg$93].

. 3 Nominal mean density
Phase | Actual density (gZm®) 3 Volume change
(g/cm®)

Au 19.33 19.33 -
AuAl 16.52 16.00 Shrinkage
AusAl > 14.94 14.58 Shrinkage
AusAl 14.53 13.79 Shrinkage
AuAl 10.94 11.02 Swelling
AuAl; 7.64 8.24 Swelling

Al 2.7 2.7 -
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2. Theoretical part

2.1. Photoelectron spectroscopy

2.1.1. Xray photoelectron spectroscopy overview

Regarded todays a powerful surface spectroscopic technique,ptieoelectron
spectroscopy(PES) strikes its roots over more than a century ago. In 1887 W. Hallwachs
and H. Hertz discovered the external photoelectric effig;tds] and in the following years
refined experiments by J. J. Thomson led to the discovery of the electron, thus elucidating
the nature of photemitted particles96]. In 1905 A. Einstein postulated the quantum
hypothesis for electromagnetic radiati@and explained the systematics involved in
experimental results9[7]. By the early sixties C. N. Berglund and W. E. Spicer extended the
theoretical approach and presentedfits¢ model of photoemissior®f]. In the same period
a group conducted by K. Siegbahn in Sweden reported substantial impragseam the
energy resolution and sensitivity ofisalled bi spectrometers. They used rdys @ 3a
1500 eV) and managed to improve the determination of electron binding energies in atoms.
Chemical shifts of about 1 eV became detecta®® [The new technique was accordingly
namedElectron Spectroscopy for Chemligenalysis(ESCA) The seventies marked the full
recognition of techniquebds potenti al as a
on the mean free path of the slow electrons were obtainedlaadhigh vacuum(UHV)
instruments became commiily available.

Photoemission spectroscopy is based on the theory of the photoelectric effect.
Incident photons are absorbed in a sample and their energy may be transferred to the
electrons. If the energy of photons is high enough the sample may bedeabiive the
ionization threshold which is accomplished by photoemission of electrons. Their kinetic
energy is measured and the initial state energy of the electron before excitation can be traced
back. Depending on the energy of incident radiation, theerxental techniques are
labelledas: UltrdVi ol et Phot oel ectron Spectrogggopy
Photoel ectron Spectroscopy or ir8yXPRdoeldctiod 0 e \
Spectroscopy or XPS (hsa > 1000 eV ).

In practical XPS, the most frequently used incidefitay radiationsare Al Ku
(1486.6 eV) and Mg K(1253.6 eV). The photons have limited penetrating depth in a solid
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of the order of 110 micrometers. However the escape depth of the emitted electrons is
limited to some 10 nm. This characteristic makes XPS to an attraatifaze science tool.

According to Einsteinds theory of phot c
general case of electrons situated on different bounded levels, the kinetic Epeajyhe

ejected electrons is given by

E, =hn- E,-F (2.1.1)

with Eg the binding energy of the atomic orbitalinto whi ch t he el ectr on
the work function. The last term is a material specific parameter. The reference of the
binding energy corresponds by definition to the Fermi level for solid samples. In case of gas
phase studies zero binding energgpssigned to the vacuum level. For conductive materials

the work function is dictated by the spectrometer as illustrated i2.Eify. Sample and
spectrometer are connected in a close circuit so that the Fermi energies are at the same level.
The spectromet plays the role of an electron reservoir. Accordingly must be r epl
Egn2 . 1.1 by the wor k f uspdt2i6bdn dfn tnoesstesigod c ttrh

however unknown. This difficulty can be overcome by using a proper reference level.

""""""""""""""""""" Spac
e i i
T specrometr vleceband
L
core level ! ,

Fig.2.1.1.Energy level diagram for a XPSmariment with a conductive sample.

In case of semiconducting and insulating samples, the assigning of the zero binding

energy may be even more complicated and the calibration of zero binding energy is
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performed with reference to some known line of an el@nin the sample with known
valence state.

The XPS spectrum illustrates the number of electrons (recorded with the detector)
versus their kinetic energy (measured by using the electron analyzer). For practical purposes
it is generally preferred to use thanding energy as abscissa (as presented i2.Eig after
[100]). This is convenient since the kinetic energy depends on the energy of the incident

radiation and the binding energies are alone material specific.

Eyn
A
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=
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gl 4 ——
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E -
E=0 §.._Yacuum level counts
- @ counts - -
e MO
¥ Fermi level binding enersy
h"" = =

valence band

B0 Surpuig

core levels

EY

Fig.2.1.2. Schematic epresentation of energy levels in a solid (left) and the corresponding
XPS spectra (center) haviligi, as natural abscissa. The right part illustrates the commonly

used binding energy abscissa.
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2.1.2. Theory of photoelectron spectroscopy

A rigorous theoretical description of the photoelectron spectroscopy implies a full
guantunimechanical approach. In this section important aspects underlying XPS are
sketched focusing on the main approximations and models.

Let us consider a system containiNgelectrors which is described by the wave

function Yin(N) and the energ&m(N). Absorption of a photon with the enerfyxauses

the excitation into a final state described¥y, (N) and EX (N) [101]

initial state h3 final state

Yin(N): Ba(N) VY £, (N): EG, (N) (2.12)

wherek labels the electron orbital from which the photoelectron has been removed. The
transition probability \hich dictates the photocurrent intensity) pb@ t he Fer mi 6 s
rule [101]

_2p
W‘_K NJH]Y & (N \O’(Ef.n N)- hn) (2.1.3)
where thel function ensures the energy conservation during transition Harid the

interaction operator. The Egnl.3 is satisfied when the perturbatldrapplied to the system

is small. The interdmn operator can be written as

Cc ¢ C
H=_%_ A 1.
2meC(Ap+|§C) &+ e A (2.1.4)

\ )
Heree andm denote the electron charge and mass,the light speec A and( are
the vector potential operator and respesdyi the scalar potential of the exciting

electromagnetic field an p’ is the momentum operator of the electron. A simplified form of
the interactiorHamiltoniancan be obtained by assuming that theifmnon processes can

be neglecté (the term ﬁ), that the electromagnetic field can be described in the dipole

approximation and choosing =102
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(2.1.5)

where ,5; is the constant amplitude of electromagnetic wave. The dipole approximation is
valid if the radiation wavidength>> atomic distances, which is correct for the visible and
ultraviolet regions of the electromagnetic spectrum. Mathematically the vector potential
operator can be then written &A(t)= Ael"*) The approximation interaction

Hamiltonian for the structure of final state is more sulitGs].

For high enagy spectroscopy it can be assumed that the outgoing electron is emitted
so fast that it is sufficiently weak coupled to tier( 1) electron ion left behind. This is the
sd called suddeiiapproximationwhich is actually valid in the keV region of energies. For
lower energy regions its applicability has certain restrictidd,[105]. The final state can

besplit up in two configuations

initial state h3 final state photoelectron

Yio(N) EL(N) VY (N-12);ES (N- 1) + x*(); EX, (2.1.6)

where x*(1) is the wave dinction of the photoelectron.

The energy conservation diog photoemission simply yields

E,(N)+hn =Ef

fin

(N-2)+E" +F (2.1.7)

Here 0 is the wor k 2.0hthetbindng energyavithaesmedt n g

to the Fermi level may be defined as
Ef =Ef(N-1)- E,(N) (2.1.8)

Koopmans assumed that the above binding energy difference can be calculated from
Hartreé Fock wave functions for the initial as well as for the final sta@][ The binding
energy is then given by the negative ioglectran energy of the orbital from which the
electron has been expelled by the photoemission process

Efo-g (2.1.9)
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This approach assumes that the remaining orbitals are the same in the final state as
they were in the initial statér¢zen orbital approximaion) and leaves out the fact that after
the ejection of an electron the orbitals will readjust to the new situation in order to minimize
the total energy. This is the inti@omic relaxation. In fact the relaxation also has an extra
atomic part connecteditln the charge flow from the crystal to the ion where the hole was

created. Therefore the binding energy is more accurately written as
Esc-e-de,, (2.1.10)

whereli bhy is a positive relaxation correction. An even more rigorous analysis must take
into account relativistic and correlation effects which are neglected in the H&doke

scheme. Usually both increase the electron binding energy.
2.1.3. Photoelectrospectroscopy models

Threéd step modelln frame of this model the complicated photoelectron process is

broken up into three independent eveB@:[
(I) absorption of a photon and phbéxcitation of an electron as described above;
(I1) transport of the et#ron to the surface;

(111) escape of the electron into vacuum;

Some of the photoelectrons reach the surface of the solid after suffering scattering
processes, the dominant scattering mechanism being the életdairon interaction. For
low energies elgoni phonon interaction dominated(/]. One of the most important
parameter which describes these processes is the inelastic mean fr@¢seadection2.5,
part ). Assuming that the IMFP is isotropic, several calculations were performed and a
universal dependence cunwd the meanree path was drawn (see R@1, part ) [107i
109]. More recent results are based on TP equation of Tanuma&owell, and Penn [40]
(see Eqr.6.1, part ).

The escaping electrons are those for which the componeitteokinetic energy
normal to the surface is enough to overcome the surface potential barrier. The other electrons

are totally reflected back.

One-step modelApart from its didactic simplicity, the threep model fails to offer
a practical computationabol for the simulation of photoelectron lines. State of the art is the
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employing of onéstep theoretical approaches in which the whole photoelectron process is
regarded as a single one. The first of this kind was a compact and mathematically elegant
solution to the previous threstep model [1Q] but was followed by fully dynamical 1]

and relaivistic ond step theories [13].
2.1.4. Data analysis

The recording of a wide scan is generally the first step in the sample characterization.
The survey spectrumlows to identify the chemical components in the sample and to define
acquisition windows. The lines of interest are afterwards recorded with higher resolution.
XPS spectra can be divided into:
T spectrum given by electrons which leave the solid withmglastic scattering processes,
and
T background arising from photbelectrons which have already lost a percentage of their

kinetic energy through inelastic scattering processes on the way to the surface.
2.1.5. Valence band region

The valence band spegin resembles the density of states curve, but due to certain
facts they are not identical: the spectrum represents the DOS distribution in an excited state,
several screenings of the created hole (mbagy effects), emission of electrons with
different quantum numbers (i.e. different sshell crosssections) or from different atomic
species (i.e. different atomic crosections) as well as the instrumental broadening being
responsible for further modifications.

One way to interpret the XPS VB spectra g tcomparison with theoretical
calculations of the densities of states (DOS). The recorded spectra can be simulated when
such calculations are available and thus the contribution of eatbhallbcan be described.
Another alternative is to employ differe@xcitations energies. The relative intensities of the
various valence electrons peaks can drastically change when varying the energy of the used
radiation because the relative phHotmization cross sections change versus the incident
photon energy. Foexample, by comparing the UPS and XPS valence band spectra of a
metal oxide, one can get information about the partial contributions of the metal and oxygen
states in the valence band. Another modern alternative is the interpretation of XPS VB in

connectiom with other spectroscopic techniques likéray emission spectroscopy. In such
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joint VB studies certain features of the spectra can be directly assigned to the elemental

components.
2.1.6. Corelevel lines

Photoelectrons, which originate from core levgise rise to the most intensive lines
in the XPS spectra. The position of the ¢deeel lines is like a fingerprint for each element
and thus the chemical identification of the components in the investigated specimen can be
easily performed. Generally bwor more elements will be detected on the surface. The
relative intensities of their lines are governed by: occupancy of thesiselh stochiometry,
atomic crosksections and others

The crosssectionvaluescan be derived from May mass absorption dbieients or
can be directly calculated 121 115]. The data used in this work were taken from reference
[114].

""" FWHM

Intensity

Binding energy

Fig.2.1.3.lllustration of a corélevel line.

The peak width, defined as the full width at half maximum inter(§itfy HM) (as
represeted in Fig2.1.3), is a convolution ohtee distinct contributions 1B]|: the natural
inherent width of the cordéevel o, the width of the photon sourae and the analyzer
resolutione.

The first contribution is dictated via uncertainty princigid otk by@he coréhole
lifetimesU

g, :[D (2.1.11)
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where h is the Planck constant. The liiees depend on the relaxation processes which
accompany the photoemission. The narrowesti tevels have lifetimes in the range™a

10*° sec whilst the broader have lifetimes close or slightly less thats2e.
2.1.7. Chemical shifts

Shifts in thebinding energy of peaks following changes of the chemical environment
of the same atom are classifiedchgmical shifts
The value and direction of chemical shifts can be described using itbelled
charge potential mode[117-119]. The interactions beveen the nucleus and core electrons
are considered as between point charges. The chemical shift relative to a reference state due
to interaction with atoms within the firaeighbourhoodp Eis given by

DE, © | +kq, + 5 e (2.1.12
B, A Rag

wherek; is a constant equal to the Coulumb repulsion integral between a core ahell
valence electrong) is the charge of atorA andl is a constant determined by the reference
level. k and| are regarded as adjustable parameters. The final term also Maltkdund
potentialsums the potential at atoMndue to the surrounding atorBsBesides its simplicity,
the major advantage of the potential model is the possibility to use it to obbanic at
charges.

Number of effects contributes to the céegel binding energy shift. Following
Weinert and Watson PD] one must for instance consider: interatomic charge transfer,
changes in the screening of the final state of the-loole, changes in th€ermtlevel
relative to the center of gravity of bands, intraatomic charge transfer, and redistribution of
charge due to bonding and hybridization. This implies that a universally accurate model
needs to take all these contributions into account. Itsis iahportant to point out that if an
experimental shift is near zero, this does not necessarily mean that the environment for the
examined and reference atoms are the same. On the contrary it must be taken into account

that different effects mentioned al@may cancel each other.
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2.1.8. Spinrorbit coupling

In terms of g cougling scheme between angular and spin moments in an atom,
for each orbital with nonzero angular quantum numb@r> 0), two energy levels are
possible for electrons: the firgiith total quantum numbegr=| + s and the second with= |

T (wheresis the spin quantum number).

p core-level line (/ = 1)

[ntensity

splifting :

Binding energy
Fig.2.1.4.Schematic drawing of the spiorbit (SO) splitting.

This spin orbit splitting is present in XPS spectra, two peaks being ofisglerveach
for onej value Fig.2.1.4). Taking into account that for a givemalue there ar€2j + 1)

allowed states for electrons and tlsat 1/2 the ratio of relative intesities can be easily

calculated

|- 2
Be o & i = ! (2.1.13)
. 0%+ 18,1 | +1

¢ 2=

Highi resolution corélevel spectroscopy studies show small deviations from this

branchingratio due to different cross sections for tlel + s andj = lihes and ghotio

diffraction effects.

63



2.1.9. Satellites

In the photoemission process the photon kicks out one electron so quickly that the
remaining electrons do not have time to readjust. Thus\thei) elelctron system is leftin a
norirelaxe d stnat EhidQs excited state has a crertai
and according to the sudden approximation we obtain the probabdlitieg Jsin > to end
up instate§] [12]. This means that the XPS spectrum consists fromnthe line
(corresponding to the lowest excited state) and a number of extra lifeall@sdsatelliteg

representing the higher excited states after photoemission, as regateéadfigg2.1.5.

Main
line

Satellites

e

Cd

Intensity

Binding energy

Fig.2.1.5.1llustration of a line with satellites.

In principle, there are two sources of satellites: an extrinsic part due txtitze
atomicevents and an intrinsic part due to thieai atomicrelaxations.

For insulating compounds a reorganization of electronic structure in form of a charge
transfer occug after the creation of a core hol@21123]. The corresponding features in the
spectra are denoted abarge transfer satellitesThey belong to the extrinsic category
mentioned above.

In the case of conducting samples the relaxation leads to quaetiigdtions in the
conduction electron system, namely to creationplasmons Accordingly, the extrinsic
features are denoted plasmon satellites

The reorganization of electronic structure after the creation of a core hole could also

lead to an excessf energy which is not available to the primarily excited photoelectron.
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Thus twa electron processes can occur in case of conducting samples. The corresponding
structures in the spectra are denotedslzake satellitesThe hole appears to increase the
nudear charge and this perturbation is the cause of valence electrons reorganization. It may
involve the excitation of one of them to a higher energy level. If an electron is excited to a
higher bounded state then the corresponding satellite is cailgkiiup satellite If the
excitation occurs into free continuum states, leaving a double ionized atom with holes both
in the core level and valence shell, the effect is denotedshalkaoff satellitefrom [124].

Discrete shakeff satellites are rely discenedin the solid [1L6].
2.1.10. Cordevel line shapes

The contributions due to photon source and analyzer are symmetric with respect to
the maxima and can be relatively wellsgribed by a @ussian function

(2.1.1)

|- ODOI

f.(e)= expg In2—-
92
where e=E- E, is the distance relative to the maxima of the curveg’ = g; +¢; is the
FWHM due to experimental setup.

The intrinsic part of the XPS peak due to the tleneel life time isdescribed by a

Lorentz function

8 g
f = — 2.1.1
(e) ? 78 (2.1.15

The overall line shape of core lines are obtained by convoluting the above two

functions in a rsulting sé called Voigt profile

tle)=1,A f, = i (¢ )is(e- & e (2.1.16
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Fig.2.1.6.Comparison between a Donid¢hujni | | i ne shape and a Lo

shift of the maxima was artificially increased in order to point out its existence.

In case of conductive samples the intrinsic part of the XPS line is however more
complicated than given in B.1.16. Onthebase of Mahamnbandhbsing ot he
calculations first carried outytNozieres and De Dominicis 28] Doni ach27and G

have shown that in metals the core level lines havacteristic asymmetrical shape

fo(ea)= da-Y) Sép_a+ (1- a)arctar%g% (2.1.77)
( i a2

co
e +lg, T 2

where @ is theQz=pf""e'dt, andUriscan asgmmetry parameter (see
0

Fig.2.1.6). Its values can randeetween 0.1 and about 0.2528l. Hence for conducting
sampled ( Unust be replaced in Edh1.16 by fos( U, Itlb)also woth to notice that in case
of nori conducting samples the asymmetry factor is equal to zerdpghd) , Q() UFhef
asymmetry of the intrinsic XPS lines of conducting samples can be explained by taking into

account the nonzero density of states at Ferneilev

2.1.11. Secondary spectra (background)

As previously mentioned, only the photoelectrons which travel to the surface without

suffering inelastic scattering processes ©6
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The others give rise to plasmeatellites (see previous section) or generate the background.
In order to deliver quantitative information from the XPS spectra, the background
subtraction must be performed. By all means, this is not a trivial problem. Shirley was the
first to deal withthis problem and he proposed a practical mod2d][IHowever its results
are often unsatisfactory.

In a series of papers Tougaatdal concentrated on this issue [4B01 131]. It was
shown that for homogenous solids the proper photoelectron sp€Efraould be obtained

from the measured specit&) by using

o

F(E)=i(E)- /,(E)fK(E. Ei- E)j(EiLEi (2.118)

E
where K(E,Ei- E) is a loss function which describes the probability of losing energy

T =Ei- E during a mean free path travel fan electron with energf. Obvioudy, the
second term in Hg2.118 gives the background correction. A universal loss function

a{(E)K(E, T)which should describall pure materials was proposed

BT

/i(E)K(E,T):m

(2.119
whereB andC are two constants. By comparison with experimental data, it was shown that
the background correction for pure Ag, Au and Cu can be described using the following
values:B = 2866 eV andC = 1643 eV. In the case of alloys this universal loss function
delivers ageneral good fit with experiment. Further validity test however indicated that from
a rigorous poi nt of view Tougaardbés funci
improvable approximation BRi134]. The accuracy of the delivered results is however
sufficient for the most of XPS spectra.

An accurate background can be obtained only from EELS (Electron Energy Loss
Spectroscopy) experiments. In an EELS experiment electrons with kinetic éengysent
on the sample. A certain part of them will be refledbed the rest enter the surface and
interact with the solid. Due to scattering processes the electrons lose Enarglyleave the
solid with the kinetic energ¥s = Eo T | EThe outgoing electrons are energy resolved
recorded [B5]. In other words such an experiment simulates the kinetic energy loss of the

photcelectrons.
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2.1.12. Quantitative analysis

Calculation of XPS intensities is based on the fact that thel sedsns of a corg
level are independent with respect to the valence state of the element. By taking into account
a spectrometer with a small entrance aperture and a uniformly illuminated sample [26], the

intensity of the XPS line is given by
1(E) = sN/,(E)codg)iL(g)H (E)D(E)T(E) (2.1.29

In Eqn2.1.2 ( is the crosksection of the level as already discussed aff) is the
IMFP of photoelectrons as mentioned abales the flux of primary photons on the surface
andN is the density of atoms in the sampdalenotes the angle between the surface normal
and the direction of electron detection and the sourcesampléanalyzer anglel ( i3 the
sdi called orbital angular symmetry factor and is givenlby: o) = 120+ / B( 3 137
whereb is a constant for a given sighell and Xray photon.

This first part due to geometry of spectrometer and sample may intuitively be
understood like: photons with &flux illuminate the sample; the depth resolution in the
sample is given by(E)cos(), important being also the number of atoms in the detection
volume (invoked by the density of ator§ and their ionization probability.

The last three factors in B®.1.2, usually denoted as the response function, are
dictated by the analyzer. For modern spectrometers the factor describing the influence of
analyzerfields on the number of registered electrbt{g) has been more or less eliminated.
D(E) denotes the detector efficiency or ratio between the electrons exiting the analyzer and
counts recorded by computer; it is in fact the response of the electronligitiml channel
plate detectorT(E) is the spectrometer transmission function. Its values are specific for each
machine. Just a few years ago at the National Physical Laboratory in United Kingdom a
ometrology spectrometer 0 ationof rebponse fucipe oy al |
employing true specific reference spectradl

It is a normal procedure to eliminate the proportionalities in . ZE&f0 by
referencing all the quantification on a relative basis i.e. by choosing one particular peak and
referring all the measurements to it. For the ¢deel line of an elemeri and the reference

line of elemeni recorded under similar conditions
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with D(Ea)/D(Ex) = 1 since the lines are supposed to have been record@dT mode i.e.

constant pas&nergy. Thus Eq8.1.21 may be rewritten as

1(E,) _ sa N,
(E) s N, (21.2)

wheres, ands, are the sensitivity factors for elemert@and X. The software delivered with
the spectrometer already contains experimesgasitivity factors which allow the user the
calculations of atomic concentrations3f]. However one should be careful when using

experimental sensitivity factors since they do not include the dependence of experimental

factors like entrance slit or passergy.

69



2.2. Angleresolved XPS3lepthprofile reconstruction

Angle-resolved xray photoelectron spectroscopy (ARXPS) is a method for non
destructive probing thin (<100 A) surface layers by changing the detection angle of
photoelectrongaind extracting chemical state information.

Spectra recorded at emission angles, will therefore contain information on the
concentration depth profile (CDP) of each element present. We might expect, by some
numerical technique, to be able to use thesesurements to recover the CDP down to a
depth limit of perhaps a few times th#enuation length (AL)The enormous attraction of
such a nofdestructive deptprofiling technique has led to a number of algorithms for CDP
recovery being proposed over lastcdde for ARXPS [38-154]. Nearly all of these
published methods depend on the following assumptions concerning the physics of ARXPS

measurements §5]:

1. Any effects of the sample crystallinity can be ignored.

- certain ARXPS experiments specifically loak the variation in peak intensity with
photoemission angle due to shadowing effects, channeling and so on. In our
treatment, however, we shall consider the sample to be effectively amorphous.

2. The effect of elastic collisions can be ignored.

- photoelectons that suffer elastic collisions do not lose energy, although they might
change direction. Therefore, some photoelectrons may be knocked into, or out of, the
analyzer acceptance cone.

3. The refraction of emerging photoelectrons at the surface can been

- this assumption is reasonable at typical photoelectron energies and photoemission
angles below 85 degrees.

4. The sample surface is perfectly smooth.

- this is likely to be true only in the most careful experiments.

5. The analyzer acceptance anglsnsall, essentially zero.

- more realistic values are on the order dfZ6degrees.

6. The sample is uniform in composition on theptane, at least within analysis area.

- this assumptiois reasonable if the sample is carefully prepared.

7. Data manipulatia does not introduce any artifacts or errors.
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- the algorithm used to evaluate the peak intensities can cope with intensities of poorly
resolved peaks andidely varying backgrounds, without introducing systematic
errors. The peak intensities may be deteediprecisely using, for example, peak
fitting software which is now widely available and often gives a direct nunherica
report of thg Apeak areao [ 156

8. The attenuation length (AL) for a given photoelectron is independent of the composition of

the mateial through which it emerges from the sample.

- sometimes, one can postulate a known composition for a sample, or for a layer
therein, and obtain the appropriate photoelectron mean free path from the literature.
Other times, it may be necessary to use amagt.

9. The total atom density is constant as a function of depth.
2.2.1 Model for angledependent XPS data generation

XP spectra are normally quantified using equations of the form

_ 1A/Ry
= _1a/Pa 2.2.1)
’ al/R
J

whereXa, is the atomic compason of elemenfA in a sample containingcomponentsla is
the measured spectral intensity for elemardnd R, is the relative sensitivity factor for
elementA.

The sampling depth is governedtiye well known Beetambert law
I(g) = 1(z) exp€z// coxg) (2.2.2)

wherel(z) is the signal originating at depth/ is the characteristic attenuation length and
is the emission angle, measured from the normal to the sample surface.

To evaluate how deptbomposition variations in the sample affect theasured
XPS intensities, consider a solid divided up into an arbitrary number of layers of equal
thicknesst (Fig.2.2.1). Each layer contains any number of elements A, B, C, . . . with
concentratioma, Ng, Nc, € S U cnfireprebeats the atom fractioomposition of element
j in theith layer.
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Fig.2.2.1.Layered sample model used to generate XPS signal in the binary system.

A layer transmission function for elemgnT;(g), is definel by
Ti(g) = exp¢t// jcosy) (2.2.3)

The intengies for any element are summed over all layers to give the expected

signal intensity, normalized to unit incidertay photon flux, i.e.

li(g) = k,-g n, T, (2.2.49)
i=0
The elemenspecific terms, such as the photoemission eseston, are included in
the constant of proportionality. The relative sensitivity factor is given by performing the
summation of Eqn.2.2 with all n;; = 1.
The constants of proportionality for each element cancel in gd&ghterm and
therefore the agpent concentrations of elements as a function of emission angle, for a

sample containing elements, are given by the forward transform equation

a_. n;T; @) /?.Tj (‘7)i

X.(g)= (2.2.5)

aganmle) /ate)g
i=0 u

y €i=0
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2.22. Regularization methods

There are numerous algorithms to extrachaamtration depth profiles from data
supplied by ARXPS, ranging from various fitting procedures and Laplace transforms to
regularization routines. These methods are discussed in details in the review paper by
Cumpson [55].

In practice, the depth profileestoration is associated with inverse probléntbe
values of model parameters must be obtained from the observed data. In turn inverse
problems belong to the class of the so callegaked problemsa small perturbation of the
data can cause a largerfurbation of the solution. Because the real signal contains always
noise, there is no unequivocal assignment of adgpendent spectra intensities to surface
concentration gradient.

Therefore, it is necessary to incorporate further information aboutddseed
solution in order to stabilize the problem and to single out a useful and stable solution. This

is the purpose of regularization.
2.2.3. Tikhonov regularization

The weltkknown and probably the most successful regularization method is the
Tikhonov regularization which has proved to be a powerful technique in many [i&dk
It suppresses the unwanted noise components and overcomes problems associated with

numerical instabilities.
Method description

The relationships describeg Eqn.2.2.5can eaiy be transformed to aystem of the

linear equations
Ax=b (2.2.6)

whereA is the coefficient matrixx is the vector of unknown concentrations @né the
vector of measured intensities.

The basic idea of the Tikhonov regularization is tbraethe regularized solutioxy
as the minimizer of the following weighted combination of thedwssi norm and the

solution norm
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x, =min{Ax- bf? +a2|x[’} (2.2.7)

whereUis the regularization parameter.

The first term|Ax- b|; measures the goodnesifit, in other words, how well the

solution x predicts the given data. Obviously, if this term is too large, thencannot be
considered as a good solution because it ¢
the residual norm should not be smaller than the¥age size of the errors Ini we do not

want to fit the noise in the data.
The solution norn||x||§ measures the regularity of the solution. The incorporation of

this term is based on the assumpgtyhlgh t hat
frequency components with large amplitudes, and if we control the nonm wé can
suppress noise.

The regularization parametelis a positive number which controls the weight given
to minimization of the solution norm relative to minimizatwithe residual norm. Hence, if
we can find a good balance between these two terms via a suitable valuee dfave the
hope to achieve a regularized solution that is a good approximation to the exact solution.
Thus, the regularization parameter is anantg@nt quantity which controls the properties of
the regularized solution, andishould tlerefore be chosen with caresH.

The solution equatiofor this problem takes the form

x, =(ATA+a’l) *A'b (2.2.8)

whereA stands for the transpose/Afl is the identity matrix.
L-curve criterion

The main difficultyU Urdortuhately,ademels reliabteh e
technique for evaluation the regularization parameter from the experimental data is not
known. There are three most populardafficient routines tochcose the regularization
parameter: discrepancy principle,curve criterion and generalized cross validation. The L
curve seems to be the most convenient graphical tool for analysis of the Tikhonov
regularization. The Tikhonov sdlan behaves in quantitatively different way for small and

large values ofl WhenUi s large, thenxyis dominated by the regularization error and the
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solution is ovessmoothed. For small values Gfthe Tikhonov solution is dominated by the
perturbation error coming from the inverted noise and the solution is-anamthed.

From this analysis it follows that the-durve should have two distinctly different
parts: a region which is approximately horizontal, where the regularization error dominates;
a region which is approximately vertical, where the perturbation error domittatess out
that L-curve plotted in the lo¢pg scale should emphasize the differbahaviourof these
two regions [B9]. Therefore the key idea in the-durve criterion is to find out the
regularization parameter that corresponds to Heel.r v e érgegionoRomthe Tikhonov
regularization, a natural definition of the corner is the point on tbharize with maximum

curvature (Fig.2.2.2).
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Fig.2.2.2.The L-curve for the Tikhonov regularization: a kapg plot of the solution norm
IIXdlk versus the residual norm ||Ax b|p with Uas a parameter (a) and the corresponding

curvature as a function af(b).

2.2.4 Maximum entropy regularization

This regularization method is frequently used in image reconstruction and related
applications whee a solution with positive elements is sought. In the maximum entropy

regularization, the following nonlinear fui@n is used as side constraint
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W(x)= & % log(wx ). (2.2.9)

wherex; are the positive elements of the vectpandw;, € w, aren weights. Notice that
q &) measures the entropy of hence the name of this regularization method. The
mat hemati cal justi ficat i mns thitatryields laisdutiopar t i ¢
which is most objective, or maximally uncommitted, with respechissing information in
the righthand side. The maximum entropy has the advantage that it automatically imposes
the constraints of positivity in a smooth and controlled manner, provides an optimal smooth
reconstruction without introducing further arbryraparameters, and has a logical and
consistent way of encoding prior knowledge.

Recently, the maximum entropy method begins to use in-destructive
deconvolution of the depth profiles from theglmdependent XPS data [15160, 161].

2.2.5 Truncated sngular value decomposition (SVD)

The singular value decomposition (SVD) is applied extensively to the study of linear
inverse problem, and is useful in the analysis of regularization methods such as that of the
Tikhonov technique.

The extremely large em® in the naive solution come from the noisy SVD
components associated with the smaller singular values. The SVD components of the exact
solution with largest magnitude are precisely those coefficients that are approximated
reasonably well.

These considetai ons i mmedi ately | ead to a #dbr
regularized approximate solutions: simply chop off those SVD components that are
dominated by the noise. Hence, the truncated SVD (TSVD) soluiias the solution
obtained by retaining therft k components of the naive solution. The truncation parameter
k should be chosen such that all the naleeinated SVD coefficients are discarded. A
suitable value ok can often be found from anspection of the Picard plot3&].

The advantage of thESVD method is that it is intuitive, and it is easy to compute
TSVD solutionsx, for different truncation parameters, once the SVD has been computed.
The disadvantage is that it explicitly requires the computation of the SVD comporants

at least, the@rincipalk singular values and vectors.
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The regularization algorithms based on SVD for inverting adglgendent XPSala
are presented in papersi{] 146.

Besides aforementioned techniques, there are other regularization methods for
determination oftte depth profiles from the angtkependent XPS datag2, 163].
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2.3. Reactive diffusion in thin films

The kinetics of the interdiffusions in thin films results from a number of elemental
processes, i.e. diffusion of chemical speciégntical reactions at interfaces leading to the
nucleation and growth of intermediate phases, point defect production and/or annihilation at
interfaces, grain boundary diffusion, é Th
process rather complicated, darsensitive to themorphology of the specimen, the
microstructure and the preparation of the materigd][.1

Mo st of thin film reactions can be des
AReactive diffusiond i s a primatieniotaortiruous c a |
solid compound layer at the interface between initial substances which proceeds in two

consecutive steps 65]:

(1) Diffusion of atoms (ions) of the reactants across compound layer in the opposite
direction;

(2) Subsequent chemicathnsformations taking place at the layer interfaces with the
participation of diffusing atoms of one of the components and the surface atoms of

another component.

In the case under consideration, the concept chemical transformations (synonyms:

chemical raction, chemical interaction) comprises the following processes:

(1) Transitions of the atoms (ions) of a given kind through the interface from one
phase into the other. This is external diffusion, according to the terminology
proposed by B.Ya.Pinesgfy.

(2) Redistribution of the electronic density of atomic orbitals resulting in the formation
of stable groupings of atoms included in a growing compound layer.

(3) Rearrangement of the crystal lattice of an initial phase into the crystal lattice of a

chemi@l compound formed.

It should be noted that something like the elementary act of external diffusion also
occurs in homogeneous reactions taking place in solutions or gases. Indeed, in order to be
combined into a molecule, the reacting particles must mdwkige) towards each other.

The second of these processes in a ligpiidse or a gas homogeneous system results in the
formation of an individual moleculevhich is able to migrate relatively freely within the
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reaction bulk In the examined solidtate hed r ogeneous system, howe
formed is rigidly fixed in the crystal lattice of chemical compound together with a number of
other similar Oomol ecul esd. What is only po
any of t he mpnsind the laylerefer Gequicatent atoms, not disturbing the

stoichiometry of a compound and the total balance of atoms in the entire system.
2.3.1. Compound layer formation at the interface of two elementary substances

Consider the simplest case of chemhicompounds formation in heterogeneous
systems at temperatures well below the melting point of the componsuiid layerA,Bq
grown between elementary substanéeandB. The substance& andB are solidat reaction

temperature and partially miscible.

Composition profile through reaction zone Phase diagram of A-B system

- Reaction temperature
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Fig.2.3.1.Formation of thed,B, compound layer at the interface of elementary substaces
andB [82].

In a general case of comparable mobilities of componarasd B within the A,Bq
crystal lattice, the\,B; compound layer grows at the expense ofudifin of theB atoms to
interfaceU / (§ee Fig.2.3.1) where a partial chemical reaction takes place in accordance with

the equation

0Buit + PAsurt =ApBq (2.3.1)
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and also at the expense of diffusion of fhatoms to interfac® /fallowed by the partial

chemical reaction
PAuit + 0Bsurf =ApBy - (2.3.2)

Before startinghereaction (2.3.1), th& atoms must lose any contact with the main
mass ofthe substanc® and be transferred across #yB, layer fromtheinterfaceb /tmthe
interfaceU /. ®n the contrary, componeAtenters reaction (2.3.1) in the form of particles
(atoms or ions) located onto the surface of phfased therefore bonded with the bulk of
substance\. TheA atoms diffusing across th& B, layer from interfacel / tb interfaceb / o
and the surface B atonmesiter reaction (2.3.2). The reactions (2.3.1) and (2.3.2) take place at
different interfaces of thé,B, layer and therefore separated in space. Clearly, the rates of
these reactions are different. Kinetically, these are two different chemical readtisraedso
supposed, that no reaction proceeds within the bulk oAfBelayer; theA andB atoms can
only exchange their positions inside #8, layer.

It should be emphasized that a very initial period of interaction of elementary
substances when theers still no compound layer and consequently there is only one
common interface at which substan@esind B react directly, is outside the scope of the
proposed macroscopic consideration.

In an initial period of interaction of substandesndB when theA,B, layer is very
thin, the number of thB atoms which diffuse to the / emdb /irterfaces per unit time is
considerably greater than the number of those atoms which can be combined\iBqthe
compound by the surfadeatoms.

The reactivity (or combining ability) of the surface of substaAdewards theB
atoms is equdlo the largest number of diffusiri§jatoms which can be combined per unit
time by the surfac@ atoms into a compound of certain composition.

Initially, the reactivity of theA surface is realized to the full extent because the
supply of theB atoms is alrost instantaneous due to the negligibly short diffusion path.
Therefore, if the surface area of contact of reacting phasasd A,B; remains constant,
chemical reaction takes place at an almost constant rate. In practice, this regime of layer
growth is usally referred to as reaction controlled. The terms interface controlled regime

and kinetic regime are also used, though less suited. In the reaction controlled regime the
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overall rate of layer formation is only limited by the rate of chemical transfarnsati
(chemical reaction as such). Hence, the initial growth oAjBg compound layer is linear.

The reaction controlled regime of growth of tAgB, layer is one of the two
extremes. Theother oneis its growth in the diffusion controlled (or simply di§ional)
regime. With passing time the overall rate of layer formation becomes more and more
dependent on the diffusion rate of the atoms, whereas the influence of the rate of chemical
transformations gradually decreases and eventually becomes negligildentparison.

When the process is governed by diffusion a parabolic growth law is predi6edidd].

It should be noted that the compound layers observed in practice seldom have an
ideal appearance. Firstly, one or both boundaries of a layer with ipliEdes may be
uneven. Secondly, the compound layers formed often contain cracks, pores and other
defects. Undoubtedly, this has a considerable (sometimes, even controlling) effect on the

kinetics of their growth.
2.3.2. Several compound layers at the sedwlid interface

Growth kinetics of two chemical compound layers in a binary heterogeneous system

havebeen theoretically treated [@-273]. Diffusional consideration predicts that

(1) both layers must grow simultaneously;
(2) the thickness of each of theas well as their total thickness should increase
parabolically with passing time.

However, available experimental data provide evidence that thist ialways the
case [¥4-177]. In fact, in many binary systems the layer growth is neither simultaneous,
parabolic. Instead, a variety of kinetic laws (linear, asymptotic, paralinear, parabalic. e
are observed. Moreover, in the experiment usually only one phase is observed in early
reaction stages. Frequently, this phase is metastable or even ansorphou

In many reaction couples, the layer formed first should reach a certain minimal
thickness before the second layer can occui8][1Both compound layers then grow
simultaneously until the full consumption of one of initial substances. The sequence of
formation of compound layers w@ften governed by the rate of chemical transformations
(partial chemical reactions) at phase interfaces.

Many binary systems are multiphase, with the number of chemical compounds

reaching even ten. In the framework of diffusbnconsiderations all the chemical
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compounds of a multiphase binary system are assumed to form individual layers which must
grow, at a higher or a lower rate, during isothermal annealing oABeeaction couple
according to a parabolic law.

In most reation couples, part of compound layers is known to be missing, with only
one or two layers growing at th&B interface, irrespective of the number of chemical
compounds in the appropriate phase diagram. The cases where three or more compound
layers grow snultaneously between elementary substacasdB are very rare against the
background of the cases where one or two layers are observed.

To explain the absence of certain compound layers between initial subshaeroes

B, two reasons are most frequentliyt forward:

(I) Difficulties in phase nucleain [81]. This indeed takes place in particular cases.
Some factors affecting nucleation become significant especially in the nonequilibrium

situation:

1. Number of atoms per unit cellthe larger the numbesf atoms per unit cell, the
more difficult it is for the phase to nucleate.

2. Crystal structure certain crystal structures are expected to nucleate more readily
than other more complex crystal structures.

3. Temperature nucleation is expected to besesx at higher temperatures because of
greater mobility of the atoms.

4. Congruency the noncongruently melting phases of the silicides and germanides do
not nucleate readily and are usually skipped. This is not the case formedtadl
systems where althe phases congruently or noncongruently melting seem to
nucleate readily.

5. Directionality of bonding it can be expected that if bonding is highly directional,
such as in covalent bonding, nucleation is more difficult than for metdl
bonding, whit is nondirectional. Although silicides and germanides are usually
classified as intermetallic compounds, the bonding of a metal atom with a
semiconductor such as silicon or germanium is expected to be more directional than
in the metalmetal case. This cbd probably be the reason why noncongruently

melting silicide and germanide phases are usually skipped.
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However, the difficulties with nucleating new phases in a heterogeneous system
appear to be exaggerated. For instance, the interaction is knownttatstalatively low
temperatures even for reaction substances with very high melting paigt$d1].

(I The low growth rate of the compound layer due to the small value of its diffusion
coefficientD [167]. In fact, the growth of a phase depends ndy on the transport through
itself, but also on that through iteighbourphases, which indicates the competitive nature
of phase formation. In other words, the compound can undergo suppression in the diffusion
zone, because of the overwhelming growthteieighbours Diffusion coefficients of the
compounds in a metallic system often differ by several orders of magnitude.

It should be noted that according to the diffusional theory any chemical compound
layer once formed cannot then disappear during ésothl annealing of thé&-B reaction

couple because its growth ri dthX gradually increases with decreasing thickness according

to Ficks lavj=- D%. Thus, before the compound can disappear the diffusion flux

increases andompound grows again. Finally, a steady state of compound growth is set. It
foll ows that, t he sl ow gr owi-asnll gnbuntsskosld d o n

present in the reaction zone.

Gosele and Tu B2] proposed that interfacial reaction barsién binaryA-B reaction
couples can lead to the missing of the phases predicted by the equilibrium phase diagram,
provided that the diffusion zones are sufficiently thin.

2.3.3. Grain boundary assisted diffusion

Grain (and interphase) boundary diffusigrexpected to be the dominant long range
atomic transport mechanism in polycrystalline thin film reactio®8][IHarrison designated
three types of kinetics, called A, B, and B4l The distinguishing feature of-Rinetics is
the extensive lattice diffion that causes the diffusion fields from adjoining grains to
overlap. The issue of penetration of grain boundary transported material into the adjacent
grainsis describe by B-kinetics, where each boundary is assumed to be isolated and the
flux at largedistances approaches zero. Currently, circumstances where grain boundary
diffusion is dominant are modeled aski@etics - diffusion in the bulklike interior of the

grains is frozen out by the relatively low temperatufbat is the lattice diffusion is
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considered negligible and significant atomic transport occurs only within the boundaries.
The C-kinetics grain boundary diffusion is driven by a concentration gradient in a grain
boundary fAphaseé&fHh18s.f finite width [1

Usually intermetallic compounds polycrystalline sample begin to grow as isolated
particles due to heterogeneous nucleation at tjiypietions of the grain structure. The
growth of such precipitatesccus at rates far greater than allowed by volume diffusion
mainly owing toatomtransport along the grain boundari@$ie rate at which atoms diffuse
along different boundaries not the samebut depend on the atomic structureof the
individual boundaryThis in turn depends on tlegientationof theadjoining crystaland the
plane d the boundary186].

When the separate precipitates begin to overlap, growth decelerates and finally is
limited by bulk diffusion. It results in the formation of the layers with uneven interfaees,
the layer thickness becomes irregular. The growimgpmund layer should be thicker in the

vicinity of boundaries of any grain in comparison with the central part of that grain.
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2.4. Frst phaseformation at solid/solid interface

2.4.1. Kinetic arguments

According to an empirical correlationrfaulated by FM. d o6 H&A, thé fast [ 1
compound to occur should have the highest content of a component with a lower melting
point and diffusion of atoms of that component prevails during formation of this compound.

R.W. Walser and R.W. Bene suggesthd rule for predicting phase formation at
silicon/metal planar interfacesg&]: the first compound nucleated in planar binary reaction
couples is the most stable congruently melting compound adjacent to thetkewpestature
eutectic on the bulk eguiliium phase diagram.

The rule was also extended to metadtal systems by relaxing the requirement that
the first phase that forms needs to be congruently meltBgj:[fhe first phase nucleated in
metatmetal thinfilm reactions is the phase immediatalyjacent to the loesttemperature
eutectic in the binary phase diagram.

Note that in the framework of pureknetic considerationsthe diffusing atoms are
assumed to be available for any growing compound layer. In other words, the existence of
any inteface barriers to prevent diffusion of appropriate atoms is not recognized.

Thus, aalyzing the equilibrium phase diagram, it is possible to arrive to certain
conclusions concerning thiest compound formation in a multiphase binary system. It must
be remenbered, however, that any predictions based on the aheméoned criteria are

rather the weak correlations than the precise rules.
2.4.2. Thermodynamic stability

The most stable compound of a multiphase binary system is often assumed to be the
first to occur and grow at theolid/solid interface 190]. The changegdG, of the isobarie
isothermal potential (Gibbs free energy) in the formation of any compound from the
elements under given conditions is usually considered to be a measure of its thermodynamic
stability. The nf@themorestgbke tmompeund. al ue of @

The Gibbs free energy of a system is defined by the equagéh [1

G=H-TS (2.4.1)
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whereH is the enthalpyT is the absolute temperature, a8ds the entropy of the system.

Enthalpy is a measure of the heat content of the systdns@iven by
H=E+ PV (2.4.2)

whereE is the internal energy of the syste,the pressure, andl the volume. When
dealing with condensed phases (solids and liquids)P¥éerm is usually very small in
comparison tcE, that isH ~ E. The oher function that appears in the expressionGas
entropySwhich is a measure of the randomness of the system. At low temperatures the term
TSin the equationd.41) is very small in comparison to the value-bind therefore can be
neglected [86].

The change in the free energy of formation of any compound can be calculated either
per mole (or, in other words, per chemical formula), or per grgom (the first value should
be divided by the total number of the atoms of both kinds in the molecule obthpound),

or per unit volume of that compound.
2.4.3. Phase selection rules combining thermodynamic with kinetic arguments

It is obvious, that growth kinetic approach or thermodynamic stability is of limited
use in predicting the first product of a réan. Therefore several attempts were undertaken

to develop simple rules which interplay the kinetic and thermodynamic factors.
Maximum degradation rate (MDR) law

The maximum degradation rate (MDR) law is based on an assumption that a system
chooses a pattvhich leads to the largest free energy change per unit time among another
feasible paths. In other words, a path with the most negative val@eGof i© tealized,
wheret is time. The initial phase corresponds to the highest-émergy degradatiorate of
the arriving atoms [A1].

When atom of elemenA reacts with atoms of elemeBt the system free energy
changes byp G{A,B,; per A atorh. The free energy change ra®,G /, i® the product of
o Gand the supply rate, of A atoms to the reaction region

% =T, dDGf{ A.B,; per A atom} (2.4.3)
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Similarly, for anotheintermetallic compoundB,, the free energy change per unit
time is

% =T, C'iDGf{ A B.; per A atom} (2.4.4)

Suppose that elemeAtis supply rate limiting. In order to predict which phase forms
first at the A/B interface, A;By or AnBy, the Ea.2.4.3 and En.2.4.4 are compared. The
compound with more negative value of product forms first.

Although the method to determine the supply rate of metals to the reaction region has
not been well establighl, it seems reasonable to assume that a metal with lower melting

point has higher supply rat&q1].
Effective Heat of Formation (EHF) model

The presently most advanced selection rule based oefféative heat of formation
(EHF) model was proposed bye®orius[81]. As its predictions are reliable, a physical
justification is still lacking.

The effective heat of formatiofEHF) model makes it possible to calculate heats of

formationas a function of concentratiday using the equation

effective concentraion limiting element _ DH 03 Xi
compoundconcentraion limiting element

DHij=DH®3 (2.4.5)

whereDHC is the standard heat of formation expressed as kJ per mole of atoms.

Using E@.2.4.5 the effective heat of formation can be calculated as a function of
concentration of the reacting species. Effective heats of formationadiaig thus readily
constructed by plotting the heats of formatiaiH® (expressed in kJ per mole of atoms) of
each compound in the binary system at its compositional concentration and completing the
triangulation by connecting these points to the end paihthe concentration axis. It is clear
thatDH' is always smaller than the standard heat of formddighand is only equal t&H°

when the effective concentrations match the composition of the compound to be formed,

X
thus when the rati— is equal to one.
Xi

The rule for the first phase in the metaétal binary systems formation statédse

first compound phase to form during metaétal interaction is the phase with the most
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negative effect i Heatthecricentorfn offthe dowestttempenature
eutectic (liguidus minimum) of the binary system.

Let us apply the gnciple of this rule for the AAu binary system. The phase
diagram and the effective heat of formation of the different intermetallics are given in
Fig.2.41. The effective heat of formation is indicated by straight lines connecting the data of
the compounds with the corners of the pure elements. At the composition of the lowest
eutectic (78 at.% Au, 22 at.% Al) thgH' value for AuAl, is -20.0kJ(mol.at.)* and
-19.8kJ(mol.at.)* for AuAl. Because of the very small difference between these two
intermetallics, both are indeed observed as first forming phases depending on the exact

experimental condition/f].

Fig.2.4.1. Phase diagram of AA\u system and the effective heat of formation of the
expected compounds. The effective heat of formation at the concentration of the lowest
eutectic shows that from thermodynamic point of view there is hanayy difference

between AgAl, and AgAl formation.
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