
 

 

Department of Surface and Plasma Science 

Faculty of Mathematics and Physics, Charles University in Prague 

V Holeġoviļk§ch 2, 180 00 Prague 8, Czech Republic 

 

 

 

 

 

Study of bimetallic interfaces by means of electron spectroscopy 

techniques 

 

 

 

 

Ing. Yaroslav Polyak 

 

 

 

 

Branch F-5: Physics of Surfaces and Interfaces 

 

Supervisor: doc. RNDr. JiŚ² Pavluch, CSc., 

          Faculty of Mathematics and Physics, Charles University in Prague 

 

 

 

 

 

Prague 2009 

 

 



 

 

Acknowledgments 

 

First and foremost, I would like to thank my supervisor Doc. RNDr. JiŚ² Pavluch, 

CSc. for his invaluable guidance, encouragement, fruitful discussions and support during the 

course of my research. 

I wish to express my sincere gratitude to RNDr. ZdenŊk Bastl, CSc. for providing 

VG ESCA 3 Mk II facilities and help with the ARXPS experiments as well as with the 

interpretation of their results. 

I appreciate all my colleagues for their warm company and strong support. 

 

 



1 

 

Content 

Introductionééééééééééééééééééééééééé...4 

I. Electron transport at surface region of solids studied by elastic peak 

electron spectroscopy EPES)éééééééé..ééééééééé.é6 

1. Introductionéé...ééééééééééééééé..éééééé...6 

2. Electron transport in solids for quantitative surface analysisééééé.é8 

2.1. Interaction of low energy electrons with matterééééééééééééé......8 

2.2. Elastic peakéééééééééééééééééééééééééééé..9 

2.3. Surface excitationséééééééééééééééééééééééé.....11 

2.4. Elastic scattering of electrons in solid, cross sectionéééééééééééé.11 

2.5. Inelastic scatteringéééééééééééééééééééééééé.....16 

2.6. Survey of some theoretical expressions for electron scattering dataéééééé.18 

2.7. Definition of fundamental terms related to surface sensitivityéééééééé..20 

2.8. Relationships between some fundamental parametersééééééééééé..21 

2.9. Electron path length and backscattering intensity in complex mediaééééé....25 

3. Apparatusééééééééééééééééééééééé.é.....30 

3.1. Analyzing chamber and componentsééééééééééééééééé.....30 

3.2. Retarding field analyzerééééééééééééééééééééééé.33 

4. EPES study of the Rh/Al systeméééééééééééééééééé......37 

4.1. Motivationééééééééééééééééééééééééééé......37 

4.2. Experimental procedure ééééééééééééééééééééé.é...37 

4.3. Results and discussion éééééé..ééééééééééééééé.é...38 

4.4. Conclusionééééééééééééééééééééééééééé.....47 

 

I I. Angle-resolved X-ray photoelectron spectroscopy (ARXPS) study of        

Al/Au interfaceéé.ééééééééééééééééééééé...48 

1. Introductionééééééééééééééééééééééé.é..48 

1.1. Backgroundéééééééééééééééééééééééééé..é..48 

1.2. Application and properties of Al-Au intermetallic compoundséééééééé.50 



2 

 

2. Theoretical partééééééééééééééééééééé..é...54 

2.1. Photoelectron spectroscopyééééééééééééééééé.......54 

2.1.1. X-ray photoelectron spectroscopy overviewééééé.ééééééé.54 

2.1.2. Theory of photoelectron spectroscopyééééééééééééé.......57 

2.1.3. Photoelectron spectroscopy modelséééééééééééééé.......59 

2.1.4. Data analysiséééééééééééééééééééééééé..60 

2.1.5. Valence band regionéééééééééééééééééééé......60 

2.1.6. Core-level linesééééééééééééééééééééééé..61 

2.1.7. Chemical shiftséééééééééééééééééééééé.......62 

2.1.8. Spin-orbit couplingéééééééééééééééééééé.........63 

2.1.9. Satelliteséééééééééééééééééééééééééé.64 

2.1.10. Core-level line shapeséééééééééééééééééééé..65 

2.1.11. Secondary spectra (background)éééééééééééééééé..66 

2.1.13. Quantitative analysiséééééééééééééééééééé....68 

2.2. Angle-resolved XPS depth-profile reconstructionéééééééééé70 

2.2.1. Model for the angle-dependent XPS data generationééééééééé71 

2.2.2. Regularization methodséééééééééééééééééééé.73 

2.2.3. Tikhonov regularizationéééééééééééééééééééé73 

2.2.4. Maximum entropy regularizationééééééééééééééé......75 

2.2.5. Truncated singular value decomposition (SVD)éééééééééé...76 

2.3. Reactive diffusion in thin filmsééééééééééééééééé.78 

2.3.1. Compound layer formation at the interface of two elementary substances...79 

2.3.2. Several compound layers at the solid-solid interfaceéééééééé.....81 

2.3.3. Grain boundary assisted diffusionééééééééééééééé.é83 

2.4. First phase formationééééééééééééééééééééé.85 

2.4.1. Kinetic argumentsééééééééééééééééééééé......85 

2.4.2. Thermodynamic stabilityéééééééééééééééééé.......85 

2.4.3. Phase selection rules combining thermodynamic with kinetic argumentsé86 

2.4.4. Amorphous and metastable phasesééééééééééééééé....89 

3. Experimental procedureééééééééééééééééééé....91 

4. Results and discussionéééééééééééééééééééé..92 



3 

 

4.1. Reference spectraéééééééééééééééééééééééé.....92 

4.2. Thickness calculationééééééééééééééééééééééé...95 

4.3. In-depth profile estimationééééééééééééééééééééé...96 

4.4. Initial phase formationéééééééééééééééééééééé....101 

4.5. Alloy growth and phase transformationsééééééééééééééé....105 

4.6. Conclusionséééééééééééééééééééééééééé.é117 

Conclusion and outlookééééééééééééééééééé....118 

Referencesééééééééééééééééééééé.ééé.....121 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



4 

 

Introduction  

The bimetallic systems play a crucial role in a number of important areas, including 

catalysis, magneto-optical films, microelectronics fabrication, electrochemistry, corrosion 

passivation, structural materials. The bimetallic systems are often prepared by vapour 

deposition of one metal onto a clean polycrystalline surface of the second pure metal in 

ultra-high vacuum (UHV). The interactions which occur at bimetallic interfaces are of both 

scientific and technological interest. 

The thesis involves two parts concerning the investigation of the initial stages of the 

interdiffusion between a rhodium overlayer and aluminum substrate by means of Elastic 

Peak Electron Spectroscopy (EPES) and the reactive diffusion in Al/Au bimetallic system 

applying Angle Resolved X-ray Photoelectron Spectroscopy (ARXPS) method. 

In order to get better understanding of the interdiffusion process in the bimetallic 

couples the concentration profile through an interaction zone is very desirable. The EPES 

and ARXPS are non-destructive and convenient methods to analyze the in-depth distribution 

of the constituents provided that proper theoretical models of the involved processes are 

available. The description of the algorithms and models for the concentration profile 

calculations is provided in Chapter 4 (part I) and Chapter 2.2 (part II) of the thesis. 

The surface sensitivity of EPES is determined according to the óuniversal curveô for 

the inelastic mean free path (IMFP) of electrons. The theoretical consideration of the 

electron transport at solid surfaces is covered in Chapter 2 (part I). 

Chapter 3 (part I) is dedicated to the description of the spectrometer. In order to 

interpret the obtained results, experience with the equipment and the experimental 

procedures have been gained. A great deal of the experimental work involved mounting the 

spectrometer along with its tuning and adjustment, much time was spent on the testing of the 

new retarding field analyzer (RFA). 

Chapter 4.2 (part I) presents procedure used for Rh/Al samples preparation and 

describes the experiments performed. 

The Monte-Carlo simulations were used to calculate profiles applying the 

experimental elastic peak (EP) intensities. The novelty of the elaborated method consists in 

the three-media approach of the analyzed sub-surface region (Chapter 4.3 of part I). 

Chapter 1 (part II) deals with the physical properties of the investigated AlxAuy 

intermetallics, together with their application in the microelectronics industry. 
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Core-level binding energy shifts reflected in the photoelectron spectra provide 

information concerning the surface composition of the intermetallic compounds. In this way, 

the alloy phases formed at bimetallic interfaces can be identified. A brief description of the 

principles of X-ray photoelectron spectroscopy is given in Chapter 2.1 (part II). 

In the ARXPS case, the surface sensitivity is varied by changing the detection angle 

(take-off angle with respect to the surface normal) of the photoelectrons. At a higher 

detection angle, the signal from species located in the external part of the surface is 

enhanced. The signal-to-noise problem associated with the ARXPS data was solved 

employing regularization techniques such as Tikhonov regularization and the L-curve 

criterion was used to optimize the value of the regularization parameter (Chapter 2.2 of part 

II).  

A theoretical overview of the thermodynamic and kinetic factors governing the 

reactions proceeding at the bimetallic interfaces is presented in Chapters 2.3 and 2.4 (part II). 

Experimental procedures used for the Al/Au samples preparation, the results of the 

experiments, calculations and their detailed analysis are subject of Chapter 3 and Chapter 4 

(part II). 

Statement of authorôs contribution 

My personal contribution to my dissertation consisted mainly of the following items: 

1) installation and testing of the new retarding field analyzer (RFA); 

2) constructing of Al evaporator; 

3) performance of EPES and ARXPS experiments; 

4) processing of the experimental data; 

5) Al in-depth profiles calculation applying Tikhonov regularization; 

6) modeling of the reactive diffusion of Al atoms into Au substrate using ARXPS 

measurements; 

The model elaboration of the electron transport in three different media and Rh in-

depth profiles calculation were carried out by Dr. L. Zommer. 

 

 

 



6 

 

I. Electron transport at surface region of solids studied by elastic 

peak electron spectroscopy (EPES) 

1. Introduction 

When a monochromatic electron beam impinges the surface of a solid, the incident 

electrons undergo sequence of interactions with atoms and part of electrons is emitted from 

the target. The emitted electrons which have the same energy as the incident electrons are 

elastically reflected electrons. 

The elastically reflected electrons play an important role in many experimental 

techniques: low-energy electron diffraction (LEED), disappearance-potential spectroscopy 

(DAPS), high-energy appearance-potential spectroscopy (HEAPS) [1]. 

The experimental method involving quantitative estimation of the elastic peak 

intensity is known as the elastic peak electron spectroscopy (EPES). The acronym EPES was 

originally proposed by Gergely for determination of the elastic backscattering probability 

[2]. The elastic backscattering can be quantitatively described by the angular distribution of 

reflected electrons and by probability of elastic reflection (reflection coefficient). 

Growing interest in elastic peak electron spectroscopy (EPES) is observed in recent 

years due to its non-destructive relative analytical applications and high surface sensitivity. 

An extensive discussion of possibilities of this analytical technique is presented in [3]. An 

important application of EPES is the determination of the inelastic mean free path (IMFP) of 

electrons in solids [4-6]. The IMFP is a fundamental quantity in the electron spectroscopy 

which characterizes the surface sensitivity. Evaluation of IMFP is based on the comparison 

of the measured elastic backscattering intensity with calculated intensities found by the 

Monte Carlo (MC) simulation of electron trajectories in the solid. EPES has also been used 

for studies of systems consisting of an overlayer deposited on a substrate [7, 8], hydrogen 

detection on the surface [9], surface composition of alloys [10], examining growth modes of 

ultrathin gold films deposited on nickel [11] or on Al and alumina [12], studies of surfaces 

with overlayers [13, 14]. It has been shown that there is good accordance between 

experimentally obtained parameters describing elastic backscattering and theoretical 

predictions [12-24]. However, few MC simulations have been applied for evaluating the 

elastic reflection intensity for complex systems. In the case of significant diffusion of the 
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overlayer matter into the substrate there are large difficulties in developing a realistic theory, 

although such attempts have been made in the past [25]. 
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2. Electron transport in solids for quantitative surface analysis 

2.1. Interaction of low energy electrons with matter 

Electrons of a given energy Ep impinging on a target are decelerated and scattered 

inside the material. They deliver their energy to other electrons and to the lattice. Different 

groups of electron originating from different interactions can be revealed in the measured 

energy distribution that is shown schematically in Fig.2.1.1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2.1.1. Distribution of secondary and backscattered electrons as a function of their energy 

for Cu sample [3]. 

 

The so-called òtrue secondary electronsò are located in the very low energy range and 

are created as a consequence of inelastic collisions between primary electrons and electrons 

bound in the target. A relatively small fraction of electron energy is transferred in a collision 

event, so a primary electron can create several secondary electrons which form the broad 

low-energy peak. The yield and energy distribution of òtrue secondary electronsò may be 
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strongly affected by the state of the surface but interpretation of this dependence is very 

problematic [26]. 

The medium energy is characterized by relatively smooth background on which 

small peaks are superimposed. The background (from ~ 50 eV to Ep) involves multiply 

scattered electrons, which suffered various combinations of inelastic interactions and return 

to the vacuum without carrying any characteristic information about the solid (back-

diffusion). The peaks are formed either by the emission of Auger electrons or by the primary 

electrons which undergo characteristic energy losses due to electronic excitations in the 

solid. 

The Auger peaks have fixed energy positions irrespective of the energy of the 

primary electrons. Since the energies of Auger electrons lay mostly at some hundreds of eV, 

AES method is surface sensitive. Therefore, it is often used for checking the surface 

cleanliness of the sample. 

In contrast to Auger electrons, peaks corresponding to energy losses have a constant 

energy shift with respect to the primary energy. Energy losses of electrons may be divided 

into the following categories: excitation of core electrons, one-electron excitation of valence 

electrons (3-20eV), collective excitations of valence electrons - plasmon losses (5-30eV), 

phonon losses, extended loss fine structure, recoil effect [26, 27]. 

The primary electrons may also suffer loss of energy by excitation of surface 

vibrations. By using special techniques for monochromatizing the primary electrons and an 

analyzer of high-energy resolution, this effect can be used to study of surface vibrations 

(high resolution electron energy loss spectroscopy HREELS). 

A small fraction of the secondary electrons (typically of the order of less than a few 

percent) is emitted from the sample without energy loss. These electrons are back-scattered 

elastically. The elastic peak is the narrow maximum in the distribution curve at the energy 

equal to the primary one. For single crystals, the elastically scattered electrons can interfere 

and as a result form diffraction pattern (LEED, HEED techniques). 

2.2. Elastic peak 

The elastic peak represents the elastically backscattered electrons, detected by the 

spectrometer within its angular acceptance window. The fundamental parameter of the 

elastic peak is the FWHM (full width at half maximum). There are two principal factors 
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which determine the FWHM: the instrumental characteristics and a broadening of the elastic 

peak due to low-energy electron losses [3]. 

The main instrumental factor that determines the width of the elastic peak is energy 

span DE of the primary electrons. In fact, the primary electrons are not monoenergetic due to 

the energy distribution of the electrons from electron gun. This distribution is determined by 

the cathode temperature and by the electron optical system of the gun. The energy range of 

the primary electrons can be substantially narrowed (to several meV) by using a tunnel 

cathode and an electron monochromator (HREELS technique). 

The FWHM of the elastic peak is also strongly affected by the energy resolution of 

an electron energy analyzer, its choice however is a compromise with the intensity 

requirements. 

The distortion of the elastic peak can be also caused by an incorrect geometrical 

setting of the spectrometer. In case of the retarding field analyzer RFA, electron trajectories 

can be deflected from radial ones if a sample is out of the focus or due to an influence of 

outer electric or magnetic fields on electron travel [28]. 

The broadening of the elastic peak can be also caused by the low-energy losses of 

backscattered electrons such as an excitation of surface vibrations, phonon losses, recoil 

effect. 

Energy losses due to surface oscillations enclose excitations of vibrations in adsorbed 

molecules or atoms, surface oscillations of the weakly bound solid state electrons (surface 

excitations), surface phonons. 

Primary electrons can generate collective vibrations of atoms ï phonon excitation. 

The typical energy loss of the primary electron is about 0.1 eV [29]. 

Primary electrons can suffer inelastic scattering in electron-atom collisions ï recoil 

effect. Low-energy electron loss produced on a free atom is given by expression 

 

 ( ) ( )2sin4 2qEMmEm =D        (2.2.1) 

 

where m is the mass of the electron and M is the mass of the atom. It is seen that the recoil 

broadening is considerable for elements and compounds with low atomic number [30]. 
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2.3. Surface excitations 

Surface excitations take place within the solid/vacuum interface and decay drastically 

at both sides of the selvage. The thickness of the surface scattering layer is of the order of the 

mean distance between arbitrary elastic collisions and is significantly smaller than the 

average distance between large-angle deflections. This implies that the shape of the 

electronôs path in the surface scattering zone is approximately rectilinear [31]. 

Surface excitations are a particular type of oscillations of the weakly bound solid 

state electrons, which have no component of momentum normal to the surface. The modes 

of surface collective oscillations can be excited both the incident and outgoing electrons. The 

surface excitations are characterized by so-called surface excitation parameter (SEP). The 

SEP is equal to the average number of surface excitations produced by an electron when it 

crosses the surface once. Since the probability of multiple surface excitations is governed by 

the Poisson stochastic process, knowledge of the SEP allows evaluating the probability of a 

certain number of surface excitations in a single surface crossing in a straightforward way. 

Oswald derived a simple expression for the total surface excitation parameter [32]. For free-

electron materials and for an electron crossing the surface at an angle q with respect to the 

surface normal, the SEP is: 

 

()
1cos

1

+
=

q
q

Ea
Ps        (2.3.1) 

 

where E is the energy of the probing electron, a is a material parameter. 

The surface excitations are observed predominantly in semiconductors and some 

metals sensitive to surface contamination. So the amplitude of the surface oscillations can be 

used to monitor the surface cleanliness. 

2.4. Elastic scattering of electrons in solid, cross section 

To describe the electron backscattering, two processes that characterize interaction of 

incident electrons with the solid have to be considered: the elastic collisions with the ions 

and inelastic collisions with the loosely bound electrons of the target [33]. 

The simple approach of the elastic electron events is an electron scattering by single 

isolated atoms ï the Rutherford scattering (Fig.2.4.1). 
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Fig.2.4.1. Electron scattering by single isolated atoms. Electrons are scattered through an 

angle ɗ into a solid angle ɋ. 

 

The important parameter that characterizes scattering processes is the scattering cross 

section ů which determines the number of particles that undergo a scattering event when a 

beam is incident upon a target. The scattering cross-section has the dimension of an area 

(1barn = 10
28

m
2
). But it is not a real area with a well-defined boundary, and in particular, it 

may not bear any close relationship with the physical size of the scattering centres in the 

target. The cross-section is a representation of a probability of a scattering process. 

However, the total elastic cross section doesn't provide any information regarding the 

direction of the scattered particles. For that purpose it is introduced a differential elastic 

cross section - the probability that a particle is scattered in a particular direction. 

The differential elastic cross section is given by Rutherford equation [3] 

 

( )12

42

2
21

2
sin

1097,4 --

ö
÷

õ
æ
ç

å
³=W srcm

E

Z
dd

q
s      (2.4.1) 

 

where E is expressed in keV, ɗ is the scattering angle. The relevant angle relation is given by 

simple expression (see Fig.2.4.1) 
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qpqdd 2=W          (2.4.2) 

 

But the Rutherford scattering is based entirely on a classical analysis of the scattering 

problem - no quantum effects are included. 

In a quantum mechanical description, the incident electron can be represented as the 

plane wave which interacts with the Coulomb field of nucleus [34]. The wave function of the 

elastically scattered electron at any site r in the solid is a superposition of the incoming plane 

and the outgoing spherical waves 

 

()
( )
r

ikr
fe rki exp
qy +=

CC

       (2.4.3) 

 

where f(ɗ) is the scattering amplitude, r is the radial distance from the atomic nucleus, k is 

the incident electron wavenumber ( mkE 222>= ) [35]. 

In this case the differential elastic cross-section 
Wd

d es  is the absolute square of the 

scattering amplitude 

 

() ()2
qq

s
f

d

d e =
W

        (2.4.4) 

 

The incident plane wave is expressed in Cartesian co-ordinates, whilst the spherical 

scattered wave is described in spherical polar ones. The latter co-ordinate system is far more 

natural for a scattering problem, so it is convenient to expand the incident plane wave in 

terms of spherical partial waves of different angular momenta l. In this case the scattering 

amplitude f(ɗ) can be expressed by series of Legendre polynomials Pl(cosɗ) 

 

() ( )( )( )qq d
cos112

2

1

0

2

ä
¤

=

-+=
l

l

i
Pel

ik
f l      (2.4.5) 

 

where ŭl are the phase shifts of the scattered wave. The phase shifts can be calculated by 

solving Schrºdingerôs or Diracôs equations [35]. 
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The total elastic scattering cross section can be obtained by integration over 

scattering angle. By using the property of the orthogonality of the Legendre polynomials we 

get the following expression 

 

( ) () ( )äññ
¤

+==W=
0

2

0

2

2

0

sin12
4

sin2sin2 lt l
k

dfddd d
p

qqqpqqsps
pp

 (2.4.6) 

 

Generally, the total elastic cross section decreases with energy of electrons and 

increases with atomic number of target material. 

Analytical expressions approximating the relativistic Dirac-Hartree-Fock-Slater 

(DHFS) potential [36] and the Thomas-Fermi-Dirac (TFD) potential [37] for free atoms 

applying the relativistic partial wave expansion method (PWEM) are frequently used to 

compute the elastic scattering cross sections. Details of the PWEM algorithm have been 

published in Refs.15, 38. Despite the fact that these interaction potentials may differ from 

the potential inside the solid, performance of the theoretical models used for calculating the 

elastic scattering intensity is rather good [39]. The scattering potential, V(r), for an atom with 

atomic number Z is usually assumed to have spherical symmetry, and is expressed in terms 

of the screening function f(r) 

 

)()(
2

rf
r

Ze
rV -=         (2.4.7) 

 

The screening function has the form 

() ( )ä
=

Ö-=
3

1

exp
i

ii rqprf        (2.4.8) 

 

where the fitting parameters pi and qi are functions of Z and are expressed differently for 

potentials TFD [37] and DHFS [36]. For both potentials the parameter pi should satisfy the 

additional condition 
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An important value that characterizes the electron transport in solid is the average 

distance between successive elastic collisions - the elastic mean free path (EMFP). 

Assuming the Poisson stochastic process for elastic scattering events, the free path length se 

between successive elastic collisions in a uniform solid is described by the distribution [1] 

 

ö
ö
÷

õ
æ
æ
ç

å
-=

e

e

e

e

s
sf

ll
exp

1
)(         (2.4.10) 

 

where le is the EMFP equal to 

 

t

e
Ms

l
1

=          (2.4.11) 

 

st is the total elastic scattering cross section and M is the atomic density. 

In many cases it is necessary to determine transfer of the particle momentum in an 

elastic process. An additional quantity is introduced for that purpose ï transport mean free 

path (TRMFP). Transport mean free path characterizes the momentum transfer along the 

initial direction 

 

W
W

-= ñ
- d

d

d
N s

e

satr )()cos1(
4

1 q
s

ql
p

      (2.4.12) 

 

where qs is the polar scattering angle, i.e. the angle between the direction of the incoming 

electron and its direction after elastic scattering. The transferred momentum of the electron 

along its original direction becomes comparable to the initial momentum in case of large-

angle deflection (Fig.2.4.2). The TRMFP is the typical distance which a particle travels until 

it changes its original direction by qs ² p/2. Thus the transport mean free path is the 

characteristic length for the momentum relaxation process. 
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Fig.2.4.2. Schematic illustration of the elastic scattering process in terms of momentum 

transfer [33]. The momentum transfer along the original direction is seen to be proportional 

to (1-cosqs), where qs is the polar scattering angle. Because for an elastic process |k| = |k
'
|, 

the transferred momentum becomes comparable to the initial momentum only when qs Ó ́/2. 

 

The total transport cross section can be evaluated in a similar way as the total elastic 

cross section 

 

()( ) ( )äñ
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where lll dd -=D +1  is the difference between two next phase shifts [37]. 

2.5. Inelastic scattering 

The incoming electrons suffer inelastic scattering in a solid mainly on electrons of 

conduction band or weakly bound electrons in valence band. The inelastic mean free path 

(IMFP) was introduced to describe inelastic scattering events (electrons donôt conserve its 

energy). The IMFP is the average distance, measured along the trajectories between 

successive inelastic collisions regardless of the value of the energy loss [33]. 
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The inelastic mean free path ɚi is inversely proportional to the following expression 

 

() ( )ñ
¤

-
=

o

i dTTEWE ,
1

l        (2.5.1) 

 

where ( )ETW ,  is a probability of energy loss per unit path in the solid or the inelastic 

scattering cross section, T is the energy loss in an individual collision [33]. 

The mean energy loss is supposed to be independent of the electron incident energy. 

So we get beneficial approximation 

 

() TET º          (2.5.2) 

 

Hence the equation for the mean energy of an electron after n inelastic collisions has 

the very simple form 

 

TnEEn -º 0         (2.5.3) 

 

where E0 is its original energy. 

The total length s, which an electron travels after n inelastic collisions, is equal 

roughly to inl. So we can rewrite the previous equation as follows 

 

i

n

T
sEE
l

-º 0         (2.5.4) 

 

where 
i

T

l
 is so-called stopping power or the mean energy loss per unit path length 
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l
=          (2.5.5) 

In contrast to the mean energy loss, the stopping power and inelastic mean free path 

are energy dependent. Therefore, the previous equation is valid for a small s<<R, where R is 

so-called linear range, i.e. the distance which the electron travels until it will lose its energy 

entirely 
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It is clear that the probability of electron energy loss rises with increasing of the 

particle travel. There are two ways of the electron energy dissipation: absorption and 

momentum relaxation [33]. 

In the first case, the absorption length of the electron is less than the distance that 

electron travels in the solid, so the probability for absorption is high. In this case the 

absorption length is given by the inelastic mean free path. 

On the other hand, if the particle undergoes large-angle deflections, the probability of 

absorption is high even if the absorption length exceeds the path of its travel in the solid. 

Here the characteristic quantity is the momentum relaxation length or the transport mean free 

path. The momentum relaxation is dominant when the characteristic length for momentum 

transfer is considerably smaller than the absorption length, the particle will be deflected over 

large angles many times before being absorbed. The ratio of the absorption length to 

momentum relaxation length indicates whether the travel of the particle will be rectilinear or 

diffusion-like. For small values the travel will be rectilinear, whereas for large values it will 

be diffusion-like [33]. 

2.6. Survey of some theoretical expressions for electron scattering data 

There are several theoretical and semi-empirical approaches for the quantities, 

described above. 

The TPP-2M (Tanuma-Powell-Penn) formula is often used to calculate the inelastic 

mean free path [40] 

 

]})ln([{ 22 EDECEEE pi +-= gbl      (2.6.1) 

 

where Ep=28,8(Nvr /M)
1/2

 is the free-electron plasmon energy (in eV), r is the bulk density 

(in g/cm
3
), Nv is the number of valence electrons per atom or molecule, M is the atomic or 

molecular weight. The parameters b, g, C and D are fitted. 

The next empirical relations for these values are used 
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b =  -0,1+0,944/(Ep
2
+Eg

2
)
-1/2

 + 0,069r 0.1
 

g =  0,191r -0,5
 

C = 1,97-0,91U        (2.6.2) 

D = 53,4-20,8U 

U = Nvr /M = Ep
2
/829,4 

 

here Eg is the energy gap of the material. 

Tougaard recommends the following expression to evaluate the energy-loss 

probability 

 

 ( )
( )22

,
TC

T
ETW

i +
=
l

       (2.6.3) 

 

where C=1643 eV
2
 [41]. 

The Betheôs formula [42] can be used to determine the stopping power 
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where the mean minimum excitation energy is 19,08,5876,9 -+= ZZI . 

It is easy, from the previous formula, to obtain appropriate expression for the linear 

range 

 

( )IENZeER 166.1ln4 42 p=       (2.6.5) 

 

The transport mean free path can be evaluated from quasi-classical equation 

proposed by Tilinin [43] 
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where a0=  0,529 Å is the Bohr radius, Na is the number of atoms in unit volume,  

e = Ea0 /Ze
2
 is the reduced energy of an electron. 
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2.7. Definition of fundamental terms related to surface sensitivity 

There are another terms relating to the surface sensitivity in addition to the quantities 

described above. The American Society for Testing and Materials (ASTM) and the 

International Organization for Standardization (ISO) recommends the following definitions 

[44]: 

Emission Depth Distribution Function (EDDF): for particles or radiation emitted 

from a surface in a given direction, the probability that the particle or radiation leaving the 

surface in a specified state originated from a specified depth measured normally from the 

surface into the material. 

Average Emission Function Decay Length (AEFDL): negative reciprocal slope of the 

logarithm of a specified exponential approximation to the emission depth distribution 

function over a specified range of depths, as determined by a straight-line fit to the emission 

depth distribution function plotted on a logarithmic scale versus depth on a linear scale. 

Effective Attenuation Length (EAL): the average emission function decay length 

when the emission depth distribution function is sufficiently close to exponential for a given 

application. 

Mean Escape Depth (MED): the average depth normal to the surface from which the 

specified particles or radiation escape as defined by 
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         (2.7.1) 

where f(z,a) - the emission depth distribution function for depth z from the surface into the 

material and for direction of emission a with respect to surface normal. 

Information Depth (ID): maximum depth, normal to the specimen surface, from 

which useful signal information is obtained. 

The information depth can be identified with the specimen thickness from which a 

specified percentage of the detected signal originates. 
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2.8. Relationships between some fundamental parameters 

Seah and Dench did the compilations of IMFP measurements for elements, inorganic 

compounds, organic compounds and gases [45]. The characteristic energy dependence is 

quite universal for a large number of different materials and can be expressed by the curve 

given in Fig.2.8.1. It is seen that electrons with energies between 50 and 1000 eV ideally 

suited to investigate the topmost layers of solids. Nowadays, the óuniversal curveô for the 

inelastic mean free path represents too crude concept for quantitative analysis. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2.8.1. Dependence of the inelastic mean free path of electrons in solids on their energy 

[46]. 

 

There are two ways to obtain the value of IMFP: experimental determination and 

theoretical prediction. The TPP-2M equation, described above, is one of the most frequently 

used formulas to calculate IMFP values in a very wide range of materials and electron 

energies. 

Experimental determination of the IMFP is rather difficult but can be done applying 

elastic peak electron spectroscopic technique (EPES). The IMFP is evaluated by Monte 

Carlo simulations using the experimental elastic peak intensity data. The Monte Carlo 
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calculations are based on two sets of input parameters. One is the geometry of the analyzer 

defined by the angle of incidence of primary electrons and by the analyzer acceptance angle. 

The second set is the description of the material including its composition stoichiometry and 

density [47], [48]. 

The MC method is discussed extensively by Powell and Jablonski [6] and Dubus et 

al. [1]. Incident electron penetrating the solid undergoes a complex scattering process. The 

trajectory is divided into linear steps between consecutive elastic collisions. Step length and 

scattering angles after each collision are the main features of the MC algorithm and are 

described by probability distribution functions. 

If the EDDF is exponential, the MED (æ) is defined as the distance normal to the 

surface at which the probability of an electron escaping without significant energy loss due 

to inelastic scattering processes drops to e
-1

 (36,8%) of its original value. The electron 

current dI, originating from a layer of thickness dz at depth z is described by simple 

expression 
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where il is the inelastic mean free path and Ŭ is the emission angle (with respect to the 

surface normal). For escape depth z = æ we get 
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and 

 

 alcosi=D          (2.8.3) 

 

As the emission angle Ŭ is increased the analysed region becomes more surface 

localized and the surface sensitivity is increased (Fig.2.8.2). This effect can be used in the 

study (and diagnosis) of a surface segregation [49]. 
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Fig.2.8.2. Schematic illustration of angular dependence of the MED (æ). 

 

The effects of elastic-electron scattering lead to nonexponential dependence of the 

emission depth distribution function. In this case evaluation of the mean escape depth is 

more complicated. The following expression describes the MED (D) for an isotropic 

emission of electrons [50] 
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where w is the single scattering albedo (
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= ), Ŭ is the emission angle. 

In the equation, ɢ denotes the integral 
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where am cos= , H is Chandrasekhar function [51]. 

The Chandrasekhar H-function represents the angular distribution of electron 

emitters in an isotropic scattering medium. The accurate non-linear integral equation is given 

by 

 

ñ
-++=

1

0

1))(,(),()2/(1),( dxxxHHH mmwmmwwm     (2.8.6) 

 

which can be used for numerical evaluation. 
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The Chandrasekhar function can be calculated for values of the first argument 

ranging from zero to unity. The H function is equal to unity for m=0 or w=0 (H(0, 

w)=H(m,0)=1) and increases monotonically with increase of both arguments m and w , 

attains the maximum value of H(1,1)=2,908. There are several effective approximations of 

the H-function. The accurate enough, to within a few per cent, expression is given by the 

equation [33] 
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The influence of elastic-electron scattering on the MED is conveniently described by 

considering the ratio DD . If the effects of elastic scattering are negligible, this ratio should 

be unity [6]. 

The value for the effective attenuation length can be derived from overlayer 

experiments, in which a substrate of one material is covered by an overlayer film and the 

XPS or AES intensities from the substrate (Is) and deposited layer (I l) as a function of film 

thickness are monitored. If the effects of elastic-electron scattering are neglected, the 

attenuation length corresponds to inelastic mean free path. We have 
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where t is the overlayer thickness, a is the electron emission angle with respect to the 

surface normal, ¤

lI  is the intensity measured for the bulk overlayer material, 0

sI  is the 

intensity measured for the bulk substrate material (Fig.2.8.3). 
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Fig.2.8.3. Schematic illustration of the overlayer experiment. 

 

After simple transformation we get 
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If the signals from the overlayer and the substrate are identical ( i

s

i

l

i lll ==  and 

III sl ==¤ 0 ), the overlayer thickness is given by 

 

()[ ]1explncos += st i al        (2.8.11) 

 

Hence, the thickness of a deposited layer (using the above equation) can be 

calculated, provided the reduction in the substrate signal is known (i.e. if spectra are 

acquired before and after deposition of the covering film) [44]. 

2.9. Electron path length and backscattering intensity in complex media 

Jablonski et al. [13] consider the Au/Ni system as a good model of an overlayer with 

a sharp interface. In such a case, the distribution of the step lengths is more elaborate in 

comparison to one-element system. If the system consisting of two materials a and b, 

separated by a sharp interface, is considered, and electron in material a at a distance D from 
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the interface is moving toward the interface without changing direction on passing it, then 

the distribution of linear step lengths is [13] 
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where la and lb are the elastic mean free paths of electron in the media a and b, respectively. 

Thus, if we generate the step length xa in a uniform material a, the formula for the step 

length in the system with the overlayer is 
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In frame of our common work [52] the Jablonski model [13] was extended to a three 

media system a, b and c, and obtain a formula for the step length necessary in MC 

simulations, the density distribution function of the step lengths fabc(x) has to be found. Let 

us consider an electron starting from the point A in a medium a and reaching the point B in a 

medium c as shown in Fig.2.9.1. Let us denote by Da and Db the distances of the starting 

point A to the interfaces ab and bc, respectively. 
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Fig.2.9.1. The electron trajectory in a solid consisting of three different media a, b and c. 

Fragment of the trajectory - the linear elastic path AB of the length x - traverses the media a, 

b and c. Distances of the path from starting point A to the interfaces ab and bc are Da and Db, 

respectively. 

 

The probability Pa of an elastic collision in material a is equal to 
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whereas in material b, 
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where the constant ca corresponds to the elastic-scattering probability in the medium a. To 

find ca, assume for a while that the medium b extends to infinity, i.e. Db  ¤ in Eqn.2.9.4. 

Having in mind that in such a case Pa + Pb = 1, one obtains 
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Similarly, the probability of elastic scattering in the medium c, Pc, is 
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where the constant cb corresponds to the elastic-scattering probability in the media a and b. 

Remembering that Pa + Pb + Pc = 1, we obtain 
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Finally, the probability density function for the three media system, fabc(x), looks like 
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Now we are in a position to calculate the path length for the three media system. If an 

electron starting from the point A in the medium a undergoes the next elastic collision in the 

medium c at the point B (Fig.2.9.1), then the probability r that the electron traverses the path 

length x = AB is a function of x 
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After integration and some transformations one arrives to 
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But )1ln( ra --l  is equal to the path length xa in a uniform medium a, if r is a 

generated random number (numbers r and (1-r) have the same uniform distribution). From 

the last equation one obtains easily the elastic path length x in the case when the electron 

traverses from the medium a across the medium b to the medium c 
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Thus, the simulation of the path length needs, at first, the step length xa, generated in 

a uniform material a, and then one has to follow the rule 

1. If  xa < Da  then  x = xa  or else 

2. If  ((Da < xa <  Db)  and  (
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We see that if the thickness of one of the three-media approaches zero, then 

Eqn.2.9.11 converges to Eqn.2.9.2; such convergence concerns also the probability 

distribution functions. Of course, similar convergence should be observed for calculated, by 

MC method, backscattering intensities when one of the three media thickness approaches 

zero. 

The contribution to elastically backscattered intensity associated with the i-th 

electron is now calculated from 
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where 
i

tax , 
i

tbx  and 
i

tcx  are the total lengths of the ith trajectory travelled in the media a, b 

and c, respectively, and lai, lbi and lci are the corresponding IMFPs. 
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3. Apparatus 

3.1. Analyzing chamber and components 

The experimental part of the work was performed on an ultrahigh vacuum UHV 

apparatus (Fig.3.1) designed as an original combined system for basic research in the field of 

electron scattering in the surface region of solids by electron spectroscopy techniques. 

This main chamber recently set up at our laboratory is characterized by a compact 

design which allows to handle the chamber itself very easily and to perform in-situ 

measurements. In fact the chamber is a stainless steel cylindrical recipient of 12 inches in 

diameter manufactured by Varian mounted on the top of a mobile steel frame which enables 

a quick move the whole system as required. A set of various ultra-high vacuum tools is 

connected to the chamber through its numerous flanges. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3.1. UHV apparatus. 
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The vacuum system is pumped down from the atmosphere by a combination of 

rotary, turbo and titanium ion pumps. This way it is possible to reduce the pressure to 10
8

 or 

even 10
9

 Torr (depending on time) at room temperature. 

The ion pump is the backbone of the system - it pumps the main chamber. The 

pressure can only be lowered further by baking the system at approximately 160 
0
C for a 

period of 20 - 24 hours. The adequate vacuum (base pressure of the order of 10
10

-10
11

 Torr) 

was achieved after careful baking and outgassing of the different filaments to remove the 

contaminants adsorbed on their surface. 

Samples were introduced into ultrahigh vacuum through the load lock which is 

separated from the main chamber by a UHV gate valve. After pumpdown of the load lock, 

the sample is passed with a magnetically coupled transfer rod into the analyzing chamber to 

install it on the sophisticated sample manipulator of the carousel type. 

Further transport in the analyzing chamber is via the manipulator, which serves to 

accurately orient the samples in front of the analyzer, evaporators, ion gun and allow heating 

and cooling of the samples. The manipulator is a bellows-type transporter (inside this is a 

stainless steel rod) with accurate (x, y, z, ű ) degrees of freedom. 

The carousel can contain up to 18 samples, a Faraday cup and a quartz crystal. The 

samples in the form of metal sheets were attached to cubic sample holders made of oxygen-

free Cu covered with a thin film of TiN to prevent adhesion to other Cu parts. The sample 

holder is equipped with spring steel clips and notches to reliably fasten the sample. The 

sample holders, provided with two pairs of vertical holes and gently lifted by metal ribbon 

springs, can slide along one pair of needles fastened perpendicularly to the bottom plate of 

the carousel. Another pair of needles, attached to the face of the magnetic transfer rod, 

serves to overtake the sample holder while the vertical position of the carousel is 

appropriately readjusted and to transfer it to the load lock. 

When the carousel is placed on the uppermost level, the upper planes of the sample 

holders are put in contact with a reservoir of liquid nitrogen, which enables the operator 

effectively to cool the samples down to liquid nitrogen temperatures. At one particular 

angular position of the carousel, the upper plane of the corresponding sample holder is 

placed against a pair of auxiliary filaments for sample heating by electron bombardment. At 

the same position, the upper plane of the sample holder comes into a contact with a 

thermocouple that measures its temperature. By combining the cooling and heating of the 
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sample holders, it is possible to smoothly vary the sample temperature over a very wide 

range, namely, from -180 to +800 
0
C. The same orientation of the carousel, i.e. angular 

position of the sample holder, also serves for ion sputtering of the samples to clean their 

surfaces. The working gas of the ion gun was argon, the ion energy range (0-2) keV and the 

ion current (0-5) µA. 

The substrate-overlayer systems to be studied by electron spectroscopy techniques 

could be prepared in-situ using two evaporators working on different principles: For 

deposition of substrates an ordinary one could have been used, but not in frame of this work. 

(It has a form of a bifilar tungsten wire coil heated from a sublimation pump power supply. 

The pitch of the spiral is adjusted that fragments of the material to be evaporated could not 

fall through the winding. At a heating current of about 40 A, the evaporation rates of some 

tens of angstroms per minute can be reached.) For preparing ultrathin overlayers, a special 

originally designed evaporator, MEBES (Micro Electron Beam Evaporation Source) [53] 

was used. MEBES consists of an axial wire made of the material to be evaporated 

surrounded by a rhenium spiral serving as a thermocathode. A high positive voltage is 

supplied to the axial wire with respect to the filament; the shape of the electric field formed 

is such that the emitted electrons are forced to impinge on the tip of the wire that 

subsequently gets evaporated. By controlling the emission current and the feed of the axial 

anode wire, very low evaporation rates can be achieved, and in this way ultrathin overlayers 

with reasonable accuracy and reproducibility were deposited. Both deposition parameters are 

further improved if a manually activated shutter is employed to precisely determine the 

beginning and end of the deposition. 

The mass thickness of the deposited films was measured by the quartz crystal 

oscillator method. The control unit Tectra Model MTM-10 is commonly used due to its 

superior stability and resolution, which equals to 0.1 Å. The evaporation rate was calibrated 

by placing the quartz crystal in the beam of the evaporating material. 

Besides the systems described above, the analysing chamber comprised the usual 

supplementary parts such as a quadrupole mass spectrometer (Balzers QMG 111B) for leak 

testing and to check the composition of residual atmosphere, gas inlets etc. The gas dosing 

system is connected with the main chamber by variable leak valve. 
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3.2. Retarding field analyzer (RFA) 

The analyzing chamber was equipped with a large (8 inch) spherical retarding field 

electron energy analyzer of the back-view LEED type, manufactured by Tof-Pol (Poland) in 

co-operation with its partners from Canada (electron gun) and Ukraine (fluorescent screen). 

This kind of analyzer makes it in principle possible simultaneously to carry out both energy-

resolved and angle-resolved measurements of the secondary electrons distribution. The 

acceptance angle of the analyzer ranged from ±3º to ±47º with respect to the sample normal. 

The analyzer has two major components: an electron gun producing monochromatic 

electrons and a detection system (Fig.3.2). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3.2. Schematic diagram of retarding field analyzer (RFA). 

 

The coaxial electron gun consists of a cathode (tungsten-wire filament) placed inside 

a metallic cylinder (Wehnelt) and a system of electrostatic lenses (anodes). When an electric 

current flows through the filament it heats up to the point at which thermally excited 

electrons escape from the surface. The voltages on the Wehnelt and anodes are to be 
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adjusted in a complex manner which depends on the electron energy (so-called low energy 

and high energy modes) in order to focus the electron beam and get reasonable primary 

current. The electron gun is capable of operation in the energy range from 2500 eV down to 

50 eV as required by the experiment. 

The detector is a series of four grids followed by a collector covered with phosphor 

coating. The grids and the collector are constructed as concentric hemispheres with the 

sample in their center to provide uniform trajectories for all electrons emitted from the 

sample. 

The innermost grid (counted from the sample) is on ground potential to ensure a field 

free region around the sample. The second and third grids are tied together electrically and 

set to the retarding voltage. The use of two retarding grids instead of one improves the 

resolution. Although there are many factors affecting resolution, such as residual magnetic 

fields, improper alignment, and grid warping (deviation from sphericity), etc., grid resolution 

is usually the limiting factor. The electrons pass the next (fourth) grid and then are 

accelerated towards the collector which is set to a positive voltage. The fourth grid shields 

the collector against perturbation applied to the analyzing grids and is grounded. This way it 

simultaneously suppresses secondary electron emitted from positively biased collector. 

Energy analysis carries out by changing the retarding potential (Uret) on the center 

grids in the range of zero to incident beam energy, so that only electrons with kinetic 

energies Ek > Uret reach the collector. Electron energy spectrum is obtained by measuring 

current from the collector as a function of the Uret. 

Since the retarding grids permit all electrons with energies greater than the retarding 

voltage to strike the collector, the high-intensity background makes the detection of a peak at 

a well-defined energy difficult. Separation of the peaks from the background of secondary 

electrons can be carried out by superimposing a small ac signal (1-5 Vpp amplitude) on the 

retarding dc potential. Thus the retarding potential is determinate by two components - linear 

saw voltage from the ramp power supply and alternating harmonic component. The PC 

controls the ramp power supply (Applied Kilovolts) via the D/A converter. 

The current of the electrons from the collector is fed into the low-noise preamplifier 

(Unipan 233-6) which has better noise figure than the subsequent nanovoltmeters. The 

output of the low-noise preamplifier is connected to the selective nanovoltmeter (Unipan 

233), which operates as a frequency filter. Its output signal is fed into the lock-in 
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nanovoltmeter Unipan 233B. The experimental apparatus used in our study is shown 

schematically in Fig.3.3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3.3. Schematic diagram of the EPES(AES) spectrometer. 

 

The use of a phase sensitive detector, such as a lock-in amplifier allows monitoring 

the first and the second derivatives of the collector current as a function of the retarding 

potential. This device fully rectifies any signal with tuned frequency producing a constant dc 
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voltage which can pass through the low-pass filter. All other frequencies will produce a time 

varying signal with zero average dc value, and will be ñfiltered outò. In this way the Auger 

peaks or other energy-loss peaks become easily distinguishable from the background. In the 

case of RFA, the double modulation frequency for the reference of the lock-in amplifier 

corresponds to the first derivative of the collector current. The phase-sensitive detector is 

wired to the plotter and simultaneously via an A/D converter to PC. The data acquisition 

system and ramp voltage control is based on the hardware and software package by Spectra 

(Ron Unwin, UK), Model SP625LC. 

The collector can be used as the fluorescent screen in LEED experiments since 

electrons hitting the collector produce visible light. Therefore the advantage of this system is 

that both EPES/AES and LEED can be carried out on the same sample by using the electron 

optics in two different modes. 
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4. EPES study of the Rh/Al system 

4.1. Motivation 

We used EPES to study the system of an Rh film deposited on a polycrystalline Al 

substrate. Motivation for an intensive study of supported Rh films has arisen due to their 

catalytic properties during interaction with CO molecules [54-57]. During the past decade, 

the intensity of research on bimetallic systems has increased considerably, because modern 

catalysts are generally composed of several elements. The origin of the bimetallic effect in 

catalysis is discussed, e.g. in [58]. The research on deposited Rh particles [55-57] continued 

in Refs.59, 60, where Rh films deposited onto Al polycrystalline substrates have been 

studied. It was observed that under certain preparation conditions, the CO adsorption 

parameters did not depend on the amount of Rh deposit. This effect could be explained by 

creation of a stable Rh ï Al alloy on the sample surface and by dissolution of excess Rh into 

the bulk similar to the case of the Sn/Ni system [61]. For this reason, we have prepared 

samples consisting of Al substrates with evaporated Rh layers of different thicknesses. 

4.2. Experimental procedure 

The thin Al (five pieces) and Rh polycrystalline metal sheets of high purity (99.99 

wt.% supplied by Goodfellow Metals Ltd.) were used in our experiments. The one side of 

specimen surface was gradually polished down to 0.25 µm grain size of diamond paste. 

After each polishing step, the specimens were cleaned ultrasonically in ethanol. Prior to 

introducing into the UHV analyzing chamber with a base pressure of ~10
-8

 Pa the samples 

were chemically cleaned. 

The carbon and other contaminants present on the surface were removed by a gentle 

sputter-cleaning treatment (30 µA min/cm
2
) with low-energy (1 keV) Ar

+
 ions. After ion 

cleaning procedures the samples were heated at 500 ºC for 10 min each to get rid of residual 

bulk impurities. After subsequent argon ion bombardment, cleanliness of the samples 

surface was checked by Auger-electron spectroscopy (AES) and no peaks corresponding to 

surface contaminants were detected in the recorded spectra. 

Deposition of Rh was performed on the Al substrates kept at room temperature. In 

this way we obtained four samples with Rh overlayers with thicknesses of 3, 6, 10 and 20 Å 

in addition to pure Al and Rh standards. 
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The Auger electron emission survey spectra were recorded over the kinetic energy 

(KE) range from 0 to 1000 eV after each deposition. All the Auger spectra reported were 

taken in the first derivative mode, the modulation voltage on the grids was 5 Vp-p. 

EPES measurements were carried out for energies of 500, 750 and 1000 eV on all 

samples including standards. The EPES spectra were taken in the direct mode, the 

modulation voltage was 2 Vp-p. 

After first stage of measurements, the Rh/Al samples were heated at 360 
0
C for 10 

min and Al and Rh standards underwent argon ion cleaning procedure. AES and EPES 

measurements were performed again in the same way as described above. 

The next and last annealing of the Rh/Al samples was performed at 530 
0
C for 30 

min with subsequent Ar
+
 ion bombardment of standards. AES and EPES spectra were 

registered again. 

Background of the EPES spectra was subtracted by the ELPSEP method [62] using 

Ver1.3 QUASES-Tougaard APS - 1999 software prior to further processing and elaboration. 

4.3. Results and discussion 

During samples preparation, in-depth diffusion of Rh into the surface region of the 

Al substrates could occur. By comparing the measured elastic backscattering intensity with 

that calculated by MC method, we have attempted to obtain information on the concentration 

profile of Rh on the Al surface. We did not expect the Rh/Al interface to be reasonably sharp 

so as to simplify the calculations, but have tried to find a realistic concentration profile of Rh 

in Al, not restricting ourselves to the medium consisting of two uniform regions. 

The concentration profile for Rh in Al, i.e. Rh concentration dependence on depth z, 

has to be assumed in the MC calculations. The most important problem in our computations 

was to find the form of this profile. The concentration profile should correspond reasonably 

with the physical reality that one would expect from the nature of the sample preparation 

process. Therefore, we have to suppose that on the sample surface at least three regions exist 

within the EPES sampling depth (Fig.4.3.1). It seems natural that the first region a, top of 

the sample surface, should comprise pure Rh of some thickness which has to be found. 

Below, in the second region b, one can expect, because of possible Rh diffusion into Al, 

there will be a diminishing concentration of Rh with depth, which will have to be found. 

And deeper, in the third region c, it is reasonable to assume almost pure Al. 
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A relatively simple concentration profile would be a linear profile. Let L be the 

thickness of all evaporated Rh if it remains totally on the sample top. Then, if some part of it 

diffuses into Al, and the rest of the thickness d remains on the surface, from mass balance of 

Rh, we obtain that such linearly decaying Rh concentration reaches a maximum depth equal 

to 2(L-d), wherefrom the third region c of pure Al begins, as it is shown in Fig.4.3.1. 

Consequently, in the three regions we have different MFPs l. Thus, if the MFP for the 

region a of pure Rh on the sample top is la, and for the region c of pure Al it is lc, then the 

MFP for the region b, with linearly decaying Rh concentration from 1 to 0, seems reasonable 

to suppose as lb = (la + lc)/2. However, it is intuitively logical to presume that Rh in Al 

decays exponentially with depth z, because of the nature of the diffusion process. Therefore, 

we assume in MC calculations a more realistic exponential decay of Rh concentration 

(Fig.4.3.1), keeping at the same time the above-introduced division of the sample selvedge 

into the three regions a, b and c and the associated MFPs, namely la , lb = (la + lc)/2, lc 

with the thickness of the medium b as in the case of the linear profile, i.e. 2(L-d) (Fig.4.3.1). 

In all the calculations reported here, the MFPs values were taken from Ref.63. To find the 

coefficient k of the exponential decay profile, exp(-kz) necessary in MC calculations, it is 

sufficient to take into account mass balance, which gives from the simple equation 

 

  L = d +ñ
¤

Ö-
0

)exp( dzzk       (4.3.1) 

where  k =1/(L-d). 
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Fig.4.3.1. Concentration profiles for Rh/Al system for cases: (Topmost part) All evaporated 

Rh is on top the Al sample forming layer of the initial thickness L; (Central part) Some part 

of the evaporated Rh of the thickness d remains on the sample top and the rest diffuses into 

the sample creating a linear concentration profile therefore reaching the maximum depth 

2(L-d), and (Lowest part) The previous linear profile has been replaced by the exponential 

one. The three media designated by letters a, b and c comprising in succession Rh, Rh+Al, 

Al are separated by vertical lines. 

 

For MC calculations, the same geometry as in the experiment was taken, i.e. normal 

incidence of the primary beam and the retarding-field analyser (RFA) acceptance angle of 

3
o
- 47

o
 with respect to the surface normal, to simulate exactly the measurement conditions. 

Calculations of the elastically backscattered electron intensity into the solid angle have been 

performed for three electron energies: 500, 750 and 1000 eV for the Rh/Al system with 

different initial Rh layer thickness L of 3, 6, 11 and 21 Å. As stated previously, by the initial 

layer thickness L we understand the Rh layer thickness if all evaporated Rh was entirely on 

the sample surface top forming a solid film. 

To take into account that the sample surface is represented by three media a, b and c 

of different Rh concentration, different thicknesses and different MFPs, after trial and error, 

we conclude that to fit the experimental results for different initial layer thickness L and 

different energies, we have to assume the following in our model: 
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1. the thickness d of the Rh layer on the top of the Al sample surface (medium a) is 

equal to zero; 

2. the deeper medium b has the thickness of 2(L-d), where Rh concentration in Al 

decays exponentially and the decay starts with Rh concentration equal to 1; 

3. below the medium b, the third medium is treated as pure Al (medium c), because the 

Rh concentration is negligible. 
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   (a)      (b) 

Fig.4.3.2. (a) The dependence of elastically backscattered electron intensity versus the Rh 

initial layer thickness of the Rh/Al samples for the experimental data and that resulting from 

MC calculations for the step and the exponential Rh concentration profile for energies 500, 

750 and 1000 eV, and DHFS and TFD potentials. The surface excitation parameter has not 

been accounted for. (b) The same dependences as in Fig.4.3.2(a), but taking into account the 

surface excitation parameter. 
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The results of the experiment and MC calculations are presented in Fig.4.3.2(a) as 

ratios of the elastic peak intensities from the sample to the uncovered Al substrate, I/IAl. 

Apart the MC results for the exponential profile, to simplify comparison, the MC intensities 

for the step profile, when all quantity of Rh rests on the sample surface top, are also given. It 

is seen that the MC results are reasonably consistent with the experimental data for different 

energies. It would seem that for energy of 1000 eV, a better fit would be attainable if we 

assume that a thin layer of Rh is left on the surface. However, it would cause an increase of 

the MC intensity for the energies of 500 and 750 eV and cause a misfit with the experimental 

data for these energies. One should notice that the same concentration profile is taken not 

only for different energies but also for different initial Rh thickness L. Fig.4.3.2(a) shows 

that the MC results for the DHFS and TFD potentials for the energy of 1000 eV are 

practically the same; whereas, for lower energies the relativistic values are a little shifted; the 

lower the energy, the greater the shift observed. 

The ratios presented in Fig.4.3.2(a) have been achieved without taking into account 

the surface electron excitations (SEP). The average number of surface excitation events 

experienced by an electron leaving the surface at an angle ao with energy E can be expressed 

by the formula [64] 
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where ai is the impact angle and a is a material parameter. We used here for ôaô a 

semiempirical formula given by Werner et al. [64] that can be evaluated for any material and 

provides at least a rough estimate of the SEP. 

As the probability of leaving the solid surface by an electron without surface 

excitations is equal to exp(-Ps(E,a)) [65], we have to correct measured elastic peak ratios, 

I/I Al, by dividing them by 
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to compare with the MC calculated ratios of the elastic peak intensities, where no surface 

effects were considered. Such a comparison has been made in Fig.4.3.2(b). It seems that the 
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agreement between the experimental and model results was unexpectedly perhaps better in 

the former case. 

To realise what is the depth from which 99% of the EPES signal comes from, with 

respect to the layer of thickness L on top of the sample surface, the information depth ID for 

the experimental configuration should be calculated. To compute ID, we have first to 

calculate penetration depth distribution function (PDDF), p(z,a0,ai), defined as the 

probability that an electron incident on the surface at an angle ai will be elastically 

backscattered from a maximum depth z and emitted in the direction of the analyser at the 

angle a0 and not be inelastically scattered [52]. Thus the subsequent equation can be used to 

determine ID [66] 
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Since in the experiment the EPES signal is collected in the solid angle of span 3
o
- 47

o 

the following equation is used to determine ID 
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Typical Monte Carlo model was used to compute ID. As we see in Fig.4.3.3, the ID 

is greater than the layer thickness L of 3, 6, 11 Å. It means that the signal from a sample with 

Rh layer being entirely on its top comes from depth greater than L, especially for thinner 

layers. For example, for L = 3 Å, the ID is about 5, 7 and 9 times greater than L for energy 

500, 750 and 1000 eV, respectively. But for L = 21 Å, the ID is smaller than L, what means 

that the EPES signal cannot inform us what the real thickness of such a layer on the sample 

top is. 
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Fig.4.3.3. The information depth, ID, versus Rh initial layer thickness, L, of Rh/Al samples, 

for the step profile, and DHFS and TFD potentials, at energies of the primary electron beam 

of 500, 750 and 1000 eV (the lines added to guide the eye). 

 

In Fig.4.3.3, the ID decreases strongly with L. Such decrease is explained by better 

scattering properties of Rh than that of the Al atoms. Indeed, Fig.4.3.4 confirms this clearly. 

Differential elastic-scattering cross sections for Rh and Al for energies of 500, 750 and 1000 

eV in the RFA angle window (enclosed between the two dashed lines) are definitely higher 

for Rh; one should note the logarithmic scale for the ordinate axis [52]. 
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Fig.4.3.4. Differential elastic-scattering cross sections for Rh and Al for energies of 500, 750 

and 1000 eV. The RFA analyser angle window is comprised between the two dashed lines. 

 

Let us compare the information depth for the step profile with that for the exponential 

profile case with Rh thickness d on sample top equal to zero and the starting value for the 

concentration decay equal to 1. Fig.4.3.5 shows the dependence of ID versus L for the 

exponential profile. It is seen that the ID is greater than that for the step concentration profile 

for given Rh initial thickness L and primary electron energy. This fact results from smaller 

ôaverageô concentration of Rh in the surface region of Rh/Al samples in comparison to the 

previous case of the step concentration profile. 
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Fig.4.3.5. Information depth, ID, versus Rh initial layer thickness, L, of the Rh/Al samples, 

for the exponential profile and DHFS and TFD potentials at primary electron beam energies 

of 500, 750 and 1000 eV (the lines added to guide the eye). 

 

It turned out from Figs.4.3.3 and 4.3.5 that the ID at the energies of 500, 750 and 

1000 eV were almost independent of the choice of potential (DHFS or TFD) in MC 

calculations, whereas, as Fig.4.3.2(a) shows, we cannot state the same about MC 

backscattered electron intensity. 

 

4.4. Conclusion 

The above elaborated three-media model of elastic electron scattering in solids was 

used for evaluation of the results of an EPES experiment performed on thin films of Rh 

deposited on bulk Al, where in-depth diffusion of Rh took place. We arrived to reasonable fit 

of the experimental and MC model results under realistic assumptions. In this way, we 

believe that our combined work contributed to elaboration of non-destructive depth profiling 

by means of EPES [52]. 
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II. Angle-resolved X-ray photoelectron spectroscopy (ARXPS) study of 

Al/Au interface 

1. Introduction 

1.1. Background 

The Al-Au system was chosen as a model to study due to its scientific and 

technological interest. There is substantial background literature concerning Al-Au alloy 

formation owing to its intense interest namely as contact material for integrated circuits [67-

80]. 

The Al-Au alloys can in principle exhibit different structures in the bulk than that 

prepared by reaction of Al thin film on Au substrate. It is believed, however, that the layers 

of chemical compounds, a few nanometers thick, possess properties of the bulk phases. The 

study of the appearance of different phases in thin films promises to lead to better 

understanding of the initial stages of the Al-Au intermetallic formations. 

The progress of the reaction can depend on the initial interactions. In many cases, the 

first phase formed is not the phase which results after prolonged annealing. Although 

approximate rules have been proposed to predict the first phase formation in solid-solid 

interactions, such rules are not always correct and a complete solution of the problem is still 

a long way off [81]. Even more difficult is to ascertain the sequence of phase formation 

because, for example, it has been found that a system prepared in different ways sometimes 

behaves differently. The investigation of first phase formation and its conversion to the 

second and later phases should clarify the role of the various parameters involved, and to see 

if intermetallics formation in thin films can be interpreted on the basis of the rules valid for 

bulk metal-metal reactions. 

Angle-resolved X-ray photoelectron spectroscopy (ARXPS) is very useful in studies 

of bimetallic systems for which many phenomena such as alloying, reactive diffusion, 

surface segregation, cluster formation may occur. Despite many challenges with data 

interpretation, ARXPS provides a powerful method for identification of various bimetallic 

phases via measurements of core-level shifts of photoelectron emitting atoms and elements 

in-depth distribution at the sample surface. 
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The Al-Au alloys are characterized by significant shifts of the Au(4f) core level 

binding energy with change in phase, so they provide a suitable means to follow the phase 

formations [70, 71]. Hence, ARXPS is a good method for study the phase changes near 

surface during Al-Au interdiffusion process. 

The ideal starting state of the system to investigate is a thin, uniform layer of 

homogeneous, pure Al  metal on a homogeneous Au substrate. The interface separating the 

metals is abrupt, planar, and free from defects and contaminants. 

In contrast to ideal situation, a number of various defects may be present in the initial 

configuration. Nonuniformities in the substrate surface, such as roughness or sputter-induced 

disorder, substrate crystallinity, stress in the metal films may influence the reaction 

evolution. Moreover, the formed compound layers often contain cracks, pores. In the 

polycrystalline substrate, it is necessary to take into account transport which occurs via 

ñshort circuitò grain boundary paths [82]. 

It is important to have a clean interface between the thin film and the substrate. The 

rate of alloy growth, the alloy phase formations and mode of growth (two-dimensional or 

three-dimensional) may all depend on the presence of impurities [83]. 

Immediately after the first layer of alloy is formed, the Al and Au are separated by 

this layer. In order the reaction could proceed, one or the other (or both) of the reactants 

must diffuse through the alloy layer. If we assume that Al  is the dominant diffusing species 

in the alloy phase, then the Al  atoms must be removed from the Al  bulk and enter the alloy. 

These atoms diffuse across the alloy film to the Au-alloy interface and react with the Au 

atoms to form additional alloy layer [84]. In real reaction couples the interaction clearly 

never starts simultaneously at all places of the interface between pure metals. On 

polycrystalline substrate, a growing compound layer should be thicker in the vicinity of the 

grain boundaries in comparison with the central part of the grain [82]. 

When analyzing the process of formation of the alloy layer in greater details, it would 

be desirable to reveal the comparative influence the diffusion rate of atoms through the 

intermetallic phase and the rate of crystallochemical transformations resulting in the 

arrangement of the initial substances into the lattice of the intermetallic compound. 

In this work, the diffusion of Al  into Au substrate was studied by means of ARXPS, 

with emphasis on the initial stages of the interaction. We intended to elucidate the role 

played by thermodynamic and kinetic factors in Al/Au interface formation. 
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1.2. Application and properties of Al-Au intermetallic compounds 

In recent years ultra large scale integrated circuits (ULSI) technology has been 

oriented towards higher packing density and enhanced device performance [85], [86]. 

Miniaturization of device dimensions has provided an increase in device speed and lower 

power dissipation per device. Device scaling requires reduction of both lateral and vertical 

dimensions [87]. However, device performance must be preserved while the sizes of the 

devices are reduced. Two major factors affecting Metal Oxide Semiconductor (MOS) device 

performance are the quality of the metal/semiconductor contacts of the integrated circuit (IC) 

and the quality of interconnections between those ICs. Signal propagation delays and power 

dissipation are largely determined by these contacts and interconnections. Therefore, good 

device performance requires low resistance contacts and interconnections. 

The Al-Au system is widely used in microelectronics for the construction of 

integrated and hybrid integrated circuits. The frequent difficulties encountered in connection 

with the stability of the mechanical and electrical properties of joints, either for the 

combination of the Au wire and the Al  layer or for that of the Al  wire and the Au layer. At 

high temperature working condition, it is a common phenomenon that the wire bonding 

degrades, leading to ball lift failure, due to the growth of the Al-Au intermetallics [67, 88]. 

The formation of the intermetallics makes the bonds stronger, but more brittle and 

mechanically stressed due to volumetric change in the intermetallics compared to Al and Au 

[89, 90]. 

The phase diagram of the Al-Au system predicts five stoichiometric compounds, that 

are all coloured as follows: AuAl 2 (deep purple), AuAl (white), Au2Al  (metallic grey), 

Au5Al 2 (tan), and Au4Al (tan) (Fig.1.1). Only AuAl 2 and Au2Al compounds have melting 

point maxima; others form peritectically. 

In the range Au2Al , three different modifications have been found: the one stable at a 

temperature above 550 
0
C has a MoSi2-type structure and the other two have an 

orthorhombic deformed MoSi2-type substructure with a displacive superstructure. AuAl 2 has 

a homogeneity range from 32.92 to 33.92 at. % Au in the temperature range of 300-400 
0
C. 

The phase is FCC, CaF2-type. AuAl  crystallizes in a monoclinic distorted MnP type. Au4Al  

has a low and a high-temperature modification. Both are cubic, the former is similar to ɓ-Mn 

(A13 type) and the latter is bcc (A2 type). Au5Al 2 has a structure which is possibly a 

distorted form of the bcc (D 82) structure isotypic with ɔ-brass [80]. 
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Fig.1.1. Phase diagram of the Al-Au binary system [91]. 

 

The heats of formation for the Al-Au compounds are reported in Table 1.1 [92]. 

 

Table 1.1. Heat of formation of compounds in Al-Au system [92]. 

 

Compound Heat of formation (kJ/mol.at.) 

AuAl 2 

AuAl  

Au2Al  

Au5Al 2 

Au4Al  

-31 

-37 

-30 

-26 

-19 

 

The physical properties of the Al-Au intermetallic compounds are listed in Table 1.2 

[93]. 
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Table 1.2. Properties of the different Al-Au intermetallic compounds [93]. 
 

Phase Coefficient of thermal 

expansion (ppm/
0
C) 

Density (g/cm
3
) Hardness (Hv) 

Au 

Au4Al  

Au5Al 2 

Au2Al  

AuAl  

AuAl 2 

Al  

14.2 

12 

14 

12.6 

12 

9.4 

23 

19.33 

16.52 

14.94 

14.53 

10.94 

7.64 

2.7 

~ 70 

334 

271 

130 

- 

263 

~ 40 

 

Based on the diffusion in the bonding interface, the growth rate of the different 

phases can be described by equations [93] 

 

Dtx=          (1.1) 

)/exp(0 KTEDD a-= ,       (1.2) 

 

where x is linear growth (cm), T ï temperature (Kelvin), Ea = 0.9 eV,  

K = 0.0000861 (eV/K). 

 

      Ÿ Au4Al  

      Ÿ Au5Al 2 

      Ÿ Au2Al     (1.3) 

      Ÿ AuAl  

      Ÿ AuAl 2 

 

It is seen from Table 1.2 that different intermetallic compounds have different 

density. As the different intermetallic grows, the volume of the whole bonding interface will 

change. By comparing the nominal mean density (ɟmean) with the actual density of an 

intermetallic phase, one can infer the growth of that phase will lead to volumetric shrinkage 

or swelling (Table 1.3), i.e., the volume shrinks when nominal mean density is less than 

actual density. The nominal mean density is estimated as 

 

ɟmean = (mɟAu + nɟAl)/(m + n)= (19.33m + 2.7n)/(m + n)   (1.4) 
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For the three phases existing in the Al-Au wire bond, Au4Al , Au5Al2 and Au2Al , the 

formation of intermetallic compound will lead to volume shrinkage in the bonding area to 

compensate the density increase [93]. 

 

Table 1.3. Volume-induced strain in Al-Au compounds [93]. 
 

Phase Actual density (g/cm
3
) 

Nominal mean density 

(g/cm
3
) 

Volume change 

Au 

Au4Al  

Au5Al 2 

Au2Al  

AuAl  

AuAl 2 

Al  

19.33 

16.52 

14.94 

14.53 

10.94 

7.64 

2.7 

19.33 

16.00 

14.58 

13.79 

11.02 

8.24 

2.7 

- 

Shrinkage 

Shrinkage 

Shrinkage 

Swelling 

Swelling 

- 
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2. Theoretical part 

2.1. Photoelectron spectroscopy 

2.1.1. X-ray photoelectron spectroscopy overview 

Regarded today as a powerful surface spectroscopic technique, the photoelectron 

spectroscopy (PES) strikes its roots over more than a century ago. In 1887 W. Hallwachs 

and H. Hertz discovered the external photoelectric effect [94, 95] and in the following years 

refined experiments by J. J. Thomson led to the discovery of the electron, thus elucidating 

the nature of photoïemitted particles [96]. In 1905 A. Einstein postulated the quantum 

hypothesis for electromagnetic radiation and explained the systematics involved in 

experimental results [97]. By the early sixties C. N. Berglund and W. E. Spicer extended the 

theoretical approach and presented the first model of photoemission [98]. In the same period 

a group conducted by K. Siegbahn in Sweden reported substantial improvements on the 

energy resolution and sensitivity of soïcalled ɓïspectrometers. They used Xïrays (hɜ å 

1500 eV) and managed to improve the determination of electron binding energies in atoms. 

Chemical shifts of about 1 eV became detectable [99]. The new technique was accordingly 

named Electron Spectroscopy for Chemical Analysis (ESCA). The seventies marked the full 

recognition of techniqueôs potential as a valuable tool for the surface analysis. Accurate data 

on the mean free path of the slow electrons were obtained and ultraïhigh vacuum (UHV) 

instruments became commercially available. 

Photoemission spectroscopy is based on the theory of the photoelectric effect. 

Incident photons are absorbed in a sample and their energy may be transferred to the 

electrons. If the energy of photons is high enough the sample may be excited above the 

ionization threshold which is accomplished by photoemission of electrons. Their kinetic 

energy is measured and the initial state energy of the electron before excitation can be traced 

back. Depending on the energy of incident radiation, the experimental techniques are 

labelled as: UltraïViolet Photoelectron Spectroscopy or UPS (hɜ < 100 eV), Soft Xïray 

Photoelectron Spectroscopy or SXPS (100 eV < hɜ < 1000 eV) and Xïray Photoelectron 

Spectroscopy or XPS (hɜ > 1000 eV ). 

In practical XPS, the most frequently used incident Xïray radiations are Al KŬ 

(1486.6 eV) and Mg KŬ (1253.6 eV). The photons have limited penetrating depth in a solid 
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of the order of 1ï10 micrometers. However the escape depth of the emitted electrons is 

limited to some 10 nm. This characteristic makes XPS to an attractive surface science tool. 

According to Einsteinôs theory of photoemission effect and taking into account the 

general case of electrons situated on different bounded levels, the kinetic energy Ekin of the 

ejected electrons is given by 

 

F--= Bkin EhE n         (2.1.1) 
 

with EB the binding energy of the atomic orbital from which the electron originates and ū 

the work function. The last term is a material specific parameter. The reference of the 

binding energy corresponds by definition to the Fermi level for solid samples. In case of gas 

phase studies zero binding energy is assigned to the vacuum level. For conductive materials 

the work function is dictated by the spectrometer as illustrated in Fig.2.1.1. Sample and 

spectrometer are connected in a close circuit so that the Fermi energies are at the same level. 

The spectrometer plays the role of an electron reservoir. Accordingly ū must be replaced in 

Eqn.2.1.1 by the work function of the spectrometer ūspec [26]. In most of the cases, ūspec is 

however unknown. This difficulty can be overcome by using a proper reference level. 

 

 

 

 

 

 

 

 

 

 

 

Fig.2.1.1. Energy level diagram for a XPS experiment with a conductive sample. 

 

In case of semiconducting and insulating samples, the assigning of the zero binding 

energy may be even more complicated and the calibration of zero binding energy is 
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performed with reference to some known line of an element in the sample with known 

valence state. 

The XPS spectrum illustrates the number of electrons (recorded with the detector) 

versus their kinetic energy (measured by using the electron analyzer). For practical purposes 

it is generally preferred to use the binding energy as abscissa (as presented in Fig.2.1.2 after 

[100]). This is convenient since the kinetic energy depends on the energy of the incident 

radiation and the binding energies are alone material specific. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2.1.2. Schematic representation of energy levels in a solid (left) and the corresponding 

XPS spectra (center) having Ekin as natural abscissa. The right part illustrates the commonly 

used binding energy abscissa. 
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2.1.2. Theory of photoelectron spectroscopy 

A rigorous theoretical description of the photoelectron spectroscopy implies a full 

quantumïmechanical approach. In this section important aspects underlying XPS are 

sketched focusing on the main approximations and models. 

Let us consider a system containing N electrons which is described by the wave 

function ()NinY  and the energy ()NEin . Absorption of a photon with the energy hɜ causes 

the excitation into a final state described by ()Nk

finY  and ()NEk

fin  [101] 

 

          initial state      hɜ      final state 

()NinY ; ()NEin  Ÿ ()Nk

finY ; ()NEk

fin      (2.1.2) 

 

where k labels the electron orbital from which the photoelectron has been removed. The 

transition probability (which dictates the photocurrent intensity) obeys the Fermiôs golden 

rule [101] 
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   (2.1.3) 

 

where the ŭ function ensures the energy conservation during transition and H is the 

interaction operator. The Eqn.2.1.3 is satisfied when the perturbation H applied to the system 

is small. The interaction operator can be written as 
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e
H

ee

CCCCCC
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+-+= j      (2.1.4) 

 

Here e and me denote the electron charge and mass, c is the light speed, A
C

 and ű are 

the vector potential operator and respectively the scalar potential of the exciting 

electromagnetic field and p
C

 is the momentum operator of the electron. A simplified form of 

the interaction Hamiltonian can be obtained by assuming that the twoïphonon processes can 

be neglected (the term AA
CC

), that the electromagnetic field can be described in the dipole 

approximation and choosing ű = 0 [102] 
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pA
cm

e
H

e

CC
0=          (2.1.5) 

 

where 0A
C

 is the constant amplitude of electromagnetic wave. The dipole approximation is 

valid if the radiation waveïlength >> atomic distances, which is correct for the visible and 

ultraviolet regions of the electromagnetic spectrum. Mathematically the vector potential 

operator can be then written as ( ) ( )trkeAtrA w-=
CCCCC

0, . The approximation interaction 

Hamiltonian for the structure of final state is more subtle [103]. 

For high energy spectroscopy it can be assumed that the outgoing electron is emitted 

so fast that it is sufficiently weak coupled to the (N ī 1) electron ion left behind. This is the 

soïcalled suddenïapproximation which is actually valid in the keV region of energies. For 

lower energy regions its applicability has certain restrictions [104, 105]. The final state can 

be split up in two configurations 

 

        initial state     hɜ           final state    photoelectron 

()NinY ; ()NEin  Ÿ ( )1-Y Nk

fin ; ( )1-NEk

fin  + ()1kx ; k

kinE    (2.1.6) 

 

where ()1kx  is the wave function of the photoelectron. 

The energy conservation during photoemission simply yields 

 

() ( ) F++-=+ k

kn

k

finin ENEhNE 1n       (2.1.7) 

 

Here ū is the work function. According to Eqn.2.1.1 the binding energy with respect 

to the Fermi level may be defined as 

 

( ) ()NENEE in

k

fin

k

B --= 1        (2.1.8) 

 

Koopmans assumed that the above binding energy difference can be calculated from 

HartreeïFock wave functions for the initial as well as for the final state [106]. The binding 

energy is then given by the negative oneïelectron energy of the orbital from which the 

electron has been expelled by the photoemission process 

 

k

k

BE e-º          (2.1.9) 
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This approach assumes that the remaining orbitals are the same in the final state as 

they were in the initial state (frozenïorbital approximation) and leaves out the fact that after 

the ejection of an electron the orbitals will readjust to the new situation in order to minimize 

the total energy. This is the intraïatomic relaxation. In fact the relaxation also has an extra-

atomic part connected with the charge flow from the crystal to the ion where the hole was 

created. Therefore the binding energy is more accurately written as 

 

relaxk

k

BE dee--º         (2.1.10) 

 

where ŭŮrelax is a positive relaxation correction. An even more rigorous analysis must take 

into account relativistic and correlation effects which are neglected in the HartreeïFock 

scheme. Usually both increase the electron binding energy. 

2.1.3. Photoelectron spectroscopy models 

Threeïstep model. In frame of this model the complicated photoelectron process is 

broken up into three independent events [97]: 

(I)  absorption of a photon and photoïexcitation of an electron as described above; 

(II)  transport of the electron to the surface; 

(III)  escape of the electron into vacuum; 

Some of the photoelectrons reach the surface of the solid after suffering scattering 

processes, the dominant scattering mechanism being the electronïelectron interaction. For 

low energies electronïphonon interaction dominates [107]. One of the most important 

parameter which describes these processes is the inelastic mean free path ɚi (see section 2.5, 

part I). Assuming that the IMFP is isotropic, several calculations were performed and a 

universal dependence curve of the mean free path was drawn (see Fig.2.8.1, part I) [107ï

109]. More recent results are based on TPP-2M equation of Tanuma, Powell, and Penn [40] 

(see Eqn.2.6.1, part I). 

The escaping electrons are those for which the component of the kinetic energy 

normal to the surface is enough to overcome the surface potential barrier. The other electrons 

are totally reflected back. 

One-step model. Apart from its didactic simplicity, the three-step model fails to offer 

a practical computational tool for the simulation of photoelectron lines. State of the art is the 
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employing of oneïstep theoretical approaches in which the whole photoelectron process is 

regarded as a single one. The first of this kind was a compact and mathematically elegant 

solution to the previous three-step model [110] but was followed by fully dynamical [111] 

and relativistic oneïstep theories [102]. 

2.1.4. Data analysis 

The recording of a wide scan is generally the first step in the sample characterization. 

The survey spectrum allows to identify the chemical components in the sample and to define 

acquisition windows. The lines of interest are afterwards recorded with higher resolution. 

XPS spectra can be divided into: 

ï spectrum: given by electrons which leave the solid without inelastic scattering processes, 

and 

ï background: arising from photoïelectrons which have already lost a percentage of their 

kinetic energy through inelastic scattering processes on the way to the surface. 

2.1.5. Valence band region 

The valence band spectrum resembles the density of states curve, but due to certain 

facts they are not identical: the spectrum represents the DOS distribution in an excited state, 

several screenings of the created hole (manyïbody effects), emission of electrons with 

different quantum numbers (i.e. different sub-shell crossïsections) or from different atomic 

species (i.e. different atomic crossïsections) as well as the instrumental broadening being 

responsible for further modifications. 

One way to interpret the XPS VB spectra is the comparison with theoretical 

calculations of the densities of states (DOS). The recorded spectra can be simulated when 

such calculations are available and thus the contribution of each subïshell can be described. 

Another alternative is to employ different excitations energies. The relative intensities of the 

various valence electrons peaks can drastically change when varying the energy of the used 

radiation because the relative photoïionization cross sections change versus the incident 

photon energy. For example, by comparing the UPS and XPS valence band spectra of a 

metal oxide, one can get information about the partial contributions of the metal and oxygen 

states in the valence band. Another modern alternative is the interpretation of XPS VB in 

connection with other spectroscopic techniques like Xïray emission spectroscopy. In such 
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joint VB studies certain features of the spectra can be directly assigned to the elemental 

components. 

2.1.6. Core-level lines 

Photoelectrons, which originate from core levels, give rise to the most intensive lines 

in the XPS spectra. The position of the coreïlevel lines is like a fingerprint for each element 

and thus the chemical identification of the components in the investigated specimen can be 

easily performed. Generally two or more elements will be detected on the surface. The 

relative intensities of their lines are governed by: occupancy of the subïshell, stoichiometry, 

atomic crossïsections and others. 

The cross-section values can be derived from Xïray mass absorption coefficients or 

can be directly calculated [112ï115]. The data used in this work were taken from reference 

[114]. 

 

 

 

 

 

 

 

 

 

 

Fig.2.1.3. Illustration of a coreïlevel line. 

 

The peak width, defined as the full width at half maximum intensity (FWHM) (as 

represented in Fig.2.1.3), is a convolution of three distinct contributions [116]: the natural 

inherent width of the coreïlevel ɔn, the width of the photon source ɔp  and the analyzer 

resolution ɔa. 

The first contribution is dictated via uncertainty principle ȹEȹt Ó ǩ by the coreïhole 

lifetimes Ű  
 

t
g

h
n =           (2.1.11) 
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where h is the Planck constant. The lifetimes depend on the relaxation processes which 

accompany the photoemission. The narrowest coreïlevels have lifetimes in the range 10
-14

 ī 

10
-15

 sec whilst the broader have lifetimes close or slightly less than 10
-15

 sec. 

2.1.7. Chemical shifts 

Shifts in the binding energy of peaks following changes of the chemical environment 

of the same atom are classified as chemical shifts. 

The value and direction of chemical shifts can be described using the soïcalled 

chargeïpotential model [117-119]. The interactions between the nucleus and core electrons 

are considered as between point charges. The chemical shift relative to a reference state due 

to interaction with atoms within the first neighbourhood ȹEI is given by 
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q
qklE        (2.1.12) 

 

where ki  is a constant equal to the Coulumb repulsion integral between a core shell i and 

valence electrons, qA  is the charge of atom A and l is a constant determined by the reference 

level. k and l are regarded as adjustable parameters. The final term also called Madelungï

potential sums the potential at atom A due to the surrounding atoms B. Besides its simplicity, 

the major advantage of the potential model is the possibility to use it to obtain atomic 

charges. 

Number of effects contributes to the core-level binding energy shift. Following 

Weinert and Watson [120] one must for instance consider: interatomic charge transfer, 

changes in the screening of the final state of the core-hole, changes in the Fermi-level 

relative to the center of gravity of bands, intraatomic charge transfer, and redistribution of 

charge due to bonding and hybridization. This implies that a universally accurate model 

needs to take all these contributions into account. It is also important to point out that if an 

experimental shift is near zero, this does not necessarily mean that the environment for the 

examined and reference atoms are the same. On the contrary it must be taken into account 

that different effects mentioned above may cancel each other. 
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2.1.8. Spin-orbit coupling 

In terms of a j ī j coupling scheme between angular and spin moments in an atom, 

for each orbital with nonzero angular quantum number l (l > 0), two energy levels are 

possible for electrons: the first with total quantum number j = l + s and the second with j = l 

ī s (where s is the spin quantum number). 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2.1.4. Schematic drawing of the spinïorbit (SO) splitting. 

 

This spinïorbit splitting is present in XPS spectra, two peaks being observable, each 

for one j value (Fig.2.1.4). Taking into account that for a given j value there are (2j + 1) 

allowed states for electrons and that s = 1/2, the ratio of relative intensities can be easily 

calculated 
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Highïresolution coreïlevel spectroscopy studies show small deviations from this 

branchingïratio due to different cross sections for the j = l + s and j = l ī s lines and photoï

diffraction effects. 
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2.1.9. Satellites 

In the photoemission process the photon kicks out one electron so quickly that the 

remaining electrons do not have time to readjust. Thus the (N ī 1) electron system is left in a 

nonïrelaxed state Ɋfin. This excited state has a certain overlap with the stationary states Ɋn 

and according to the sudden approximation we obtain the probabilities < Ɋn | Ɋfin > to end 

up in Ɋn states [121]. This means that the XPS spectrum consists from the main line 

(corresponding to the lowest excited state) and a number of extra lines (soïcalled satellites) 

representing the higher excited states after photoemission, as represented in Fig.2.1.5. 

 

 

 

 

 

 

 

 

 

 

 

Fig.2.1.5. Illustration of a line with satellites. 

 

In principle, there are two sources of satellites: an extrinsic part due to the extraï

atomic events and an intrinsic part due to the intraïatomic relaxations. 

For insulating compounds a reorganization of electronic structure in form of a charge 

transfer occurs after the creation of a core hole [122, 123]. The corresponding features in the 

spectra are denoted as charge transfer satellites. They belong to the extrinsic category 

mentioned above. 

In the case of conducting samples the relaxation leads to quantified excitations in the 

conduction electron system, namely to creation of plasmons. Accordingly, the extrinsic 

features are denoted as plasmon satellites. 

The reorganization of electronic structure after the creation of a core hole could also 

lead to an excess of energy which is not available to the primarily excited photoelectron. 
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Thus twoïelectron processes can occur in case of conducting samples. The corresponding 

structures in the spectra are denoted as shake satellites. The hole appears to increase the 

nuclear charge and this perturbation is the cause of valence electrons reorganization. It may 

involve the excitation of one of them to a higher energy level. If an electron is excited to a 

higher bounded state then the corresponding satellite is called shakeïup satellite. If the 

excitation occurs into free continuum states, leaving a double ionized atom with holes both 

in the core level and valence shell, the effect is denoted as a shake-off satellite from [124]. 

Discrete shake-off satellites are rarely discerned in the solid [116]. 

2.1.10. Core-level line shapes 

The contributions due to photon source and analyzer are symmetric with respect to 

the maxima and can be relatively well described by a Gaussian function 
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where 0EE-=e  is the distance relative to the maxima of the curve and 
222

api ggg +=  is the 

FWHM due to experimental setup. 

The intrinsic part of the XPS peak due to the coreïlevel life time is described by a 

Lorentz function 
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The overall line shape of core lines are obtained by convoluting the above two 

functions in a resulting soïcalled Voigt profile 
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Fig.2.1.6. Comparison between a DoniachïĠunjiĺ line shape and a Lorentz line shape. The 

shift of the maxima was artificially increased in order to point out its existence. 

 

In case of conductive samples the intrinsic part of the XPS line is however more 

complicated than given in Eqn.2.1.16. On the base of Mahanôs hypothesis [125] and using 

calculations first carried out by Nozières and De Dominicis [126], Doniach and Ġunjiĺ [127] 

have shown that in metals the core level lines have a characteristic asymmetrical shape 
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where ũ is the gamma function, ()ñ
¤

--=G
0

1 dtetz tz , and Ŭ is an asymmetry parameter (see 

Fig.2.1.6). Its values can range between 0.1 and about 0.25 [128]. Hence for conducting 

samples fL(Ů) must be replaced in Eqn.2.1.16 by fDS(Ů,Ŭ). It is also worth to notice that in case 

of nonïconducting samples the asymmetry factor is equal to zero and fDS(Ů,0)= fL(Ů). The 

asymmetry of the intrinsic XPS lines of conducting samples can be explained by taking into 

account the nonzero density of states at Fermi level. 

2.1.11. Secondary spectra (background) 

As previously mentioned, only the photoelectrons which travel to the surface without 

suffering inelastic scattering processes ôcarryô direct information on the electronic structure. 
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The others give rise to plasmon satellites (see previous section) or generate the background. 

In order to deliver quantitative information from the XPS spectra, the background 

subtraction must be performed. By all means, this is not a trivial problem. Shirley was the 

first to deal with this problem and he proposed a practical model [129]. However its results 

are often unsatisfactory. 

In a series of papers Tougaard et al. concentrated on this issue [41, 130, 131]. It was 

shown that for homogenous solids the proper photoelectron spectra F(E) could be obtained 

from the measured spectra j(E) by using 
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where ( )EEEK -¡,  is a loss function which describes the probability of losing energy 

EET -¡=  during a mean free path travel for an electron with energy E. Obviously, the 

second term in Eqn.2.1.18 gives the background correction. A universal loss function 

ɚi(E)K(E, T) which should describe all pure materials was proposed 

 

()( )
[ ]

2
2

,

TC

BT
TEKEi

+

=l        (2.1.19) 

 

where B and C are two constants. By comparison with experimental data, it was shown that 

the background correction for pure Ag, Au and Cu can be described using the following 

values: B = 2866 eV
2
 and C = 1643 eV

2
. In the case of alloys this universal loss function 

delivers a general good fit with experiment. Further validity test however indicated that from 

a rigorous point of view Tougaardôs function must be regarded only as a good and 

improvable approximation [132ï134]. The accuracy of the delivered results is however 

sufficient for the most of XPS spectra. 

An accurate background can be obtained only from EELS (Electron Energy Loss 

Spectroscopy) experiments. In an EELS experiment electrons with kinetic energy E0 are sent 

on the sample. A certain part of them will be reflected but the rest enter the surface and 

interact with the solid. Due to scattering processes the electrons lose energy EL and leave the 

solid with the kinetic energy ES = E0 ī EL. The outgoing electrons are energy resolved 

recorded [135]. In other words such an experiment simulates the kinetic energy loss of the 

photoelectrons. 
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2.1.12. Quantitative analysis 

Calculation of XPS intensities is based on the fact that the crossïsections of a coreï

level are independent with respect to the valence state of the element. By taking into account 

a spectrometer with a small entrance aperture and a uniformly illuminated sample [26], the 

intensity of the XPS line is given by 

 

() () ()()()()()ETEDEHJLENEI i gqls cos=      (2.1.20) 

 

In Eqn.2.1.20 ů is the crossïsection of the level as already discussed and ɚi(E) is the 

IMFP of photoelectrons as mentioned above; J is the flux of primary photons on the surface 

and N is the density of atoms in the sample. ɗ denotes the angle between the surface normal 

and the direction of electron detection and ɔ is the sourceïsampleïanalyzer angle. L(ɔ) is the 

soïcalled orbital angular symmetry factor and is given by: L(ɔ) = 1 + ɓ(3 sin
2
 ɔ /2 ī1)/2, 

where ɓ is a constant for a given subïshell and Xïray photon. 

This first part due to geometry of spectrometer and sample may intuitively be 

understood like: photons with a J flux illuminate the sample; the depth resolution in the 

sample is given by ɚi(E)cos(ɗ), important being also the number of atoms in the detection 

volume (invoked by the density of atoms N) and their ionization probability ů. 

The last three factors in Eqn.2.1.20, usually denoted as the response function, are 

dictated by the analyzer. For modern spectrometers the factor describing the influence of 

analyzer fields on the number of registered electrons H(E) has been more or less eliminated. 

D(E) denotes the detector efficiency or ratio between the electrons exiting the analyzer and 

counts recorded by computer; it is in fact the response of the electron multiplier and channel 

plate detector. T(E) is the spectrometer transmission function. Its values are specific for each 

machine. Just a few years ago at the National Physical Laboratory in United Kingdom a 

òmetrology spectrometerò was developed allowing determination of response function by 

employing true specific reference spectra [136]. 

It is a normal procedure to eliminate the proportionalities in Eqn.2.1.20 by 

referencing all the quantification on a relative basis i.e. by choosing one particular peak and 

referring all the measurements to it. For the coreïlevel line of an element A and the reference 

line of element X recorded under similar conditions 
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with D(EA)/D(EX) = 1 since the lines are supposed to have been recorded in CAT mode i.e. 

constant passïenergy. Thus Eqn.2.1.21 may be rewritten as 
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where sA and sX are the sensitivity factors for elements A and X. The software delivered with 

the spectrometer already contains experimental sensitivity factors which allow the user the 

calculations of atomic concentrations [137]. However one should be careful when using 

experimental sensitivity factors since they do not include the dependence of experimental 

factors like entrance slit or pass energy. 
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2.2. Angle-resolved XPS depth-profile reconstruction 

Angle-resolved x-ray photoelectron spectroscopy (ARXPS) is a method for non-

destructive probing thin (<100 Å) surface layers by changing the detection angle of 

photoelectrons and extracting chemical state information. 

Spectra recorded at n emission angles, will therefore contain information on the 

concentration depth profile (CDP) of each element present. We might expect, by some 

numerical technique, to be able to use these measurements to recover the CDP down to a 

depth limit of perhaps a few times the attenuation length (AL). The enormous attraction of 

such a non-destructive depth-profiling technique has led to a number of algorithms for CDP 

recovery being proposed over last decade for ARXPS [138-154]. Nearly all of these 

published methods depend on the following assumptions concerning the physics of ARXPS 

measurements [155]: 

1. Any effects of the sample crystallinity can be ignored. 

- certain ARXPS experiments specifically look at the variation in peak intensity with 

photoemission angle due to shadowing effects, channeling and so on. In our 

treatment, however, we shall consider the sample to be effectively amorphous. 

2. The effect of elastic collisions can be ignored. 

- photoelectrons that suffer elastic collisions do not lose energy, although they might 

change direction. Therefore, some photoelectrons may be knocked into, or out of, the 

analyzer acceptance cone. 

3. The refraction of emerging photoelectrons at the surface can be ignored. 

- this assumption is reasonable at typical photoelectron energies and photoemission 

angles below 85 degrees. 

4. The sample surface is perfectly smooth. 

- this is likely to be true only in the most careful experiments. 

5. The analyzer acceptance angle is small, essentially zero. 

- more realistic values are on the order of 6-12 degrees. 

6. The sample is uniform in composition on the x-y plane, at least within analysis area. 

- this assumption is reasonable if the sample is carefully prepared. 

7. Data manipulation does not introduce any artifacts or errors. 
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- the algorithm used to evaluate the peak intensities can cope with intensities of poorly 

resolved peaks and widely varying backgrounds, without introducing systematic 

errors. The peak intensities may be determined precisely using, for example, peak-

fitting software which is now widely available and often gives a direct numerical 

report of the ñpeak areaò [156]. 

8. The attenuation length (AL) for a given photoelectron is independent of the composition of 

the material through which it emerges from the sample. 

- sometimes, one can postulate a known composition for a sample, or for a layer 

therein, and obtain the appropriate photoelectron mean free path from the literature. 

Other times, it may be necessary to use an estimate. 

9. The total atom density is constant as a function of depth. 

2.2.1. Model for angle-dependent XPS data generation 

XP spectra are normally quantified using equations of the form 
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where XA is the atomic composition of element A in a sample containing j components, IA is 

the measured spectral intensity for element A and RA is the relative sensitivity factor for 

element A. 

The sampling depth is governed by the well known Beer-Lambert law 

 

I(q) = I(z) exp(-z/lcosq)       (2.2.2) 

 

where I(z) is the signal originating at depth z, l is the characteristic attenuation length and q 

is the emission angle, measured from the normal to the sample surface. 

To evaluate how depth-composition variations in the sample affect the measured 

XPS intensities, consider a solid divided up into an arbitrary number of layers of equal 

thickness t (Fig.2.2.1). Each layer contains any number of elements A, B, C, . . . with 

concentration nA, nB, nC,é such that nj,i represents the atom fraction composition of element 

j in the ith layer. 
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Fig.2.2.1. Layered sample model used to generate XPS signal in the binary system. 

 

A layer transmission function for element j, Tj(q), is defined by 

 

Tj(q) = exp(-t/ljcosq)        (2.2.3) 

 

The intensities for any element j are summed over all layers to give the expected 

signal intensity, normalized to unit incident x-ray photon flux, i.e. 

 

I j(q) = kj
i

j

N

i

ij Tn )(
0

, qä
=

        (2.2.4) 

The element-specific terms, such as the photoemission cross-section, are included in 

the constant of proportionality, kj. The relative sensitivity factor is given by performing the 

summation of Eqn.2.2.4 with all nj,i = 1. 

The constants of proportionality for each element cancel in each I j/Rj term and 

therefore the apparent concentrations of elements as a function of emission angle, for a 

sample containing y elements, are given by the forward transform equation 
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2.2.2. Regularization methods 

There are numerous algorithms to extract concentration depth profiles from data 

supplied by ARXPS, ranging from various fitting procedures and Laplace transforms to 

regularization routines. These methods are discussed in details in the review paper by 

Cumpson [155]. 

In practice, the depth profile restoration is associated with inverse problems ï the 

values of model parameters must be obtained from the observed data. In turn inverse 

problems belong to the class of the so called ill-posed problems - a small perturbation of the 

data can cause a large perturbation of the solution. Because the real signal contains always 

noise, there is no unequivocal assignment of angle-dependent spectra intensities to surface 

concentration gradient. 

Therefore, it is necessary to incorporate further information about the desired 

solution in order to stabilize the problem and to single out a useful and stable solution. This 

is the purpose of regularization. 

2.2.3. Tikhonov regularization 

The well-known and probably the most successful regularization method is the 

Tikhonov regularization which has proved to be a powerful technique in many fields [157]. 

It suppresses the unwanted noise components and overcomes problems associated with 

numerical instabilities. 

Method description 

The relationships described by Eqn.2.2.5 can easily be transformed to a system of the 

linear equations 

 

Ax = b         (2.2.6) 

 

where A is the coefficient matrix, x is the vector of unknown concentrations and b is the 

vector of measured intensities. 

The basic idea of the Tikhonov regularization is to define the regularized solution xŬ 

as the minimizer of the following weighted combination of the residual norm and the 

solution norm 
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where Ŭ is the regularization parameter. 

The first term 
2

2bAx-  measures the goodness-of-fit, in other words, how well the 

solution x predicts the given data b. Obviously, if this term is too large, then x cannot be 

considered as a good solution because it does not ñsolve the problemò. On the other hand, 

the residual norm should not be smaller than the average size of the errors in b ï we do not 

want to fit the noise in the data. 

The solution norm 
2

2
x  measures the regularity of the solution. The incorporation of 

this term is based on the assumption that the ñnaµveò solution is dominated by high-

frequency components with large amplitudes, and if we control the norm of x, we can 

suppress noise. 

The regularization parameter Ŭ is a positive number which controls the weight given 

to minimization of the solution norm relative to minimization of the residual norm. Hence, if 

we can find a good balance between these two terms via a suitable value of Ŭ we have the 

hope to achieve a regularized solution that is a good approximation to the exact solution. 

Thus, the regularization parameter is an important quantity which controls the properties of 

the regularized solution, and Ŭ should therefore be chosen with care [158]. 

The solution equation for this problem takes the form 

 

bAIAAx TT 12 )( -+= aa        (2.2.8) 

 

where A
T
 stands for the transpose of A, I is the identity matrix. 

L-curve criterion 

The main difficulty is to choose the ñgoodò Ŭ. Unfortunately, a general, reliable 

technique for evaluation the regularization parameter from the experimental data is not 

known. There are three most popular and efficient routines to choose the regularization 

parameter: discrepancy principle, L-curve criterion and generalized cross validation. The L-

curve seems to be the most convenient graphical tool for analysis of the Tikhonov 

regularization. The Tikhonov solution behaves in quantitatively different way for small and 

large values of Ŭ. When Ŭ is large, then xŬ is dominated by the regularization error and the 
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solution is over-smoothed. For small values of Ŭ, the Tikhonov solution is dominated by the 

perturbation error coming from the inverted noise and the solution is under-smoothed. 

From this analysis it follows that the L-curve should have two distinctly different 

parts: a region which is approximately horizontal, where the regularization error dominates; 

a region which is approximately vertical, where the perturbation error dominates. It turns out 

that L-curve plotted in the log-log scale should emphasize the different behaviour of these 

two regions [159]. Therefore the key idea in the L-curve criterion is to find out the 

regularization parameter that corresponds to the L-curveôs corner region. For the Tikhonov 

regularization, a natural definition of the corner is the point on the L-curve with maximum 

curvature (Fig.2.2.2). 

 

 

 

 

 

 

 

 

 

 

Fig.2.2.2. The L-curve for the Tikhonov regularization: a log-log plot of the solution norm 

||xŬ||2 versus the residual norm ||AxŬ - b||2 with Ŭ as a parameter (a) and the corresponding 

curvature as a function of Ŭ (b). 

 

2.2.4. Maximum entropy regularization 

This regularization method is frequently used in image reconstruction and related 

applications where a solution with positive elements is sought. In the maximum entropy 

regularization, the following nonlinear function is used as side constraint 
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where xi are the positive elements of the vector x, and w1,é, wn are n weights. Notice that ï

ɋ(x) measures the entropy of x, hence the name of this regularization method. The 

mathematical justification for this particular choice of ɋ(x) is that it yields a solution x 

which is most objective, or maximally uncommitted, with respect to missing information in 

the right-hand side. The maximum entropy has the advantage that it automatically imposes 

the constraints of positivity in a smooth and controlled manner, provides an optimal smooth 

reconstruction without introducing further arbitrary parameters, and has a logical and 

consistent way of encoding prior knowledge. 

Recently, the maximum entropy method begins to use in non-destructive 

deconvolution of the depth profiles from the angle-dependent XPS data [151, 160, 161]. 

2.2.5. Truncated singular value decomposition (SVD) 

The singular value decomposition (SVD) is applied extensively to the study of linear 

inverse problem, and is useful in the analysis of regularization methods such as that of the 

Tikhonov technique. 

The extremely large errors in the naïve solution come from the noisy SVD 

components associated with the smaller singular values. The SVD components of the exact 

solution with largest magnitude are precisely those coefficients that are approximated 

reasonably well. 

These considerations immediately lead to a ñbrute forceô method for computing 

regularized approximate solutions: simply chop off those SVD components that are 

dominated by the noise. Hence, the truncated SVD (TSVD) solution xk as the solution 

obtained by retaining the first k components of the naïve solution. The truncation parameter 

k should be chosen such that all the noise-dominated SVD coefficients are discarded. A 

suitable value of k can often be found from an inspection of the Picard plot [158]. 

The advantage of the TSVD method is that it is intuitive, and it is easy to compute 

TSVD solutions xk for different truncation parameters, once the SVD has been computed. 

The disadvantage is that it explicitly requires the computation of the SVD components ï or, 

at least, the principal k singular values and vectors. 
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The regularization algorithms based on SVD for inverting angle-dependent XPS data 

are presented in papers [144, 146]. 

Besides aforementioned techniques, there are other regularization methods for 

determination of the depth profiles from the angle-dependent XPS data [162, 163]. 
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2.3. Reactive diffusion in thin films 

The kinetics of the interdiffusions in thin films results from a number of elemental 

processes, i.e. diffusion of chemical species, chemical reactions at interfaces leading to the 

nucleation and growth of intermediate phases, point defect production and/or annihilation at 

interfaces, grain boundary diffusion,é The interplay of these factors makes the whole 

process rather complicated, and sensitive to the morphology of the specimen, the 

microstructure and the preparation of the material [164]. 

Most of thin film reactions can be described under the term ñReactive diffusionò. 

ñReactive diffusionò is a physicochemical process resulting in formation of a continuous 

solid compound layer at the interface between initial substances which proceeds in two 

consecutive steps [165]: 

(1) Diffusion of atoms (ions) of the reactants across compound layer in the opposite 

direction; 

(2) Subsequent chemical transformations taking place at the layer interfaces with the 

participation of diffusing atoms of one of the components and the surface atoms of 

another component. 

In the case under consideration, the concept chemical transformations (synonyms: 

chemical reaction, chemical interaction) comprises the following processes: 

(1) Transitions of the atoms (ions) of a given kind through the interface from one 

phase into the other. This is external diffusion, according to the terminology 

proposed by B.Ya.Pines [166]. 

(2) Redistribution of the electronic density of atomic orbitals resulting in the formation 

of stable groupings of atoms included in a growing compound layer. 

(3) Rearrangement of the crystal lattice of an initial phase into the crystal lattice of a 

chemical compound formed. 

It should be noted that something like the elementary act of external diffusion also 

occurs in homogeneous reactions taking place in solutions or gases. Indeed, in order to be 

combined into a molecule, the reacting particles must move (diffuse) towards each other. 

The second of these processes in a liquid-phase or a gas homogeneous system results in the 

formation of an individual molecule which is able to migrate relatively freely within the 
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reaction bulk. In the examined solid-state heterogeneous system, however, the ómoleculeô 

formed is rigidly fixed in the crystal lattice of chemical compound together with a number of 

other similar ómoleculesô. What is only possible in this case is the substitution of atoms of 

any of the ómoleculesô comprising the layer for equivalent atoms, not disturbing the 

stoichiometry of a compound and the total balance of atoms in the entire system. 

2.3.1. Compound layer formation at the interface of two elementary substances 

Consider the simplest case of chemical compounds formation in heterogeneous 

systems at temperatures well below the melting point of the components - solid layer ApBq 

grown between elementary substances A and B. The substances A and B are solid at reaction 

temperature and partially miscible. 

 

Fig.2.3.1. Formation of the ApBq compound layer at the interface of elementary substances A 

and B [82]. 

 

In a general case of comparable mobilities of components A and B within the ApBq 

crystal lattice, the ApBq compound layer grows at the expense of diffusion of the B atoms to 

interface Ŭ/ɓ (see Fig.2.3.1) where a partial chemical reaction takes place in accordance with 

the equation 

 

qBdif + pAsurf =ApBq        (2.3.1) 
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and also at the expense of diffusion of the A atoms to interface ɓ/ɔ followed by the partial 

chemical reaction 

 

pAdif + qBsurf =ApBq .        (2.3.2) 

 

Before starting the reaction (2.3.1), the B atoms must lose any contact with the main 

mass of the substance B and be transferred across the ApBq layer from the interface ɓ/ɔ to the 

interface Ŭ/ɓ. On the contrary, component A enters reaction (2.3.1) in the form of particles 

(atoms or ions) located onto the surface of phase A and therefore bonded with the bulk of 

substance A. The A atoms diffusing across the ApBq layer from interface Ŭ/ɓ to interface ɓ/ɔ 

and the surface B atoms enter reaction (2.3.2). The reactions (2.3.1) and (2.3.2) take place at 

different interfaces of the ApBq layer and therefore separated in space. Clearly, the rates of 

these reactions are different. Kinetically, these are two different chemical reactions. It is also 

supposed, that no reaction proceeds within the bulk of the ApBq layer; the A and B atoms can 

only exchange their positions inside the ApBq layer. 

It should be emphasized that a very initial period of interaction of elementary 

substances when there is still no compound layer and consequently there is only one 

common interface at which substances A and B react directly, is outside the scope of the 

proposed macroscopic consideration. 

In an initial period of interaction of substances A and B when the ApBq layer is very 

thin, the number of the B atoms which diffuse to the Ŭ/ɓ and ɓ/ɔ interfaces per unit time is 

considerably greater than the number of those atoms which can be combined in the ApBq 

compound by the surface A atoms. 

The reactivity (or combining ability) of the surface of substance A towards the B 

atoms is equal to the largest number of diffusing B atoms which can be combined per unit 

time by the surface A atoms into a compound of certain composition. 

Initially, the reactivity of the A surface is realized to the full extent because the 

supply of the B atoms is almost instantaneous due to the negligibly short diffusion path. 

Therefore, if the surface area of contact of reacting phases A and ApBq remains constant, 

chemical reaction takes place at an almost constant rate. In practice, this regime of layer 

growth is usually referred to as reaction controlled. The terms interface controlled regime 

and kinetic regime are also used, though less suited. In the reaction controlled regime the 
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overall rate of layer formation is only limited by the rate of chemical transformations 

(chemical reaction as such). Hence, the initial growth of the ApBq compound layer is linear. 

The reaction controlled regime of growth of the ApBq layer is one of the two 

extremes. The other one is its growth in the diffusion controlled (or simply diffusional) 

regime. With passing time the overall rate of layer formation becomes more and more 

dependent on the diffusion rate of the atoms, whereas the influence of the rate of chemical 

transformations gradually decreases and eventually becomes negligible by comparison. 

When the process is governed by diffusion a parabolic growth law is predicted [167-169]. 

It should be noted that the compound layers observed in practice seldom have an 

ideal appearance. Firstly, one or both boundaries of a layer with initial phases may be 

uneven. Secondly, the compound layers formed often contain cracks, pores and other 

defects. Undoubtedly, this has a considerable (sometimes, even controlling) effect on the 

kinetics of their growth. 

2.3.2. Several compound layers at the solid-solid interface 

Growth kinetics of two chemical compound layers in a binary heterogeneous system 

have been theoretically treated [170-173]. Diffusional consideration predicts that 

(1)  both layers must grow simultaneously; 

(2) the thickness of each of them as well as their total thickness should increase 

parabolically with passing time. 

However, available experimental data provide evidence that this is not always the 

case [174-177]. In fact, in many binary systems the layer growth is neither simultaneous, nor 

parabolic. Instead, a variety of kinetic laws (linear, asymptotic, paralinear, parabolic. etc.) 

are observed. Moreover, in the experiment usually only one phase is observed in early 

reaction stages. Frequently, this phase is metastable or even amorphous. 

In many reaction couples, the layer formed first should reach a certain minimal 

thickness before the second layer can occur [178]. Both compound layers then grow 

simultaneously until the full consumption of one of initial substances. The sequence of 

formation of compound layers is often governed by the rate of chemical transformations 

(partial chemical reactions) at phase interfaces. 

Many binary systems are multiphase, with the number of chemical compounds 

reaching even ten. In the framework of diffusional considerations all the chemical 
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compounds of a multiphase binary system are assumed to form individual layers which must 

grow, at a higher or a lower rate, during isothermal annealing of the A-B reaction couple 

according to a parabolic law. 

In most reaction couples, part of compound layers is known to be missing, with only 

one or two layers growing at the A-B interface, irrespective of the number of chemical 

compounds in the appropriate phase diagram. The cases where three or more compound 

layers grow simultaneously between elementary substances A and B are very rare against the 

background of the cases where one or two layers are observed. 

To explain the absence of certain compound layers between initial substances A and 

B, two reasons are most frequently put forward: 

(I)  Difficulties in phase nucleation [81]. This indeed takes place in particular cases. 

Some factors affecting nucleation become significant especially in the nonequilibrium 

situation: 

1. Number of atoms per unit cell - the larger the number of atoms per unit cell, the 

more difficult it is for the phase to nucleate. 

2. Crystal structure - certain crystal structures are expected to nucleate more readily 

than other more complex crystal structures. 

3. Temperature - nucleation is expected to be easier at higher temperatures because of 

greater mobility of the atoms. 

4. Congruency - the noncongruently melting phases of the silicides and germanides do 

not nucleate readily and are usually skipped. This is not the case for metal-metal 

systems where all the phases congruently or noncongruently melting seem to 

nucleate readily. 

5. Directionality of bonding - it can be expected that if bonding is highly directional, 

such as in covalent bonding, nucleation is more difficult than for metal-metal 

bonding, which is nondirectional. Although silicides and germanides are usually 

classified as intermetallic compounds, the bonding of a metal atom with a 

semiconductor such as silicon or germanium is expected to be more directional than 

in the metal-metal case. This could probably be the reason why noncongruently 

melting silicide and germanide phases are usually skipped. 
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However, the difficulties with nucleating new phases in a heterogeneous system 

appear to be exaggerated. For instance, the interaction is known to start at relatively low 

temperatures even for reaction substances with very high melting points [179-181]. 

(II)  The low growth rate of the compound layer due to the small value of its diffusion 

coefficient D [167]. In fact, the growth of a phase depends not only on the transport through 

itself, but also on that through its neighbour phases, which indicates the competitive nature 

of phase formation. In other words, the compound can undergo suppression in the diffusion 

zone, because of the overwhelming growth of its neighbours. Diffusion coefficients of the 

compounds in a metallic system often differ by several orders of magnitude. 

It should be noted that according to the diffusional theory any chemical compound 

layer once formed cannot then disappear during isothermal annealing of the A-B reaction 

couple because its growth rate 
dt

xdD
 gradually increases with decreasing thickness according 

to Ficks law
x

c
Dj
D

D
-= . Thus, before the compound can disappear the diffusion flux 

increases and compound grows again. Finally, a steady state of compound growth is set. It 

follows that, the slow growing phases donôt disappear completely - small amount should 

present in the reaction zone. 

Gösele and Tu [182] proposed that interfacial reaction barriers in binary A-B reaction 

couples can lead to the missing of the phases predicted by the equilibrium phase diagram, 

provided that the diffusion zones are sufficiently thin. 

2.3.3. Grain boundary assisted diffusion 

Grain (and interphase) boundary diffusion is expected to be the dominant long range 

atomic transport mechanism in polycrystalline thin film reactions [183]. Harrison designated 

three types of kinetics, called A, B, and C [184]. The distinguishing feature of A-kinetics is 

the extensive lattice diffusion that causes the diffusion fields from adjoining grains to 

overlap. The issue of penetration of grain boundary transported material into the adjacent 

grains is described by B-kinetics, where each boundary is assumed to be isolated and the 

flux at large distances approaches zero. Currently, circumstances where grain boundary 

diffusion is dominant are modeled as C-kinetics - diffusion in the bulk-like interior of the 

grains is frozen out by the relatively low temperature. That is the lattice diffusion is 
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considered negligible and significant atomic transport occurs only within the boundaries. 

The C-kinetics grain boundary diffusion is driven by a concentration gradient in a grain 

boundary ñphaseò of finite width [184, 185]. 

Usually intermetallic compounds on polycrystalline sample begin to grow as isolated 

particles due to heterogeneous nucleation at triple-junctions of the grain structure. The 

growth of such precipitates occurs at rates far greater than allowed by volume diffusion, 

mainly owing to atom transport along the grain boundaries. The rate at which atoms diffuse 

along different boundaries is not the same, but depends on the atomic structure of the 

individual boundary. This in turn depends on the orientation of the adjoining crystals and the 

plane of the boundary [186]. 

When the separate precipitates begin to overlap, growth decelerates and finally is 

limited by bulk diffusion. It results in the formation of the layers with uneven interfaces, i.e. 

the layer thickness becomes irregular. The growing compound layer should be thicker in the 

vicinity of boundaries of any grain in comparison with the central part of that grain. 
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2.4. First phase formation at solid/solid interface 

2.4.1. Kinetic arguments 

According to an empirical correlation formulated by F. M. dôHeurle [187], the first 

compound to occur should have the highest content of a component with a lower melting 

point and diffusion of atoms of that component prevails during formation of this compound. 

R.W. Walser and R.W. Bene suggested the rule for predicting phase formation at 

silicon/metal planar interfaces [188]: the first compound nucleated in planar binary reaction 

couples is the most stable congruently melting compound adjacent to the lowest-temperature 

eutectic on the bulk equilibrium phase diagram. 

The rule was also extended to metal-metal systems by relaxing the requirement that 

the first phase that forms needs to be congruently melting [189]: the first phase nucleated in 

metal-metal thin-film reactions is the phase immediately adjacent to the lowest-temperature 

eutectic in the binary phase diagram. 

Note that in the framework of purely kinetic considerations, the diffusing atoms are 

assumed to be available for any growing compound layer. In other words, the existence of 

any interface barriers to prevent diffusion of appropriate atoms is not recognized. 

Thus, analyzing the equilibrium phase diagram, it is possible to arrive to certain 

conclusions concerning the first compound formation in a multiphase binary system. It must 

be remembered, however, that any predictions based on the above-mentioned criteria are 

rather the weak correlations than the precise rules. 

2.4.2. Thermodynamic stability 

The most stable compound of a multiphase binary system is often assumed to be the 

first to occur and grow at the solid/solid interface [190]. The change, ȹG, of the isobaric-

isothermal potential (Gibbs free energy) in the formation of any compound from the 

elements under given conditions is usually considered to be a measure of its thermodynamic 

stability. The more negative value of ȹG, the more stable the compound. 

The Gibbs free energy of a system is defined by the equation [186] 

 

  G = H - TS        (2.4.1) 
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where H is the enthalpy, T is the absolute temperature, and S is the entropy of the system. 

Enthalpy is a measure of the heat content of the system and is given by 

 

  H = E + PV        (2.4.2) 

 

where E is the internal energy of the system, P the pressure, and V the volume. When 

dealing with condensed phases (solids and liquids) the PV term is usually very small in 

comparison to E, that is H ~ E. The other function that appears in the expression for G is 

entropy S which is a measure of the randomness of the system. At low temperatures the term 

TS in the equation (2.4.1) is very small in comparison to the value of H and therefore can be 

neglected [186]. 

The change in the free energy of formation of any compound can be calculated either 

per mole (or, in other words, per chemical formula), or per gram-atom (the first value should 

be divided by the total number of the atoms of both kinds in the molecule of the compound), 

or per unit volume of that compound. 

2.4.3. Phase selection rules combining thermodynamic with kinetic arguments 

It is obvious, that growth kinetic approach or thermodynamic stability is of limited 

use in predicting the first product of a reaction. Therefore several attempts were undertaken 

to develop simple rules which interplay the kinetic and thermodynamic factors. 

Maximum degradation rate (MDR) law 

The maximum degradation rate (MDR) law is based on an assumption that a system 

chooses a path which leads to the largest free energy change per unit time among another 

feasible paths. In other words, a path with the most negative value of ÖG/Öt is realized, 

where t is time. The initial phase corresponds to the highest free-energy degradation rate of 

the arriving atoms [191]. 

When atom of element A reacts with atoms of element B, the system free energy 

changes by ȹGf { ApBq; per A atom}. The free energy change rate, ÖG/Öt, is the product of 

ȹGf and the supply rate rA of A atoms to the reaction region 

 

{ }atomAperBAGr
t

G
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µ

µ
      (2.4.3) 
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Similarly, for another intermetallic compound AmBn, the free energy change per unit 

time is 
 

{ }atomAperBAGr
t

G
nmfA ;DÖ=

µ

µ
      (2.4.4) 

 

Suppose that element A is supply rate limiting. In order to predict which phase forms 

first at the A/B interface, ApBq or AmBn, the Eqn.2.4.3 and Eqn.2.4.4 are compared. The 

compound with more negative value of product forms first. 

Although the method to determine the supply rate of metals to the reaction region has 

not been well established, it seems reasonable to assume that a metal with lower melting 

point has higher supply rate [191]. 

Effective Heat of Formation (EHF) model 

The presently most advanced selection rule based on the effective heat of formation 

(EHF) model was proposed by Pretorius [81]. As its predictions are reliable, a physical 

justification is still lacking. 

The effective heat of formation (EHF) model makes it possible to calculate heats of 

formation as a function of concentration by using the equation 
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  (2.4.5) 

 

where DH
0
 is the standard heat of formation expressed as kJ per mole of atoms. 

Using Eqn.2.4.5 the effective heat of formation can be calculated as a function of 

concentration of the reacting species. Effective heats of formation diagram is thus readily 

constructed by plotting the heats of formation DH
0
 (expressed in kJ per mole of atoms) of 

each compound in the binary system at its compositional concentration and completing the 

triangulation by connecting these points to the end points of the concentration axis. It is clear 

that DH' is always smaller than the standard heat of formation DH
0
 and is only equal to DH

0
 

when the effective concentrations match the composition of the compound to be formed, 

thus when the ratio 
x

x

¡
 is equal to one. 

The rule for the first phase in the metal-metal binary systems formation states: the 

first compound phase to form during metal-metal interaction is the phase with the most 
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negative effective heat of formation (ȹH') at the concentration of the lowest temperature 

eutectic (liquidus minimum) of the binary system. 

Let us apply the principle of this rule for the Al-Au binary system. The phase 

diagram and the effective heat of formation of the different intermetallics are given in 

Fig.2.4.1. The effective heat of formation is indicated by straight lines connecting the data of 

the compounds with the corners of the pure elements. At the composition of the lowest 

eutectic (78 at.% Au, 22 at.% Al) the ȹH' value for Au5Al 2 is -20.0 kJ(mol.at.)
ï1

 and 

-19.8 kJ(mol.at.)
ï1

 for Au2Al. Because of the very small difference between these two 

intermetallics, both are indeed observed as first forming phases depending on the exact 

experimental conditions [76]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2.4.1. Phase diagram of Al-Au system and the effective heat of formation of the 

expected compounds. The effective heat of formation at the concentration of the lowest 

eutectic shows that from thermodynamic point of view there is hardly any difference 

between Au5Al 2 and Au2Al formation. 


