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Chapter 1

Introduction

The Large Hadron Collider (LHC) is a proton-proton collider operatig at CERN.
One of the multi-purpose apparatus built at LHC is the ATLAS detecbr which
is designed to allow studies of the widest possible range of physics qasses.
The thesis is based on the data collected with the ATLAS experimentnd on
the Monte Carlo simulations of the detector. The analysis presemtein this
thesis might be divided into two parts. The rst part is more technica and
the Tile Calorimeter, especially its Monte Carlo simulations, is discussddere.
The electron performance and the measurement of tize! Cross section are
presented in the other part of the thesis.

The Tile Calorimeter is a sampling calorimeter designed primarily for the
detection of the hadronic showers created by jets. The treatmieof the electronic
noise and multiple interactions (so-called pile-up) in Monte Carlo simulains are
studied in more details in the thesis. A good description of both nois@a pile-up
is crucial for the creation of clusters of calorimetric cells that buildeeds for jets
and hadronic jets that are used in many of physics analyses. The electronic
noise in the Tile Calorimeter is documented in the ATLAS internal note Wwere
the author of the thesis contributed and described the situation ithe Monte
Carlo simulations.

The method used for the measurement of thé ! cross section is described
in the second part of the thesis. Due to the fact that the lepton has a very
short lifetime (mean lifetimec =87 m [1]), it cannot be directly seen in the
detector, but its decay products are detected. The leptons decay leptonically
in353% (! e¢ , ! ) or hadronically in 64.7% (mostly into one
or three charged hadrons accompanied with a neutrino and possibly also few
additional neutral hadrons). Three nal states were studied in ALAS with
a data sample collected during 2011Z ! I e +4 (denoted as ¢ ),
Z! ! +hadrons+3 (denotedas )andZ! I e+hadrons +3
(denoted as . ).} The latter nal state is discussed in this thesis in details
since the author was strongly involved in this analysis. The other nastates
are mentioned brie y for completeness. The measurement of the ! Cross
section was performed separately with a data sample collected duyi2010 and
2011. The study with 2010 data, where the author participated, & published in

LA schematic notation is used throughout the thesis - the charge othe decay products is
not denoted, nor the neutrino type, neutrino is not distinguished from the anti-neutrino in this
notation.



Ref. [2]. The new analysis using 2011 data, where the author belodge the key
analysers, was reviewed within the ATLAS collaboration and was magiblic as
a so-called Conference Note [3].

Due to the presence of the electron in the nal state in theZ ! !
e+ hadrons + 3 decay, the electron reconstruction, identi cation as well as a
measurement of the electron identi cation e ciency (by so-called &g and Probe
method) are discussed in more details in the thesis. These measueeta are
crucial for a good agreement between data and Monte Carlo simulats, therefore
also for the cross section measurement.

The thesis is organised as follows: A brief description of the ATLAS tietor,
its composition and a physics programme, is given in Chapter 2. Detaddout
the Monte Carlo simulations of the Tile Calorimeter are presented in Gipter 3.
The electron reconstruction and the e ciency measurements amescribed in the
Chapter 4, followed by the cross section measurement of tée! process in
Chapter 5.



Chapter 2

Overview of the ATLAS
experiment at the LHC

A brief description of the LHC and the experiment ATLAS is present in this
chapter. The LHC design overview (Section 2.1) is followed by the shalescrip-
tion of the ATLAS detector components (Section 2.2). Next, a brfessummary of
the particle physics theory is given and the main goals of the physicsogramme
at the ATLAS experiment are mentioned (Section 2.3).

2.1 Large Hadron Collider

The LHC [4] at CERN was built to allow studies of the particle physics proesses
at high energy and luminosity conditions that have not been reachdukefore. It
was designed to collide proton beams at the centre of mass energyTeV at a
luminosity of 10** cm 2s 1. These conditions have not been reached by the end of
2011. After tests at lower energy, the LHC started its operatioat 7 TeV centre

of mass energy in spring 2010 and continued with the same energyidg 2011.
Total integrated luminosity delivered to the ATLAS experiment was @5 fb * in
year 2010 and %1 fb * in 2011. The peak luminosity reached in ATLAS during
2011 running was 5 10* cm 2s 1.

Two general purpose detectors were built to explore the protgoroton and
heavy ions collisions at the LHC - ATLAS (A Toroidal LHC ApparatuS) and
CMS (Compact Muon Solenoid). Since the measurements describedha thesis
have been performed at the ATLAS detector, the ATLAS experinré is described
in more details below.

2.2 ATLAS detector

The design of the ATLAS detector was devised to allow a study of asde range of
physics processes as possible. Particularly, searches for saxf@bserved particles
represent an experimental challenge and they de ne requiremerfior the ATLAS
apparatus.

The ATLAS detector and its expected performance are describ@&udetails in
Ref. [5]. The detector contains several layers of di erent sub-téetors, namely the
inner detector closest to the beam pipe, electromagnetic and hadic calorime-
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ters and muon chambers laying in the largest distance from the intsetion point.
The ATLAS detector design is formed also by magnets. The magnebrcgura-
tion consists of the superconducting solenoid surrounding the irmaetector and
three large superconducting toroids (one barrel and two endjus) arranged with
an eight-fold azimuthal symmetry around the calorimeters. The layut of the
ATLAS detector is shown in Figure 2.1.

Figure 2.1: Layout of the ATLAS detector [5].

2.2.1 Coordinate system

The coordinate system used in this thesis follows the standard ATL3\de ni-
tion [5] which is the following: The nominal interaction point is de ned asthe
origin of the coordinate system, while the beam direction de nes the-axis and
the x y plane is transverse to the beam direction. The positive-axis is de ned
as pointing from the interaction point to the centre of the LHC ring ad the pos-
itive y-axis is de ned as pointing upwards. The azimuthal angle is measured
around the beam axis and the polar angleis the angle from the beam axis. The
pseudorapidity is dened as = Intan( =2). The transverse momentunmpr,
the transverse energyEr and the missing transverse energ™ss are de ned in
the x vy plane. p
The distance R in the space isdened as R = 2+ 2

2.2.2 Inner detector

The tracking detector is placed inside a 2 T magnetic eld which is genmted
by the solenoid magnet surrounding the inner detector. It is desigd to provide
detailed information about charged particles, namely the transvee momentum
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and primary and secondary vertices are measured with the trackjndetector.
The inner detector is built of a number of individual components as skwn in
Figure 2.2.

The precision pixel and silicon microstrip (SCT) trackers with a very ne
segmentation cover the pseudorapidity range up tp ] < 2:5. The precision
tracking detectors are arranged on concentric cylinders arourtie beam axis
while in the end-caps they are located on disks perpendicular to thedm axis.
The rst layer of the pixel detector with highest granularity, so-alled B-layer, is
very important for an excellent vertexing. Typically three pixel layes and eight
SCT layers are crossed by a good quality track.

A large number of hits, typically 36 per track, is measured with stravubes of
the Transition Radiation Tracker (TRT) which covers the pseudoraidity region
up toj j < 2:0 and creates the outermost part of the tracking detector. Th&RT
detector enables also the electron vs. pion identi cation throughhe detection of
transition radiation photons in the xenon-based gas mixture of itstiaw tubes.

Figure 2.2: Components of the ATLAS inner detector [5].

The tracking system has an expected resolution of,, =pr = 0:05%pr 1%
(with pr in GeV) in the whole pseudorapidity coverage j < 2:5 [5].

2.2.3 Calorimeters

The ATLAS calorimetry system, shown in Figure 2.3, consists of di ent types
of sampling calorimeters covering the total pseudorapidity rangej < 4:9. The
ne granularity of the electromagnetic calorimeter in the region mathed to the
inner detector is necessary for precision measurements of elect and photons.
The hadronic calorimeters are dedicated for the jet reconstruon and missing
transverse energy measurement for which a coarser granularigysu cient.

The electromagnetic (EM) system consists of two parts - a presaiter and an
EM calorimeter. The EM calorimeter with the liquid argon (LAr) as an ative
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material has a typical structure of an accordion-geometry withdpton electrodes
and lead absorber plates. The calorimeter is symmetric in the azimwthangle
without any azimuthal cracks. The calorimeter is built of three longiudinal lay-
ers. Most of the EM shower energy for higk+ electrons and photons is collected
in the middle layer which has a ne granularity of 0025 0:025 in space.
The rst layer, so-called strip layer, o ers an excellent O discrimination. The
last layer with coarser granularity collects the energy deposited imé tail of the
very energetic EM showers. The presampler detector is located worit of the
EM calorimeter in the regionj j < 1:8. It is developed to correct for the energy
lost in the material before the calorimeter. It consists of an activeAr layer of
thickness 1.1 cm in the barrel and 0.5 cm in the end-cap.

The Tile calorimeter is a hadronic calorimeter covering the rangej < 1:7
with steel used as an absorber and scintillating tiles as an active meatd. The
design of the Tile calorimeter is described in details in Chapter 3. Coumtry to the
Tile calorimeter, the forward hadronic calorimeters use the LAr témology. The
Hadronic End-cap Calorimeter (HEC) covers pseudorapidity rangeom 1.5 to 3.2
using copper as the absorber. Finally, the Forward Calorimeter (Fdl) covers the
most forward region up toj j < 4:9. The FCal consists of three modules in each
end-cap: The rst module is made of copper and is optimised for elestnagnetic
measurements, the other two are made of tungsten and are ugedmarily for
measurements of the hadronic showers.

Figure 2.3: Calorimetric system of the ATLAS detector [5].

The designed resolution of the calorimetric system is the following (VatE in
GeV) [5]:
Electromagnetic calorimeter [ j < 3:2): g=E = 10%:p E 0:7%
Hadronic calorimeter (jets):

{ Barrel and end-capf j < 3:2): g=E = 50%:p E 3%

8



{ Forward region (31<j j< 49): g=E= 1OO%=p E 10%

2.2.4 Muon system

The muon spectrometer measures the de ection of the muon tilexin the mag-
netic eld produced by large superconduction air-core toroid magts (one in the
barrel and two in the end-caps) in the region j < 2:7. The spectrometer cham-
bers are arranged in three cylindrical layers around the beam axishike in the

transition region and in the end-caps the chambers are installed inrée planes
perpendicular to the beam axis. The layout of the muon chambers ib@vn in

Figure 2.4.

Figure 2.4: Muon system of the ATLAS detector [5].

The Monitored Drift Tubes (MDTs) cover most of the pseudorapidiy range
of the muon system and provide a precision measurement of the mutracks.
Cathode Strip Chambers (CSCs) with higher granularity are used inhe large
pseudorapidities (20< j j < 2:7). The CSCs are radiation resistant and can be
used in a region with an increasing particle rate.

The muon trigger system covers the pseudorapidity range up to 2.Resistive
Plate Chambers (RPCs) are used in the barrel and Thin Gap Chamise(TGCs)
in the end-caps. These chambers are used to measure the muasrdmate in the
direction orthogonal to the precision-tracking chambers and aldor triggering.

The expected resolution of the muon spectrometer is,, =pr = 10% at py =
1 TeV [5].

2.2.5 Forward detectors

The forward region of the pseudorapidity is covered with three sriier detectors
- LUCID, ALFA and ZDC.



The main goal of LUCID (LUminosity measurement using Cerenkov tagrat-
ing Detector) and ALFA (Absolute Luminosity For ATLAS) is a measurement of
the luminosity delivered to ATLAS. LUCID is located at 17 m from the inter-
action point and provides online relative luminosity for ATLAS. ALFA is located
at 240 m and is made of scintillating bre trackers located inside Roman
ALFA is optimised for measuring the absolute value of the delivered lunosity.

The third component of the forward system is called ZDC (Zero-Dege Calori-
meter) and it is designed to measure the production of neutral paeles in the
very forward direction (j | > 8:2).

2.2.6 Trigger

The collision rate at the design luminosity will be 40 GHz and the nal ra¢ of
events being saved after the trigger decision might reach 400 Hz ximaum. The
trigger system in ATLAS consists of three distinct levels: Level 1 @), Level 2
(L2) and Event Filter (EF).

The L1 trigger reduces the rate to about 75 kHz and it has to proval the
decision within less than 5 s. The L1 trigger searches for high momentum
muons, electrons, photons, jets, hadronically decayingleptons as well as large
missing transverse energy and total transverse energy. It cancess only limited
information from calorimeters and muon chambers. The L1 triggerednes so-
called regions of interest (Rols) - coordinates in and where a high energy
object might be located.

The L2 trigger starts from the Rols provided by L1. Full granulariy and
precision is available for these regions at L2 stage. The L2 triggershthe average
event processing time of about 40 ms and it is designed to reduce thgger rate
down to 3 kHz.

In the last step, the EF trigger reduces the event rate to appramately 200
400 Hz. The EF can access the full information from the whole detec and it
uses some of the o ine analysis algorithms within the average eventrgcessing
time of about 4 s.

2.3 Physics programme at the ATLAS experi-
ment

A short description of the particle physics theory is presented, lfowed by high-
lights of physics measurements at the ATLAS experiment in this saot.

2.3.1 Theoretical introduction

Interactions between fundamental components of the matterra described by
Standard Model which is a quantum eld theory based on SU(3) SU(2)
U(1) symmetry group. The interactions between the constituest of the matter
(spin 1/2 fermions) are described be an exchange of intermediatedons with
spin 1.

The quantum chromodynamic (QCD) [6] is an SU(3) gauge theory wieethe
colour charge de nes the local symmetry. The interactions betwa quarks, which
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form a triplet under colour SU(3), are mediated by the exchange gluons. The
eight gluons carry the colour charge and therefore are self-indeting. Unlike the
electromagnetic interaction, the strong interaction strength ismall for large mo-
mentum transfers (asymptotic freedom) and large for small momeim transfers
(con nement). The con nement gives an explanation why the qudss form colour
neutral hadrons and cannot be observed individually.

The electroweak interactions [7] are described by an SU(2)U(1) symme-
try group. Left-handed leptons and quarks form doublets undeg8U(2), while
the right-handed states are singlets. Four intermediate bosong@ear in the
electroweak theory - a photonZ and W bosons. One of the crucial di erences
between the photon and th&Z andW bosons is that the photon is massless while
the weak interaction bosons are very heavy. The mass terms ottintermediate
bosons can be introduced in the Standard Model by spontaneouséking of the
SU(2) U(1) symmetry, so-called Higgs mechanism. The simplest way is to eon
sider an SU(2) doublet of complex scalar elds where three degredsreedom are
absorbed in the mass terms of th& and W bosons and the remaining degree
of freedom results in the physical state - the Higgs boson. The Higyghechanism
has not been con rmed experimentally yet. It is one of the main goalsf the
ATLAS experiment to nd the Higgs boson particle if it exists.

Despite the fact that the Standard Model describes well the expmental
data, the model has several theoretical shortcomings (e.g. rening of the
Standard Model parameters, large number of free parametersp candidate for
dark matter) and therefore it is not expected to be the nal mode Based on
the excellent agreement with the experiment, the new model musbtin the
Standard Model theory in the limit of low energy. One of the possiblexeensions
of the Standard Model is the Supersymmetry [8] where a supersyratric partner
is assigned to each Standard Model particle - bosonic partners sgks and slep-
tons) to fermions and fermionic partners (gluoinos and gauginosd tbosons. In
the minimal supersymmetric extension of the Standard Model (M348 the Higgs
boson sector contains ve physical states - two scalars (h,H), erpseudoscalar
(A) and two charged Higgs bosons (H). Apart from Supersymmetry, also other
alternative theories to the Standard Model exist, e.g. technicolou No particle
beyond the Standard Model has been observed experimentally yatd it is a
challenge for the ATLAS experiment to nd a signature of the physis beyond
the Standard Model.

2.3.2 Physics measurements at the ATLAS experiment

The physics programme at the ATLAS experiment [8] can be divided iattwo
main parts - precision measurements of the Standard Model prapies and search-
es for not yet observed particles (Higgs boson, particles beyonket Standard
Model). The Standard Model measurements and the Higgs bosorasthes are
brie y discussed below.

Standard Model measurements

The Standard Model measurements play an important role for sea reasons.
First of all, the Standard Model processes represent the main tacound for
the signatures of the new physics. Therefore an excellent undeargding of the
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Standard Model background is very crucial. Moreover, the well-kmvn process-
es such as decays O and Z bosons to leptons are used as a standard candle
to calibrate the detector and to correct the Monte Carlo simulatioa to agree
with measurements using real data samples (e.g. smearing of thetdepener-
gy/momentum, correcting e ciency predictions in simulations). This process is
illustrated in Chapter 4. Next, precision measurements of the Stdard Model
parameters can be performed at the ATLAS experiment (e.g. triplgauge boson
couplings in diboson nal states,W boson mass). Finally, deviations from the
Standard Model predictions might indicate physics beyond the Stalard Model
(e.g. deviations in the highpr spectrum of dijet events might be a sign of quark
compositness).

The top quark physics is an important part of the Standard Model pgramme
at the ATLAS experiment. Precise measurements of the top mass well as other
top quark properties (e.g. charge) are performed with the ATLASletector. The
single top production cross section is also being measured.

Besides the high energy physics, al&®-physics measurements are performed
at ATLAS experiment. The speci c B-physics topics include the measurement
of CP violation, B mixing and a search for rare decays. Study d&& hadrons'
decays and spectroscopy is also a part of tiig-physics programme.

Higgs boson searches

The search for the Higgs boson particle is one of the main goals of tRELAS
experiment. The Higgs boson is predicted by the Standard Model, \wever its
mass is a free parameter. Due to theoretical constraints, the Hjg boson mass
must be lower than approximately 800 GeV [9]. The direct search at I[HEexcluded
the Higgs boson with the mass lower than 114.5 GeV at 95% con dentzvel
(CL) [10]. The ATLAS experiment at the LHC excluded the Higgs bosoin the
mass ranges from 110 GeV to 117.5 GeV, 118.5 GeV to 122.5 GeV, a?@d GeV to
539 GeV at 95% CL with 2011 data [11]. The Higgs boson searches agqmed
also at the CMS experiment at the LHC and are summarised in Ref. [12]he
results are similar to the ATLAS ndings and the Higgs boson with masbetween
127 GeV and 600 GeV is excluded at 95% CL at the CMS experiment.

Based on the LHC results, the most probable region for the Higgs ¢ is
between 122.5 and 127 GeV, the Higgs boson with very high mass is wliik
The Higgs boson decay modes used for the search in the prefemeaiss region
are:

H ! Although the branching ratio of this channel is very low (BR
0:2%), it provides the best sensitivity in the low mass region. A very gao
photon identi cation, robust against multijets that might be possily faking
photons, as well as an excellent energy reconstruction are theg lkegredients
for the measurement in this channel. The diphoton invariant mass sptrum
is used as the discriminating variable.

H! The Higgs decay mode with a pair of leptons is measurable in
the low mass region. The di culty of the search in this channel comeom

the hadronic which might appear in the nal state as a jet can be easi-
ly misidenti ed as a hadronic . Therefore the large multijet background
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must be carefully taken under control. The invariant mass of the Higgs bo-
son cannot be directly reconstructed due to neutrinos from the leptons’
decays. Alternative mass reconstruction techniques, e.g. thellocwear ap-
proximation [13] or so-called Missing Mass Calculator [14], are used irgh
channel. TheZ ! process, studied in this thesis, forms the dominant
background. Thus a good understanding and description of this deground
is crucial for theH ! analysis.

H ! bbThis is the decay mode with the largest branching ratio in the low
mass region, however very di cult to detect over the overwhelmingnultijet
background. It can be performed only in the associated producticof the
Higgs boson with electroweak bosonZH , WH) or with a top quark pair
(ttH).

H ! Zz ! 4 This channel would give the cleanest signal in the in-
termediate Higgs boson mass range. However, the branching rakielow

150 GeV decreases rapidly and it is more di cult to use this channel ats
in the low mass range. Two pairs of isolated leptons with same avound
opposite charges are searched for. The invariant mass of the rf¢eptons’
system is considered as the discriminant. A high e ciency of the lepto
trigger and lepton identi cation as well as a very good energy resdian
are required for the precise measurement in this decay mode.

H! WW1! " The decay mode with twoW bosons leads to the
best sensitivity in the intermediate Higgs boson mass range and it caitso
contribute in the lowest Higgs boson mass range. The typical signae
is formed by a pair of isolated leptons with opposite charges and a larg
missing transverse energy. The invariant mass cannot be recansted and
therefore the transverse mass of the Higgs boson is used as tisertminant.
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Chapter 3

Monte Carlo simulations of the
Tile calorimeter

The Tile calorimeter (TileCal) is the barrel hadronic calorimeter of theATLAS
detector. Its performance and readiness for the LHC collisions ¢&d on spe-
cial calibration runs, detection of cosmic ray muons and single beameats is
described in details in Ref. [15].

The Tile calorimeter overview is given in Section 3.1. The Monte Carlo sim-
ulations of the Tile calorimeter are the main topic of this chapter. Themphasis
is given on the treatment of the electronic noise (Section 3.2) anddldescription
of multiple interactions per bunch crossing, so-called pile-up (Seati.3).

3.1 Overview of the Tile calorimeter

TileCal is a sampling hadronic calorimeter covering the pseudorapiditsegion

1.7 < < 17. It consists of alternating layers of plastic scintillator (active
medium) and iron (absorber). The calorimeter is divided into a barrd]j j < 1.0)
and two extended barrels on the both sides ®< j j < 1:7). The Tile calorimeter
has an internal structure and both the barrel and extended begls are segmented
into 64 modules corresponding to  granularity of  0:1 radians. Furthermore,
each module is segmented in pseudorapidity and radially as well. The rald
segmentation divides the module into three parts corresponding &pproximately
1.5, 4.1 and 1.8 (nuclear interaction lengths for protons) thickness in the barrel
and 1.5, 2.6 and 3.3 in the extended barrels. The pseudorapidity segmentation
corresponds to  granularity of 0.1 in the rst two radial layers (layer A and
BC) and 0.2 in the last layer (layer D) as shown in Figure 3.1. The, and
radial segmentation de nes the three dimensional cells in TileCal.

3.1.1 TileCal readout system

Each cell consists of dozens of scintillating tiles and iron plates whichezoriented
perpendicular to the beam axis and radially staggered [15] as showrFigure 3.2.
The light produced in the scintillators is collected by the wavelength sting
bres that are located on both sides of the modules. The wavelength shifters
corresponding to one cell bring the light to two di erent photomultigier tubes
(PMTs), each on one side of the module. The two PMTs are linked to imnddual
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Figure 3.1: The radial and pseudorapidity segmentation of the TileCan the
barrel (left hand side) and in the extended barrel (right hand side[15].

readout channels and the corresponding cell energy is the sum b&tenergy
measured in the two channels. The double readout reduces the dagence on
the light attenuation in the scintillators and improves the response niformity.
Furthermore, in case of a single channel problem the informationofn the other
channel is used and the cell energy is twice the energy of the avai&abhannel.

Photomultiplier

Wavelength-shifting fibre

Scintillator Steel

Figure 3.2: The structure of one of the TileCal modules and the opatreadout
(the tiles, the bres, wavelength shifter and PMTs) are shown in dails [15].

The readout electronics (including the PMTs) [15] is housed at the ter
radius of the calorimeter. First, the signal from the PMTs is shapeth the way
that all pulses have the same width (full width at the half maximum, FWHM,
is 50 ns). Thus the energy deposit is proportional to the pulse ampltle. Next,
the shaped pulse is ampli ed in separate high (HG) and low (LG) gain breches
with the gain ratio of 64:1. The HG and LG analog signals are sampled with

t = 25 ns corresponding to LHC bunch-crossing frequency of 40 MHin the
case of positive trigger decision, seven samples from one gain f@hezhannel are
read out and sent via optical bres to the backend electronics loted outside the
experimental hall. The time and energy are determined from the s@v samples

16



as described in the next section.

3.1.2 TileCal signal reconstruction

The pulse amplitude, time and pedestal for each channel are dedvby means
of the Optimal Filtering (OF) method [16] which is based on the weightklinear
combination of the measured samples. The signal amplitude and time are
given by equations

X=7 1 w7

A= aS; = — hS, (31)

. A

i=0 i=0
where S; is the sample at timet; (i = 1;::::;n) and the coe cients a, b are
derived by OF using the knowledge of the pulse shape and noise aatwelation
matrix. The shape of the pulse for both low gain and high gain read-bis shown

in Figure 3.3.
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Figure 3.3: Normalised pulse shape for high and low gain used for the @Eights
calculation.

The timing of each channel with respect to the LHC clock is measurad
dedicated calibration runs and with the single beam data. The timing cets are
corrected in the way that the reconstructed time is compatible with zero for
energy deposits coming from the interaction point and travelling witrspeed of
light.

The OF with xed time phase, so-called non-iterative OF, is based onhe
known time phase between the pulse peak and the LHC clock signat fach
channel. Due to the simplicity of the non-iterative OF algorithm, it canbe
performed online at the hardware level and the individual samples dwt have
to be stored for the oine processing. If the individual samples aresaved, the
iterative OF can be used. The time phase is not xed in this case and ¢h
pulse peak position is searched for iteratively. Both methods, theFOwith and
without iterations, agree well for the signal-like energy deposits gong from
proton-proton collisions. However, they have di erent performace for the noise-
like energy deposits as will be shown in Section 3.2.1.

The iterative OF was used as the default reconstruction method duag the
collisions in 2010 and in the beginning of 2011. The non-iterative OF heecome
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the default reconstruction technique during 2011 data taking. Tda non-iterative
OF is also used for the amplitude reconstruction in the Monte Carlo simhations.
Most of the gures in this chapter are obtained with the non-iteraive OF recon-
struction technique unless explicitly stated otherwise (e.g. datadm 2010 are
used or the comparison of the two methods is shown).

After the amplitude is reconstructed with OF, the calibration of thechannel
energy to the electromagnetic scale (EM) is performed

Echamnel = A Capc pC Cecs CpC! Gev  Craser (3.2)

whereE chamnel 1S the channel energy measured in GeW is the signal amplitude in
ADC counts de ned by Equation (3.1) and the constantxy represent individual
calibration factors. The factorCapc: pc converting ADC counts to charge in pC
is measured for each channel and both gains using a well known itgeccharge
with the Charge Injection System (CIS). The factorCcs is measured in special
calibration runs with Cs radioactive source. First, gain equalisationf@all channels
is performed with the Cs calibration system. Second, thecs factor correcting for
residual non-uniformities is derived. The conversion factd€,c: cev CONverting
charge to energy in GeV was measured in the test beam with electrbrams of
known energy whose response was analysed. Last calibration egsts the laser
system which is adapted to measure and correct for non-linearitie$ the PMT
responsé. The TileCal calibration system is schematically shown in Figure 3.4
and more details can be found in Ref. [15].

Figure 3.4. Scheme of the TileCal calibration system.

The cell energy at the EM scale is given by the sum of the reconsttad energy
in the two associated channels. If one of the readout channel is skad, the cell
energy is twice the energy of the other channel. Thus the energgconstruction
is robust against single channel failures.

3.1.3 Monte Carlo simulations

Monte Carlo simulations of the TileCal based on the Geant4 progranmer{17] can
be divided into three separate parts: the material description ohe detector, sim-
ulation of the particle passage through the detector and the sigh@econstruction.
The signal reconstruction in the Monte Carlo simulations, i.e. the predure from
the hit energy in the scintillator to the cell energy at the EM scale, is escribed
in this section.

1The laser calibration constants were not used in the calibration loop dring 2010 and 2011
data taking, but they are implemented in the energy calibration since2012 data taking.
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The digitisation procedure in the simulations starts from a collectionfd@eant4
hits in the active material (scintillators) in the TileCal. Each hit is characterised
by its energy in MeV, time and position. First, hits belonging to the sam chan-
nel within one time bin (0.5 ns) are merged together. The sampling frAon
correction which converts the scintillator energy to the cell eneygis applied in
the next step. The energy in MeV is converted to energy in ADC cotsusing
inverse calibration constants de ned in Equation (3.2). Then the hitenergy is
convoluted with the pulse shape function and seven samples sepadaby 25 ns
are derived. The pedestal, electronic noise and pile-up are addedthe individ-
ual samples. More details about the electronic noise and pile-up implentation
in the Monte Carlo simulations are given in Sections 3.2 and 3.3. The saleg
values are rounded to an integer to correspond to ADC units usediine real data
readout procedure. The seven samples represent the input toetlsignal recon-
struction as described in Section 3.1.2. The amplitude reconstruatigprocedure
in the Monte Carlo simulations follows exactly the same scheme as merhed in
real data.

Sampling fraction in TileCal

The sampling fraction (SF) correction, the conversion factor between the energy
released in the scintillators and the energy deposited in the TileCalllss depends
on the multiple scattering model used in the Monte Carlo simulations, i.eon
the version of the Geant4 programme. It is derived from the TileCadtandalone
Monte Carlo simulations using the electron beam at de ned energ¥(eam). If the
invisible energy and energy leakage are neglected, the sampling ticacequals

E
SF = _—beam (3.3)

Escintillator
whereEgntinator  Stands for Geant4 energy deposits in the active medium (scintil-
lators).

Due to the fact that the scintillating tiles are located in planes perpetfic-
ular to the LHC beams, the energy released in the scintillators variegith the
impact point [18]. Since the electromagnetic showers are very nasr@nd their
dimensions are comparable with the TileCal internal structure, thigeature can
be observed in the response to the electron beams as shown fer khonte Carlo
simulations in Figure 3.5 (left hand side). The dependence of the resyse on the
impact point coordinate z can be described by a simple periodic function

. 2
Escintillator (Z) = Po + P1 Sln(az + P3) (3.4)

wherepg is the energy deposit in the scintillators corrected for the impact piat
dependence. The variablgy is used for the evaluation of the sampling fraction
constant instead OfEggninator iN Equation (3.3). The parameterp; species the
relative amplitude of the oscillations,p, stands for the thickness of the period
as seen by the beam at the given impact angle an@ denotes the phase of
the oscillations. The numerical values of all four parameters are ramarised
in Figure 3.5 (left hand side) for the electron beam with energy of 10BeV at
=0:35.
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The dependence of the sampling fraction on pseudorapidity is shownFig-
ure 3.5 (right hand side). The increase of the SF, i.e. decrease o€ tanergy
deposit in the scintillators, at small ( = 0:05) can be qualitatively explained
by the periodic scintillator/iron structure of the TileCal. The area in the scin-
tillators touched by the narrow EM shower is smaller at low angles. Thiarge
increase of the SF at large ( = 0:95) is caused by the leakage outside the
barrel module. On the contrary, the sampling fraction is almost catant in the
pseudorapidity region between 0.2 and 0.8.
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Figure 3.5: Dependence of the energy deposit in the scintillators ohet impact
point coordinate z (left hand side) and the sampling fraction dependence on
pseudorapidity (right hand side) are shown. The results are obtada with TileCal
standalone simulations with 100 GeV electron beam. The Geant4 pragnme
version 9.4 is used for the simulations.

The sampling fraction constant used in the Monte Carlo simulations ishe
sampling fraction at = 0:35 which equals toSF = 34:0. The pseudorapidity
of 0.35 corresponds to the test beam angle where the electromeiim scale in
TileCal is de ned [15].

3.2 Electronic noise

A good understanding of the electronic noise is crucial for the cdnsction of
topological clusters [19] which are constituents for the jets or nsisig transverse
energy calculation. The clustering algorithm searches for energgpmbsits in the
calorimeter signi cantly above the noise uctuation level. The algorihm starts
from cells with energy above a certain threshold. The default thrield is given
by the requirement that the probability of the cell energy to be a nge uctuation
is less than 63 10 ° corresponding to 4 for a normal distribution. The seed
cluster is expanded to the neighbour cells with energy with the probdity less
than 4.6 10 2 (corresponding to 2 for a normal distribution) to be a noise
contribution. All immediate neighbour cells are added to the cluster ithe last
step. Thus an unrealistic description of the noise uctuations in bdt data and
Monte Carlo simulations might a ect the shape of the clusters or ine@ase the
probability of creating fake clusters.

The noise pattern observed in data is described in Section 3.2.1 wlaesdhe
implementation of the electronic noise in the Monte Carlo simulations isum-
marised in Section 3.2.2.
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3.2.1 Electronic noise in data

The electronic noise of the TileCal readout system has been investigd and
monitored in special standalone bi-gain runs (so-called pedestaihg) on a long
term basis. The pedestal runs are taken regularly during the momis without
collisions in the ATLAS detector, typically twice a week.

An example of the typical noise distribution for one cell (cell A9 in mode
LBAO2 corresponding to =0:85and = 0:15 in the inner most layer) is shown
in Figure 3.6. The cell noise was found to be have signi cant non-Gasian tail
and the shape can be described by a double Gaussiarfunction asashin the
gure. The double Gaussian function {,4), normalised to f,4(x)dx = 1, can be
generally de ned in the following way

1 1 (X 1)? R (X 2)?
f - o e + D e X e
ZQ(X) 1+R P > . Xp 2 % P > ) Xp 2 %
(3.5)
where ;; ;i =1;2 are the mean and the width of the two Gaussians and is

the relative share of the two Gaussian functions.

c?/ ndf 58/51
Norm. factor 9.943 #0.100
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Figure 3.6: Typical electronic noise distribution in high gain for one cefcell A9
in module LBAO2) in a special pedestal run. The meaning of the comastts is
given in Equation (3.5). The variables ; and , are measured in MeV.

Since parameters ; have been found to be negligible as expected for the
electronic noise, they have been constrained t¢ = 0. Thus the noise distribution
in TileCal is described by three independent parameterR; ; and ,. These
parameters are derived cell by cell from data measured in the pst runs. The
values are stored in the database and are used for the clusteratren to de ne
the 4 and 2 limits.

The cell noise averaged over as a function of pseudorapidity and radial layer
is shown in Figure 3.7. Since it is not straight-forward how to comparall three
parameters of the double Gaussian function, the spreadf the noise distribution
is used as an estimator of the cell noise in this case. The electronigseovaries
from 20 to 50 MeV if the iterative OF method is used (left hand side gte). The

2B’he spreagh means the standard deviation (called RMS in ROOT analysigramework [20]),
i.e. (1:N) ( I(XI Xmean)z).
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noise values are lower for the non-iterative OF (right hand side ga), typical
values are between 15 and 35 MeV. It can be explained by the factaththe
time phase is xed for the non-iterative OF and no search for the pgse peak is
performed. Moreover, the electronic noise is more uniform acrosscompared
to the iterative OF, especially in the extended barrels. It has beenbserved
that cells whose electronics are located at the outer boundaries tbe TileCal
barrel and extended barrel modules su er from higher noise levebmpared to
cells located in the central regior.
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Figure 3.7: Cell noise averaged overas a function of for reconstruction with OF
with iterations (left hand side) and without iterations (right hand side) measured
in a pedestal calibration run for the high gain read-out in both chargls. A
special tool reducing the contribution of the correlated noise fahe channels
with electronics on the same motherboard has been applied to thetada

3.2.2 Electronic noise in Monte Carlo simulations

The electronic noise is added to the individual samples in the Monte Garsimu-
lations as mentioned in Section 3.1.3. The basic requirement for theis® imple-
mentation in the Monte Carlo is a good agreement of the noise shapedata and
in simulations at the cell level. Thus the shape of the noise function e at the
digitisation level in simulations has to be such that after the reconsiction of
amplitude with OF the cell energy has the double Gaussian shape asetved in
data. It has been found that the double Gaussian function ful Is tis requirement
to a good precision.

Three parameters,R; ; and ,, de ning the double Gaussian function ac-
cording to Equation (3.5) which are to be applied on the individual sanies in
simulations have to be found for each channel. They are derived imdhe double
Gaussian parameters at the cell level measured in real data. Thermalisation
factor R is assumed to remain the same before and after the application okth
OF, but the values of ; and , have to be scaled to get the appropriate values at
the digital level. The relation between the spread of the samples (&S of S;")
and the reconstructed amplitudes with OF (\RMS ofA") has been measured in

31t has been found that the electronic noise is largely in uenced by tre Low Voltage Pow-
er Supplies (LVPS). The new generation of the LVPS being currentlytested gives promising
results with more uniform electronic noise across the coordinate and almost Gaussian noise
distribution.
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data and is shown in Figure 3.8. The ratio has been found to be constaver
a large range of the noise values. The typical noise values at the gdenlevel
are between 1.1 and 1.8 ADC counts in the high gain. The ratio of the rgad
of reconstructed amplitudes and the spread of the samples (\RM8 A/RMS of
Si") depends on the reconstruction method used. The distributionfahis ratio
for the non-iterative OF in data is shown on the right hand side in Figw 3.8
and it can be characterised by a mean value of 1.17 and a spread o60.0he
mean value is used as the scaling factor from thg and , after the OF to the
digital level constants which are to be applied to the individual sampéein the
Monte Carlo simulations.

= 5 =
E 45t E S 1000 + .
3 4.51 Pedestal run 152823 — 5 + Pedestal run 152823 |

8 8 +4

o 4 E £ [ ]
2 3st 3 § 800 R ]
& 3E 3 ° + ]
S E E 600— + —
n 2.5 +"'"'—o-+ - L i
z £ - E i + + 1
E - E 4001~ + -
1.5F -~ 3 - - . ]
157 - E [ . - ]
E -~ E 200~ .. 7
05 * E [ o - ]
g 3 L - oo,y i
G’\\\\‘\\\\‘\\H‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\’ 0, ople® | L L L | T e e

0 056 1 15 2 25 3 35 4 45 5 1 105 11 115 12 125 13 135
RMS of A [ADC counts] RMS of A/RMS of §

Figure 3.8: Relation between a spread of reconstructed amplitud@RMS of A")
and a spread of samples (\RMS o§;") measured in a pedestal calibration run for
the high gain read-out is shown. The non-iterative OF is used for themplitude
reconstruction.

The comparison between the cell energy distribution in data and in Mde
Carlo simulations is shown in Figure 3.9. The overall agreement is founa be
good, even in the low energy region dominated by the electronic norantribu-
tion. However, the noise description in the Monte Carlo simulations &s not
cover all features of the real electronic noise, namely the corrgtes between the
individual channels are not described in the Monte Carlo simulations.

3.3 Multiple interactions { pile-up

The high energy signal reconstruction in the calorimeter is in uenckby multiple
proton-proton interactions within the bunch crossing (so-called ife-up) at the
LHC running conditions. The impact of pile-up on the cell energy distibution is
shown in this section.

The cell energy spectra have been studied qualitatively and quardtively in
both data and Monte Carlo simulations. The studies with data from 201 con rm
a reasonably good agreement between Monte Carlo predictions andasurements
in data. The author of the thesis was involved in the analysis with the Bhte
Carlo simulations only. Therefore results based purely on the simuilahs are
shown in this section.
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Figure 3.9: TileCal cells' energy distribution calibrated to the EM scalén data

from 2010 and in Monte Carlo simulations. The cell noise in data duringhé

collisions can be estimated in randomly selected events (events pagsso-called
random trigger). The iterative OF is used in the reconstruction oflte cell energy
in data.

3.3.1 Pile-up classi cation

The average number of the minimum bias collisions per bunch crossingpénds
on the proton beam parameters which vary during the data takinggriods at the
LHC. According to Ref. [21], the mean number of interactions per assing () is
proportional to the instantaneous luminosity ) following the relation
L inel

Nbunch f (3.6)
where i, denotes the proton-proton inelastic cross section i = 71:5 mb),
Nbunch 1S the number of colliding bunches andl; is the LHC revolution frequency.

The mean number of the underlying interactions during 2010 and 2DHdata
taking periods can be found in Ref. [22]. Data collected during 2010nche
characterised by a low number of minimum bias collisions per bunch csogy
with  between approximately 0 and 3 depending on the period. Data taken
during 2011 su er from larger pile-up contribution with the averagenumber of
pile-up collisions in the rst part of the data taking period of approximately 6
and it increases to the mean value of 12 after the technical stop.

The soft interactions, that can a ect the energy reconstructia in the calorime-
ter, come either from the same bunch crossing as the high-eneigieraction or
from nearby bunch crossings. Two categories of pile-up are dechbased on this
categorisation:

In-time pile-up  stands for multiple interactions coming from the same
bunch crossing as the high energy collision. The signal in a given cell htig
be a sum of the energy deposits coming from the high energy inteian
(the signal) and from the underlying event where the amplitude for dth
interactions peaks at time 0 ns (the current bunch crossing).

Due to the large separation of the bunches in 2010 LHC running, only
in-time pile-up is present in 2010 data.
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Out-of-time pile-up is caused by a mixing of the considered high energy
event with soft interactions coming from previous/next bunch crssings.
The out-of-time pile-up happens if there is a small separation beter the
proton bunches and a relatively long pulse shape (in TileCal the pulskape

is from -75 ns to 75 ns). The high energy signal in the calorimetric célith

an amplitude peak at 0 ns) is superimposed with the energy depositnging
from the nearby bunch crossing (with a peak shifted in time).

The spacing between the bunches was 50 ns during 2011 data takiat
lowing also the out-of-time pile-up to a ect the signal reconstrugon. The
signal in the nominal bunch crossing has an amplitude corresponding
time 0 ns, while the out-of-time pile-up events have a peak at50 ns in
this case.

3.3.2 Monte Carlo simulations with pile-up

The Monte Carlo simulations of events in the environment with pile-up r@ done
by mixing the high energy signal event with an appropriate number cfimulated
minimum bias events. The pile-up conditions in the Monte Carlo simulatichare
de ned by the separation between the bunch crossings f) and the average num-
ber of pile-up collisions per bunch crossing J. The number of pile-up collisions
per bunch crossing follows the Poisson distribution with the mean vaduof .

The Pythia generator [23] is used to produce the underlying interaons.
The energy deposits coming from the high energy signal and fromettminimum
bias collisions are simulated separately. The simulations in both casefidw the
standard digitisation procedure in the Tile calorimeter up to the deriation of
the seven samples after 25 ns as described in Section 3.1.3. Nex¢ shmples
coming from the minimum bias interactions are added to the appropriea samples
generated by the high energy collision. After the application of thequlestal and
electronic noise, the merged samples enter the signal reconstit by means
of the Optimal Filtering method which is described in Section 3.1.2. Aftethe
application of the calibration constants (conversion factors frolMADC counts to
GeV) to the reconstructed amplitude, the cell energy at the EM sde is derived.

Special Monte Carlo simulations have been produced to enable thesebvation
of the pile-up e ect only on the cell energy spectrum. The electran noise is
assumed to be zero in these special simulations. All gures shown hetfollowing
(Sections 3.3.2 and 3.3.3) have been prepared using these speciahtMcarlo
samples.

The cell energy distribution in di erent pile-up conditions for one of he Tile-

Cal cells in the rst radial layer (cell A2 in the LBA partition corresponding to
= 0.15) is shown in Figure 3.10. The pile-up contribution is assumed to be

independent on the azimuthal angle, that is why the coordinate is not spec-
ied. The energy spectra coming from pile-up collisions are highly asynetric
with long tails in the positive energy part. As expected, the pile-up ctribution
increases with . The pile-up con guration with the out-of-time mixing ( gure on
the right) leads to a wider distribution with a signi cant tail also in the negative
cell energy compared to the in-time pile-up only case ( gure on theftg
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Figure 3.10: Normalised cell energy distribution for a cell A2 in the LBAartition
( = 0.15) integrated over for di erent pile-up conditions with  varying from
2.3 t0 9.2. The bunch spacing of 900 ns (only in-time pile-up) is used inetheft
hand side plot and of 25 ns (also out-of time pile-up contribution) onhte right
hand side. The electronic noise was switched o for these special slations.

3.3.3 Pile-up constants

Since the pile-up in uences the cell energy reconstruction, it migha ect also
the formation of the clusters which are important e.g. for the jete@construction.
The energy deposits coming from the minimum bias collisions could leadaaell
energy higher than a 4 equivalent of the cell electronic noise and a fake cluster
seed would be created in this case. This undesired behaviour is avdithg adding
the pile-up contribution to the electronic noise to de ne the cell engy spread in
the presence of pile-up, denoted asnoise+pileup - Then the variable epnoise+pileup
isused to de ne 2 and 4 limits in the clustering algorithm under the considered
pile-up conditions. The pile-up contribution is expected to be uncoetated with
the electronic noise and therefore it is added in quadrature to théeetronic noise
cell by cell q

. . — 2 2 .
el:noise+pileup — pileup *  eknoise - (3.7)

The dependence of the pile-up contribution on the pseudorapidityals been
studied in the Monte Carlo simulations. The pile-up is expected to be symetric
in and independent on the azimuthal angle. Thus the dependence bktcell
energy spread (pieup) ON | | integrated over for three radial layers is shown in
Figure 3.11. Simulations with two speci ¢ pile-up conditions with xed =2:3,
but di erent bunch spacing ( t =900 ns and t =25 ns) are used. The pile-up
contribution decreases signi cantly with the radial distance from lhe beam axis
(from layer A to layer D) as expected for soft underlying interactios coming from
the primary vertex. The out-of-time pile-up leads to a broader emgy distribu-
tion, i.e. larger jeyp Values, as already shown for a typical cell in Figure 3.10.

Variations of the variable e, for the xed bunch spacing ( t = 25 ns),
but for di erent average number of pile-up collisions in the layer A arshown in
Figure 3.12. The dependence is plotted for low luminosity Igmd high lumisity
scenarios. Whereas the low luminosity case is simulated ats = 7 TeV with

b&tween 2.3 and 9.2 (left hand side), the high luminosity pile-up is simukd
at = s = 14 TeV with between 23 and 46 (right hand side). The pile-up

4The simulations at the centre of mass energy 14 TeV have been praded for dedicated
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Figure 3.11: Spread of the cell energy fiewp) as a function ofj j for collisions
in two di erent pile-up scenarios. Both simulations have been perfored at the
centre of mass energy of 7 TeV with = 2:3. The bunch spacing of 900 ns (only
in-time pile-up) is used in the left hand side plot and of 25 ns (also ouf-eme
pile-up contribution) on the right hand side.

contribution grows rapidly with the increasing number of average mimum bias
collisions per bunch crossing.
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Figure 3.12: Pile-up contribution ey in the layer A as a function ofj | for

low luminosity and high Iumirk?sity case with bunch spacing of 25 ns. Thevio
luminosity case is simulated at s =7 TeV with ?)etween 2.3 and 9.2 (left hand
side). The high luminosity pile-up is simulated at s = 14 TeV with  between
23 and 46 (right hand side).

The j j-dependent pile-up constants are derived for both data and Mot
Carlo simulations. The constants are speci ¢ for the considered pilg conditions
dened by tand . In order to avoid changing the values in the database for
each pile-up con guration, an approximate relation reducing the geendence of

pileup ON the average number of minimum bias collisions is used. It is assumed
that the pile-up contribution scales with for the xed bunch spacing like

p—
pileup = piteup (3.8)

where g, denotes so-called pile-up constant. The scaling with~—is not exact,
but it leads to a good agreement in the case of close enough pile-upditons

and for high number of minimum bias interactions.

upgrade studies.
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The pile-up constants [, are stored in the database and are used together
with the electronic noise constants to derive 2and 4 limits in the clustering

algorithm as mentioned above.
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Chapter 4

Electron e ciency measurement

Electrons play an important role in many physics analyses performegith the
ATLAS detector, both in Standard Model measurements and in newhysics
searches. The electron might also appear in tize! decay, which is discussed
in Chapter 5, in the case when one of theleptons decays into an electron and two
neutrinos. The measurements described in this chapter are perfed following
the electron selection speci c for theZ ! analysis and the results are used
for the cross section measurement in this channel.

The electron reconstruction and identi cation criteria are summased in the
rst part of this chapter (Section 4.1). Next, the methodology ofthe electron ef-
ciency measurements by the so-called tag and probe method is iattuced (Sec-
tion 4.2). Then e ciency measurements of the identi cation cuts (%ction 4.3),
the trigger requirement (Section 4.4) and the isolation criteria (Séon 4.5) in
both data and Monte Carlo simulations are described.

4.1 Electron reconstruction and identi cation

The electron reconstruction, identi cation and its performance ircollisions' data
with the ATLAS detector are described in details in Ref. [24]. A brief sumary
is given below.

4.1.1 Reconstruction

The electron reconstruction in the central regionj(j < 2:47) starts from clusters
in the electromagnetic (EM) calorimeter which are associated to tcks coming
from the charged patrticles in the inner detector. Since the forwdrelectrons are
not used in the Z ! analysis, only the \central electrons" (i.e. electrons
within j j < 2:47) are discussed in this chapter.

The seed clusters with transverse energies above 2.5 GeV are by a sliding
window algorithm which searches among calorimeter towers with thes of 3 5
cells in the plane (one cell corresponds to = 0:025 0:025 in
the middle layer of the EM calorimeter). Duplicate clusters are remed based
on the energy comparison of the nearby seed clusters. The restomcted tracks
in the inner detector are matched to the clusters in the next stepln the case
that multiple tracks are matched to the same cluster, tracks with iscon hits
(hits in the Pixel/SCT subdetectors of the inner tracker) have higlkr priority
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than tracks with TRT hits only (i.e. tracks without any silicon hits) which are
more likely to belong to electronsporiginating from photon conversisn The track
with the smallest distance R = 2+ 2 petween its impact point on the
EM calorimeter and the seed cluster coordinates is selected. Finallye electron
cluster is rebuilt using towers of 3 7, resp. 5 5 cells in the barrel, resp. endcaps.

The energy of the nal cluster is corrected to account for eneygdeposited
outside the cluster region. Energy deposits in the material in frondf the EM
calorimeter, energy deposits outside the given cluster size inside tEM calorime-
ter (lateral leakage) and energy deposits beyond the EM calorinegt(longitudinal
leakage) are estimated and used for the calculation of the electroansverse en-
ergy. On the contrary, the directions and of the electron are not taken from
the cluster variables but the track parameters at the vertex areonsidered.

The reconstructed electrons (the reconstructed cluster withhe associated
track) are a mixture of prompt electrons and electrons coming fno a photon
conversion, since both can be characterised by the associatedck. The iden-
ti cation criteria, discussed below, are applied on the reconstruetl electrons to
separate the prompt electrons and enhance the purity of the etemn sample.

4.1.2 ldenti cation

The electron identi cation in ATLAS in 2011 is performed with a cut-baed ap-
proach. The calorimeter, tracking and combined variables are uséor the se-
lection. The identi cation criteria are optimised to provide a good segration
between the signal and background electrons as well as jets fakelectrons. The
background electrons come mainly from the photon conversion omliz decays
of (%1 e'e ,BR=1.12%). The jets might contain real electrons from the
B-hadron decays. These electrons are primarily not isolated fromhatr particles
inside the jet contrary to the \signal electrons” that are usually islated.

Three sets of cuts with increasing background rejection power édecreasing
signal e ciency are de ned: loose mediumandtight with an expected jet rejection
power of about 500, 5000 and 50000 based on the Monte Carlo sirtialss.
A brief summary of the identi cation criteria is given below, more detds can
be found in Ref. [24]. Only calorimetric information (e.g. lateral width bthe
shower in the middle layer of the calorimeter, hadronic leakage { ratiof E1 in
the hadronic calorimeter and in the EM cluster) is used for the looselection.
More shower width variables (e.g. total shower width in the rst laye of the
EM calorimeter), track quality requirements (e.g. number of hits in he Pixel
and SCT detectors, transverse impact parameter) and the mating of the track
and the cluster (requirement on  between the track and the cluster) are added
to form the medium selection. The tight selection add&=p ratio and patrticle
identi cation using information from TRT detector (e.g. ratio of high threshold
TRT hits to the total number of hits in TRT). The tight selection redu ces the
number of electrons coming from conversions using e.g. a cut on timé&imum
number of hits in the B-layer (the innermost layer of the Pixel detector barrel
region). The selection cuts are optimised in severaland E+ bins in the range
of the electron transverse energy from 5 GeV to approximately A@eV.

Electrons passing tight identi cation criteria with E1 > 17 GeV in the central
region of the detector | j < 2:47) are used in theZ ! analysis. Hence
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especially the electrons passing tight identi cation cuts in the relevd energy
region are discussed in more details below.

4.2 Methodology for the electron e ciency mea-
surements

The electron e ciency measurements represent an important parfor the cross
section measurements because the measured electron spectnasito be correct-
ed for e ciencies related to the electron selection. According to Re[24], the
correction factor is de ned as a product of di erent e ciency terms and it can
be written in the case of the single electron in the nal state as follosv

C= event reco ID trig isol (4.1)

where event Stands for the e ciency of the event selection cuts, ., denotes
the reconstruction e ciency to nd an electromagnetic cluster ard to match it
to a reconstructed track in the required kinematic range, p means identi ca-
tion e ciency with respect to all reconstructed electron candidaés, wig and s
represent trigger and isolation cuts e ciency with respect to all reonstructed
electrons passing considered identi cation criteria. The measuremt of 5 is
described in details in Section 4.3y in Section 4.4 and is, in Section 4.5. The
measurement of .., is Not discussed in this chapter, but details can be found in
Ref. [24].

The electron e ciency measurements are performed by means die so-called
tag and probe (T&P) methods. The T&P method is based on nding a lean
sample of real electrons (calleghrobe electrons) using a speci ¢ selection cuts
(called tag requirements) applied on another object in the event. A well-idented
electron isused asthetaginth& ! eeandJ= ! eeevents and a high missing
transverse energy in theV ! e T&P method. The e ciency of any electron
selection cut (e.g. identi cation cuts, isolation requirements, eleobn trigger) can
be studied on the sample of the probe electrons.

After the event selection is done and the probe electrons are falythe probe
sample might su er from a background contamination coming primarilyfrom the
jets reconstructed as electron candidates. This is the case ottklectron iden-
ti cation e ciency measurement where the probe electrons are alteconstructed
electrons (the reconstructed cluster with the associated traskithout any identi -
cation requirements stands for the reconstructed electron).herefore a dedicated
background subtraction has to be performed. After the backgund subtraction
is applied, the number of all probesNone) and the number of probes passing the
considered selection cutN pass) are derived. The selection e ciency is calculated
as a fraction of probe electrons passing the required criteria$ Npass=Nprobe)-

The measurements are performed in both data and Monte Carlo sitated
samples. Di erences between the e ciencies in data and Monte Carmulations
have been found. The di erences come mainly from the descriptiofithe electron
shower shapes in the Monte Carlo simulations. Correction factore died as the
ratio of e ciency measured in data and in Monte Carlo simulations, ga@= mc,
are derived in bins of electron and Et. These factors, so-called scale factors,
are applied on the Monte Carlo e ciency predictions in order to comed an
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agreement with real data measurements. More details about thesage of the
scale factors in the speci ¢ physics analysiZ (! Cross section measurement)
can be found in Sections 5.3.2 and 5.6.1.

4.3 Electron identi cation e ciency with W tag
and probe method

The measurement of the electron identi cation e ciencies and scaléactors with
W T&P method is described in this section. The identi cation e ciency is de-
ned as a fraction of reconstructed electrons passing the coneréd identi cation

criteria (loose, medium or tight). An additional track quality cut has to be
required for the reconstructed electrons to suppress the bedralo background
(details are given in Section 4.3.2). More precisely, the identi cation @ency is

dened as p = Npass=Nprobe Where

Norobe IS the number of reconstructed electrons, i.e. the reconstrudi€lus-
ter with the associated track without any identi cation requiremeris, with
the additional track quality cut

Npass is the number of reconstructed electrons with the additional trdc
quality cut passing the considered identi cation cuts (tight criteriain case
of Z! analysis)

Since no identi cation cuts are applied to probe electrons, the combution of
background electrons might be high for the probe electrons. Thefore the back-
ground subtraction is the key point in the identi cation e ciency measurement.

4.3.1 Data and Monte Carlo samples

Data samples collected during the rst part of 2011 data taking péod are used in
the W T&P analysis. Data collected at s = 7 TeV with stable beam conditions
in the subset of luminosity blocks with no serious problems in the varisusub-
systems are considered. The analysed data sample correspormdthe integrated
luminosity of approximately 2.1 fb *.

The W ! e signal Monte Carlo samples are generated with Pythia genera-
tor [23] and processed through the full detector simulation basexh the Geant4
simulation programme [17]. The average number of minimum bias collisiopsr
bunch crossing is approximately 6 during the considered data takingeriod [22].
The pile-up is also simulated in the Monte Carlo samples, but the averagilumber
of interactions per bunch crossing does not correspond to thelwas measured in
data. Therefore a special re-weighting procedure is applied to tidonte Carlo
simulated samples to agree with the pile-up conditions measured in dat

4.3.2 Event selection

The selection ofW ! e events is described in this section. The standard event
cleaning procedure used in ATLAS experiment is introduced. The trigers used
for selecting theW events are discussed. Then analysis-speci ¢ cuts suppressing
the most important backgrounds (mainly multijet events) are presnted.
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Event cleaning

The event cleaning and the selection of good collision events is peniied as the
rst step of the event selection. The collision events are selecteg bequiring a
primary vertex with at least three associated tracks.

Furthermore, an additional check on the quality of jets in the evenis per-
formed. The event is rejected if a problematic jet is found as it migha ect the
measurement of the missing transverse energg ') which is crucial for the W
T&P analysis.

Finally, the quality check on the reconstructed electrons is also den Due
to the fact that the electromagnetic calorimeter experienced hdware problems
during the 2011 data taking period leading to an acceptance hole ingltalorime-
ter, the electron is rejected if it is localised in the region of the readbproblems.
The acceptance hole is not simulated in the Monte Carlo samples usedtime
analysis and a correction factor accounting for the acceptancestas applied to
the simulated samples.

Trigger requirement

Since the single electron trigger might bias the selection of the problkectrons, the
missing transverse energy triggers have to be used in ¢! e T&P analysis.
However, the development and usage of tHeMsS triggers is challenging in the
high luminosity environment at the LHC. A set of various missing trangrse
energy triggers available during 2011 data taking, selecting alwaysprescaled
triggers with lowest possible threshold, is used.

The triggers based on theE!Ss signi cance, where theEMsS resolution is
parametrised and a threshold for the ratio oE{"SS over its signi cance is set,
are considered in the rst periods of 2011 data taking. Later in 2Q] a loose
requirement on an electron candidate track and a minimal distancé the missing
transverse energy from a nearby jet object has to be added toetE 'S signi cance
requirement to cope with increasing luminosity conditions. The list ofriggers
used in data is summarised in Table 4.1.

Due to the rapid changes in the trigger con guration during 2011 da taking
period, the trigger setup in Monte Carlo simulated samples is not ideioal to
the con guration in data. Moreover, some of the triggers used falata collected
during 2011 are missing in the simulated samples. The trigger collectiased for
the Monte Carlo simulated events is composed from the available trigig in a
way to correspond to the appropriate fractions of events passgjithe given trigger
in data.

The triggers used in theW T&P studies are de ned especially for allowing
this method to be used with 2011 data and therefore it is not expead to bias the
W T&P selection. Nevertheless, the possible bias of the e ciency maagment
on the trigger type has been studied and it is found to be negligible. Modetails
are given in Section 4.3.5.

Event selection cuts

The event selection is optimised to nd a clean sample 8/ ! e events without
applying any identi cation cut on the reconstructed electron. Dueto the large
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Trigger Number of probes Fraction [%)]
EF_xs60_noMu_L1EM10XS45 31 10 193
EF_xs75_noMu_L1EM10XS50 94 10° 0:6
EF _g20_etcut_xe30_noMu 15 10 0:9
EF_el3 etcut_xs60_noMu 78 10 479

EF_el3 etcut_xs60_noMu_dphi2j10xs07 51 10 312

Table 4.1: List of triggers at the event lIter (EF) level used for theW T&P
analysis with their fractions measured in data after the whole evergelection.
The fraction of events with the given trigger is calculated assumindhé priority
of the triggers given by the trigger threshold, corresponding tde position in the
table. Briey, the meaning of the labels is the following:xs60, resp. xs75 stands
for the EIsS signi cance cut, noMumeans that no correction for the possible
presence of muons is appliedg20 looks for a photon with Et > 20 GeV at
EF, xe30 means missing transverse energy cwél3 etcut requires a calorimeter
cluster with E; > 13 GeV with a good-quality track pointing to it, dphi2j10xs07
represents a cut on the minimal azimuthal distance of th&sS vector and the
jet at 0.7 similar to the cut used also in the o ine selection described in the
text.

background coming from jets reconstructed as electron candida at low electron
energies, the e ciency measurements withV T&P method are performed for
reconstructed electrons withE+ > 15 GeV. As already mentioned, only \central
electrons" with | j < 2:47 are considered in the analysis.

First, a so-calledZ boson veto is applied in order to reduce the contamination
from the Z+jets background. The event is rejected if two or more electrons
passing medium identi cation criteria with E; > 15 GeV are found.

Then a cut on the missing transverse energy is performed. The oastruction
of the missing transverse energy uses the energy deposits in tagmeter and
the reconstructed muon tracks. The missing transverse energy has to satisfy
EMiss > 25 GeV.

Next, a transverse mass of th&/ candidate is a good discriminant variable
betweenW ! e events and the multijet background

q
mr = 2Er(e) EMS [1 cos (e;EMss): (4.2)

The multijet background events can be characterised by low valueémy contrary
to the signal events. Events passingir > 40 GeV are selected.

Furthermore, a special cut to reduce the multijet background isgplied. The
fake electrons coming from multijet events can be reduced to a largxtent by
requiring the EMsS vector to be isolated from the jets in the event [24]. The dif-
ference  between the azimuthal angles of the missing transverse energygtes
and any reconstructed jet withEr > 10 GeV is required to be larger than 2.5.

1The missing transverse energy is calculated as a vector surEMss = EMisS(calo) +
EMSS(muon)  ESS(energy loss), whereEsS(calo) is evaluated from the energy deposits
in the calorimeter cells inside topological clusters,ETs$(muon) is the sum of the muon mo-

menta and EI'SS (energy loss) is a correction term accounting for the muons' engy lost in the
calorimeters.
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The strict cut is chosen especially to reduce signi cantly the multijebackground
in the low E1 region E1 < 25 GeV) even for the price of the non-negligible signal
loss. Another motivation for this cut-value is the trigger evolution. At the end
of 2011 data taking period the missing energy trigger used f&f T&P contains
the cut at 2.0 and a higher cut value is used in the o ine selection.

Finally, due to the presence of the beam-halo background muonsopucing
high-energy bremsstrahlung clusters in the EM calorimeter, tradiuality require-
ments (at least one pixel hit and a total of at least seven pixel/SCT its on the
reconstructed track) are applied to all reconstructed electran[24].

The e ciency of the individual event selection cuts for data corregsonding
to approximately 2.1 fb  is shown in Table 4.2. Only events passing the whole
cut ow chain are considered. The reconstructed electrons in thggven kinematic
region passing the track quality cuts form the probe electrons arttie e ciency
of the electron identi cation cuts can be measured on this sample.

Number of events Relative acceptance [%]
Trigger & event cleaning 2:.020 10 1000
Electron kinematic cuts 1:733 10 85.8
Z boson veto 1:732 10 1000
EMiss > 25 GeV 1:397 10 807
mr > 40 GeV 1:363 10 97:6
(EMss; jet) > 2:5 1:.808 1C¢° 133
Track quality 1:619 10° 895
Number of probes 1:619 10° 1000
Number of loose electrons 1:402 1¢° 86.6
Number of medium electrong 1:342 1¢° 829
Number of tight electrons 1:106 1¢° 684

Table 4.2: Number of data corresponding to approximately 2.1 fb during the

event selection chain. The relative acceptance is given with respéotthe pre-

vious cut. The numbers under relative acceptance for electronsgsing loose,
medium and tight identi cation criteria are raw e ciencies with no background

subtraction applied. Therefore they do not represent any meamment of the

e ciency, but it is for information only.

Various kinematic variables for electrons passing tight identi cationcuts,
where the background contamination in data is negligible, in both datand Monte
Carlo simulations are shown in Figure 4.1. The whole selection chain is &pgd
and no background subtraction is done at this step. The overall empment be-
tween data and Monte Carlo is good and the residual di erences in ¢helectron
Er spectrum, my and E{™ss distributions can be explained by di erent triggers
used in data and in Monte Carlo simulations.

4.3.3 Background subtraction

A clean sample of real electrons at the probe level is very importafur a precise
measurement of the electron identi cation e ciency. The largest ontamination
of the jets being mismeasured as an electron candidate is expedtedhe lowest
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Figure 4.1: Kinematic distributions for the tight electrons selected oW T&P
method in data and in Monte Carlo simulations. No background subtidion is
performed at this stage. The Monte Carlo simulated samples are mealised to
data in all gures.

energy region Er < 25 GeV) where a careful treatment of the background is
especially required.

The observable suitable for discriminating the isolated signal electrs from
the jets faking electrons is required to be de ned without using angf the electron
identi cation criteria. The calorimeter isolation of the electron was hosen as the
discriminating variable [24]. Even though being slightly correlated to soe of the
electron identi cation variables (e.g. hadronic leakag®,q { ratio of Et in the
hadronic calorimeter and in the EM cluster), it has been found to behe best
choice. The calorimeter isolation is de ned as a sum of the transvergnergies of
all cells in the EM and hadronic calorimeter within the given cone size R = 0:3
or 0.4) in the space, the energy deposits in cells associated to the electron
cluster itself are subtracted from the sum. Finally, the sum is norntiged to the
transverse energy of the electron to minimise thér dependence of the isolation
variable. The calorimeter isolation with the cone size R = 0:3, resp. 0.4 is
denoted asEt Cone3GEr, resp. ErConed4GEs in the text.

The real electrons fromV | e decay are preferably isolated and the calorime-
ter isolation is expected to peak at values close to zero. The width thie distri-
bution is given by the contributions of the electronic noise, pile-up ahshower
leakage. On the contrary, fake electrons from multijet backgrow would form
a much broader distribution with values even larger than one. The sptrum of

36



the E+ Cone4@E; variable is shown in the Figure 4.2 for both data and Monte
Carlo simulations. The long tail in the region with large isolation values fo
probe electrons in data comes from the residual multijet backgrad. The tail
vanishes when the tight identi cation criteria are applied to the recastructed
electrons. A good agreement between the probe electrons anccetns passing
tight identi cation criteria can be observed in the low isolation region vaere the
background contribution is small. On the other hand, the agreememetween
data and Monte Carlo shows some discrepancies. The Monte Carlotdizition
is slightly shifted to lower values of the isolation variable in the region ahe
peak. However, the isolation variable is rather a handle to discriminatsignal
electrons from fake electrons coming from the multijet backgrodnin data and
no direct comparison between data and Monte Carlo is performed ihé analysis.
Therefore the absolute agreement in the isolation distribution bew®en data and
Monte Carlo is not crucial for the e ciency measurements.
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Figure 4.2: Spectrum of the isolation variabl&+ Cone4G-E+ for probe electrons,
electrons passing tight identi cation cuts in data and tight electros fromW ! e
Monte Carlo. All distributions are normalised to unity. Electrons with35 GeV <
Et < 40 GeV in the whole pseudorapidity region except the crack:@r< j j <
1:52) are considered. The long tail to large values &tCone4GE; for probe
electrons is caused by fake electrons coming from the multijet bagkund.

The background estimation is done using data driven backgroundngplates.
The background templates are constructed separately for prekelectrons and for
electrons passing identi cation criteria. Both background templags are built by
selecting such probe electrons that are likely to be fake electror@mng from the
multijet background. The set of fake electrons is built by requiring lie recon-
structed electrons to fail certain identi cation cuts, i.e. the totd shower width
in the rst layer of the EM calorimeter, ratio of high threshold TRT hit s to the
total number of hits in TRT and ratio in  of cell energies in the middle layer of
EM calorimeter. Generally, the set of variables used for building thealskground
template is chosen by two main requirements. First, a good agreemhen the
shape of the electron calorimeter isolation outside the signal regibetween the
background template and the data is required. Second, a reasbte statistics
of the background template in all and Et bins is necessary. A robust back-
ground template is built by requiring the probe electrons to fail two ot of three
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identi cation variables mentioned above. Two di erent backgroundtemplates
are de ned in this way and they are used in the calculation of the sysinatics as
described in Section 4.3.5. The template for electrons passing thenteation
cuts (the numerator in the e ciency calculation) is built in the same wa and in
addition the electrons have to ful | the Rna¢ cut. The hadronic leakage is highly
correlated with the electron isolation and this cut is used in the mediunand
tight selection. Adding this cut is necessary to obtain a good agreemt in the
isolation shapes for electrons passing identi cation cut.

The last step to derive the number of signal events is to normaliseroectly
the background template and subtract the estimated backgrouhfrom data. A
signal region is de ned by a certain isolation threshold, e.g. 0.4. Theabkground
templates are expected to be signal free outside the signal regmmd are nor-
malised to the data in this region. The background templates are u$éo subtract
the residual background in the signal region after the normalisatiois applied.

An example of the background templates for probe electrons in twadectron
Et bins is shown in Figure 4.3. The signi cant level of the background in #h
low E+ region (20< E 1 < 25 GeV) can be seen. On the contrary, the bin with
electrons within 35< Et < 40 GeV has a very low background level already
for probe electrons. The background template agrees well with tdaoutside the
signal region as required.
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Figure 4.3: Calorimeter isolation E1 Cone4GEy) for probe electrons in twoEt
bins: 20 25 GeV on the left hand side and 35 40 GeV on the right hand side
(note the logarithmic scale). Electrons in the whole considered psiarapidity
region excluding the crack region (B7< j j < 1:52) are used. The background
templates, de ned by inverting the cuts on the total shower widthin the rst
layer of the EM calorimeter and the ratio of high threshold TRT hits tothe total
number of hits in TRT, are also shown in the gures.

The number of signal and background electron probes in data aslhas signal
over background ratios §=B) in di erent Et bins can be found in Table 4.3. The
largest contribution of the background is in the lowesE+ bins (Et < 25 GeV)
where the S=B ratio is smallest. The signal region becomes very clean with
increasing electron energy. The highest statistics is available in thegion 35<
Er < 40 GeV.
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Er [GeV] Signal Background S=B

15 20 16132 260 11174 201 144 0:03
20 25 71439 467 23339 351 306 0:05
25 30 198573 634 21807 427 Q1 0:2
30 35 369511 714 12478 358 296 09
35 40 463429 722 5582 227 830 34
40 45 197036 462 2162 118 911 5.0
45 50 34740 198 825 61 421 31

Table 4.3: Number of signal and background probes and signal overckground
ratios (S=B) in the signal region ErConed4GEr < 0:4) in dierent Er bins.

Electrons over the whole pseudorapidity region excluding the craocggion (137 <

] ] < 1:52) are summed up. The errors are statistical only. The data sarnep
corresponds to 2.1 fbt.

4.3.4 E ciency and scale factors measurement

The number of probes and electrons passing the identi cation crit@ are extract-
ed after the background subtraction procedure is performed.h€E e ciency of the
identi cation cuts in both data and signal Monte Carlo sample$ are measured
in bins of the electron pseudorapidity and transverse energy. Thedependent
e ciencies and scale factors are derived using electrons with 20 G&VE 1 <
50 GeV, whereas theEt-dependent values are integrated over the whole pseu-
dorapidity region excluding the crack region (B7< j j < 1:52). The measured
e ciencies and scale factors (jata= mc) for electrons passing tight identi cation
criteria are shown in Figure 4.4.

The e ciencies for tight electrons are not uniform as a function of peudora-
pidity. It is caused by the fact that the tight identi cation requires the tracking
information and is therefore sensitive to interactions of the elean with the inner
detector material.

The identi cation e ciencies show di erences between data and Mote Carlo
simulations which can be quanti ed by the scale factors §aa= mc). The largest
deviation between data and Monte Carlo predictions is observed in ehcrack
region (137 < j j < 1:52) where a precise description of the material is very
di cult. The dierences in other and E1 bins can be explained by imper-
fect simulations of some of the electron identi cation variables. Esggially the
distributions of the variables using the calorimeter shower shapestugh thresh-
old TRT hits do not agree perfectly in data and in Monte Carlo simulatios as
discussed in Ref. [24]. Thd& dependence of the scale factors is expected to
be related to the lateral shower shapes which might di er more frorthe Monte

2So-called loose truth matching of the electron is required in the Mon¢ Carlo samples.
The loose truth matching includes these cases: First, the electrotrack in the inner detector
is directly matched to the primary electron. Second, electrons aréndirectly matched to the
true primary electron, meaning that hits in the inner detector correspond to the electron track
generated by bremsstrahlung photons or nal state radiation photons from the hard process
itself. On the contrary, the tracks belonging to charged hadronsor photons conversions from ©°
decays in hadronic jets are omitted by the loose truth matching. THs is the desired behaviour
since events with a jet being mismeasured as an electron contribut® the so-called the multijet
background and are removed by the background subtraction proedure.
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Figure 4.4: Identi cation e ciencies (upper row) and scale factorglower row) for
electrons passing tight identi cation cuts. The -dependent e ciencies and scale
factors ( gures on the left hand side) are derived using electrongith 20 GeV <
E+ < 50 GeV , whereas thd&t-dependent values ( gures on the right hand side)
are integrated over the whole pseudorapidity region excluding theack region
(1:37< j j < 1:52). The error bars represent the total uncertainties (statistal
and systematic errors summed in quadrature).

Carlo expectations in the lowEt range.

4.3.5 Systematic uncertainties

The main source of the systematic uncertainty on the measuredade factors is
coming from the background subtraction which is the crucial partfahe identi -
cation e ciency measurement. Several variations on the backguod subtraction
are performed to derive the systematic uncertainty associatedttv it:

Two di erent cone sizes ( R = 0:3;0:4) of the calorimeter isolation are
used to build the discriminant E+Cone3GEs, EtCone4GEy).

The threshold de ning the signal and background regions in the isdian
variable is varied from 0.3 to 0.5.

Two di erent background templates are de ned by inverting slightly di er-
ent identi cation variables.

All these parameters are varied independently resulting in 20 varians in total.
Based on the high number of possible variations, none of the conmgion is found
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to be the preferred method and all variations are treated as beirmggjuivalent. The
nominal value and the statistical uncertainty in each bin are given byhe mean
value from all variations in the considered bin. The systematic undainty is
estimated as the standard deviation of all 20 e ciency measuremen

Moreover, the e ect of di erent triggers used on the e ciency measurements
has been studied. The measured e ciencies in data derived with di ent sets of
triggers (requiring a calorimeter cluster with a good-quality track aithe EF level
or not) are shown in Figure 4.5. The largest di erence is found in therack region
(1:37 < j j < 1:52), but this region is usually not used in the physics analysis.
The dierence in the -bin 247< < 237 is assumed to be a statistical
e ect due to a good agreement seen in the-symmetric bin 237 < < 247.
Otherwise, the measurements with di erent triggers are in a goodyaeement and
no signi cant bias from the triggers used to selectW T&P events is observed.
Therefore no additional systematics related to the set of triggers assumed.
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Figure 4.5: ldenti cation e ciency for tight identi cation criteria de rived with

di erent sets of triggers used in theW T&P analysis. Trigger type 1 stands for
the triggers without any electron cluster requirement, type 2 mew triggers with

a requirement on the calorimeter cluster with a good-quality trackElectrons in
the range 20 Ge\k E 1 < 50 GeV have been used. The error bars represent the
total uncertainties (statistical and systematic errors summed iguadrature).

Pile-up might be another source of systematics to this study. Theath used
in the analysis were collected during the rst part of year 2011 wherthe average
number of pile-up collisions was approximately 6. The identi cation e dency
is found to be decreasing with the number of pile-up vertices in bothata and
Monte Carlo simulations. The scale factors are found to be stable agst the
pile-up in the analysed dataset and no additional systematics relatego pile-up
is assigned.

The measured e ciencies for tight electrons in data and in Monte Cdo sim-
ulations as well as the scale factors together with their statisticand systematic
uncertainties in bins ofEt are listed in Table 4.4. The precision measurements
in the low Et region (Et < 30 GeV) are limited by the systematic uncertainty
which is signi cantly larger than the statistical uncertainty in this region. In
particular, in the lowest E; bin (15 GeV < E 1+ < 20 GeV) where the statistical
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uncertainty of 2% and systematics of 5% occur. The tight identi caon scale
factors systematic uncertainty is 1% or smaller for electrons witet > 25 GeV.

Er [GeV] Data [%] Monte Carlo [%] Scale factor

15 20 | 596 09 28 683 04 0873 0:014 0:.041
20 25 | 631 04 16 686 0:2 0919 0:006 0:024
25 30 | 700 02 07 719 02 0972 0:003 0:010
30 35 | 757 01 02 746 01 1015 0:002 0:002
35 40 | 795 01 01 771 01 1031 0:002 0:001
40 45 819 01 01 789 0:2 1038 0:002 0:001
45 50 (819 03 02 808 04 1013 0:006 0:003
20 50 | 766 01 03 750 01 1021 0:001 0:004

Table 4.4: ldenti cation e ciencies and scale factors for tight electons with their
statistical ( rst uncertainty) and systematic (second uncertanty) errors in di er-
ent Etr bins. The uncertainty associated to the Monte Carlo simulations coes
from the limited statistics of the samples. The integration over the geudorapidity
region excluding the crack region (B7< j j < 1:52) has been performed.

4.3.6 Application of the identi cation scale factors
in physics analysis

The identi cation scale factors are used in most of the physics analgs in the
ATLAS experiment, e.g. in theZ ! cross section measurement as described
in more details in Sections 5.3.2 and 5.6.1, to correct the e ciencies plieted by
Monte Carlo simulations. The nal scale factors which are used as @awvent weight
in the Monte Carlo simulations are derived in two steps. First, the cobination
of di erent T&P methods is done in each and E+ bin. Second, the and Et
dependent scale factors are multiplied to provide the nal scale fawr for the
considered electron. These two steps are described in more dethésow.

The andE+ dependent identi cation scale factors are measured not only by
means of theW T&P method, but alsoZ! eeandJ= ! eedecays are used
to derive the e ciencies and scale factors. These three sets of aseirements are
independent as various triggers, di erent event selection and beground subtrac-
tion methods are used. ThaV and Z T&P measurements are performed in the
same kinematic region (15 Gew E 1 < 50 GeV), whereas thel= channel mea-
sures the electrons with lower transverse energy (7 G&VE 1 < 20 GeV). The
results obtained with di erent tag and probe methods with 2011 dat samples
are compared in Ref. [25] showing a reasonable agreement betwbenmeasured
e ciencies.

The kinematic range used inZ ! analysis iser > 17 GeV. TheJ=
measurement su ers from rather large systematics in the regiob 1GeV< E 1 <
20 GeV. Thus this measurement is not used for the combination anahlg the
results fromW and Z T&P measurements are combined. The combined scale
factors in each and Et bin are derived by the summation of the individual
scale factors weighted by their total uncertainties (statistical ad systematic er-
rors summed in quadrature) using the standard error propagatioformula. The
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combination of theW and Z results can be written as
SFw= SFZ + SF;= SF?
1= SF2 +1= SFZ2

1
1= SF2 +1= SF2°
The scale factors derived byw and Z T&P methods agree with the combined
scale factors within their total uncertainty justifying a good meamg of the com-
bination.

For data in the rst part of 2011, the identi cation scale factors ae given
separately in bins of and E; as shown in the text. The nal identi cation
scale factor taking into account both dependencies is given by theopluct of the

-dependent andEt-dependent scale factors. The product has to be corrected by
an average scale factorSFp (average) { scale factor averaged over both and
Et) in order to avoid double-counting

SFcombined = (4 . 3)

SFcombined = (4-4)

SFip (E7)

SFp (;E1)=SFip() SFp (average)’

(4.5)

These factors are used in the Monte Carlo simulations where for desged elec-
tron passing medium, resp. tight identi cation criteria appropriate and Et
dependent scale factors are looked up and used to build the copesding event
weight.

4.4  Single electron trigger e ciency with W tag
and probe method

A combined electron and hadronic trigger is used in theZ ! analysis
(Chapter 5). The two parts of the trigger are considered to be worrelated
and the e ciency of the combined trigger is calculated as a productfahe two
independent e ciencies. This assumption has been checked and comed in the
Z! analysis.

The electron part of the trigger used for theZ ! analysis,EF_el5 medium
searches for an electron trigger object witlE; > 15 GeV at the event lter
(EF) level. The measurements of the electron trigger e ciency andcale factors
for this particular trigger are performed with respect to electros passing tight
identi cation criteria which are used in the Z ! Cross section measurement.

The W ! e tag and probe method is used for the trigger e ciency measure-
ment. The methodology is very similar to the measurement of the idgmation
e ciency described above. The missing transverse energy triggelisted in Ta-
ble 4.1 are designed to allow both the electron identi cation e ciency a well as
single electron trigger e ciency measurements withV T&P. The event selection
remains the same as described in Section 4.3.2, only the de nition ofope elec-
trons and electrons passing the required criteria changes. Theope electrons
with E+ > 17 GeV are required to pass tight identi cation cuts Npyone), €Xactly
as selected electrons in th& ! analysis. Then the probability of the probe
electrons to be matched to the&eF_el5 mediurmigger object within the distance
of R =0:15 (Npass) is studied.
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Due to the fact that the probe electrons are required to ful | tigh identi-
cation requirements, the background contamination is negligible inkis study
and no background subtraction is performed. The signal region isrply de ned
by a cut on the electron calorimeter isolation, as it is done in the casd the
identi cation e ciency measurement. The measurements are peofmed in bins
of electronE+ and . The pseudorapidity and alsdEt binning is coarser than the
one used for the identi cation e ciency. Due to the fact that the region close to
the trigger cut is di cult to describe in Monte Carlo simulations, the Et range
between 17 and 20 GeV is studied more carefully. Similarly as in the caxfethe
identi cation scale factors, the measured scale factors are falito depend on the
electron E1 apart from the dependence. The measurement is assumed to be
symmetric in . Thus the absolute value of is used to enhance the statistics
in the lowest E+ bin from 17 to 20 GeV. The scale factors are derived using a
2-dimensional binning ofEt j | as shown in Figure 4.6.
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Figure 4.6: Single electron triggerEF_el5 mediujre ciency measured in data
(left hand side) and scale factors (right hand side), both with regrt to tight

identi ed electrons. The crack region (137 < j j < 1:52) is removed from the
calculation. The error bars represent the total uncertainties {atistical and sys-
tematic errors summed in quadrature).

The systematics of the measured trigger e ciency and scale fag®is esti-
mated in the same way as for the identi cation e ciency measuremds: Several
variations on the selection of the signal region are performed, natyntwo isolation
variables are usedEtCone3GE; or ErCone4GEs) and the isolation threshold
de ning the signal region is varied from 0.3 to 0.5. The mean value of ¢hre-
sults coming from all variations is taken as the nominal value and thg/stematic
uncertainty is given by the spread of the individual measurementsThe mea-
sured e ciencies and scale factors together with their statisticabnd systematic
uncertainties are summarised in Appendix A.

The derived electron trigger scale factors are used in tize! analysis in
the same way as the identi cation scale factors { to correct the Mae Carlo pre-
dictions and for the systematics studies. More details are given in@@ens 5.3.2
and 5.6.1.
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4.5 Electron isolation e ciency with Z tag and
probe method

The lepton isolation is used in many physics analyses in order to redutiee
multijet background. The isolation of electrons is also used in th& !
analysis. The calculation of the electron isolation cuts e ciency speéc for the
Z! analysis is shown in this section.

Several isolation criteria can be de ned for electrons. One of theimbased on
the calorimeter information as already de ned in Section 4.3.3. The laimeter
isolation in the cone of R = 0:4 is used in theZ ! analysis. The other
isolation variable is using the tracking information. The track isolatioris de ned
in a similar way as the calorimeter isolation: It is calculated as a scalar rsuof
transverse momentum of the charged particles' tracks in a coneradius R =0:4
in excluding the track belonging to the electron itself. The relative isol@n,
the isolation variable divided by the electron transverse energy, i®msidered to
reduce the dependence of the isolation variables on the electronmemtum. It
is denoted aspr Cone4G-Er in the following.

The isolation e ciency is analysis-dependent because di erent isolain re-
guirements are necessary for di erent analyses. The following istéan criteria ap-
plied on electrons passing tight identi cation criteria are used in th& ! anal-
ysis (more details in Section 5.3.2)pr Cone4G-Er < 0:06 and ErCone4GEr <
0:1. The measurement of the isolation e ciency by means of thé T&P method
for these speci c criteria is shown below.

The tag electron in theZ ! eetag and probe method must full E; >
20 GeV cut and be matched to theEF_e20_mediurtrigger object. Furthermore,
the tag electron is required to pass tight identi cation criteria and & isolation
requirement of Er Cone4@Er < 0:2 is applied on the tag. The probe electron
has to pass tight identi cation criteria as well and the transverse reergy cut
is lowered to 17 GeV to correspond to the cut used in thg ! analysis.
The invariant mass of the tag and probe pair is required to be in th& boson
mass window, namely between 81 GeV and 101 GeV. Due to the veryosig
requirements on both tag and probe electrons (both passing tighdenti cation
cuts), the background contamination is negligible and no backgrodrsubtraction
IS necessary in this case.

The isolation e ciency as well as scale factors are found to be depdsnt on
electron pseudorapidity. Moreover, also non-negligible transvergnergy depen-
dence of the scale factors is observed as shown in Figure 4.7. Ineorid account
for both and Er dependence, the scale factors are derived using a 2-dimensional
binning with 9 4 bins in Er.

The systematic uncertainty on the derived scale factors comes mig from
the Z T&P method itself. Several variations in the method (e.g. loose rege-
ments on the tag electron - medium identi cation, no isolation or a chage of
the invariant mass window) are performed to evaluate the systeries on the
scale factors. The individual contributions are assumed to be indepdent and
are evaluated by changing one by one in the nominal selection in caadt with
the full variation scan in the previous cases. All shifts from the nomal value
are added in quadrature together with the statistical uncertaint to estimate the
total uncertainty. The motivation for the simpler treatment of the systematics
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Figure 4.7: Electron isolation prCone4@Er < 0:06 and EtCone4&Er < 0:1)
e ciency and scale factors with respect to electrons passing tightlenti cation
criteria. The crack region (137 < j j < 1:52) is removed from the calculation.
The error bars represent the total uncertainties (statistical ad systematic errors
summed in quadrature).

is the negligible background in this case whereas the background sabtion is
the main source of uncertainty in the case of the identi cation cuts ciency
measurements. The measured e ciencies and scale factors tdgat with their
statistical and systematic uncertainties are summarised in AppendB.

The measured electron isolation scale factors are also used inZhé Cross
section measurement to correct the Monte Carlo predictions andrfthe evaluation
of the systematic uncertainties. More details are given in Sections3® and 5.6.1.
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Chapter 5

Z | Cross section
measurement

The measurement of theZ ! cross section in proton-proton collisions at
the centre of mass energy of 7 TeV with the ATLAS experiment is desbed

in this chapter. The analysis has been performed in three di erentnal states

determined by the decay mode of the lepton. The data sample collected during
2011 corresponding to an integrated luminosity of 1.34 { 1.55 fb depending on
the nal state is used. The cross section is measured in the invariant mass

range 66<m < 116 GeV and is documented in Ref. [3].

Since the author of the thesis was involved mainly in the channel withne
lepton decaying into an electron and neutrinos and the other one thenically
(Z! I e+ hadrons + 3 ), so-called electron-hadron channel, this channel
is described in more details in this chapter. The other measured naitates
are mentioned only brie y for completeness. Figures and numberbBavn in this

chapter are for the electron-hadron channel only.

The organisation of the chapter is following: First, the motivation fo the
Z! measurement is given (Section 5.1). Next, the signal signature angin
background sources are summarised (Section 5.2). The objectiavent selection
is described in the next section (Section 5.3). Then details about th@ackground
estimation are given (Section 5.2.2). Afterwards, the methodologysed for the
derivation of the cross section is introduced (Section 5.5). The éshtion of
the systematic uncertainties is described next (Section 5.6). Finallthe results
obtained in the electron-hadron channel are combined with the mgarements in
the other Z ! nal states to derived the total cross section (Section 5.7).

5.1 Introduction

The motivation for measuring theZ ! process can be summarised in three
items. First, the Z ! process represents a background to some searches for
unobserved particles (e.g. Higgs boson). On top of that, it is a comementary
measurement to theZ boson decays into a pair of electrons or muons. Finally,
this process plays an important role in the performance studies.

The lepton reconstruction in ATLAS means the reconstruction of the \isible part of the
hadronically decaying lepton ( ! hadrons+ ) where the visible part is built by the hadrons
from the decay. More details about the lepton decays are given in Section 5.2.1 and the
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Decays with leptons in the nal state can be a signature of so far unobserved
particles. The Standard Model decays of th&/ and Z bosons with leptons
(W ! , 2! ) are important backgrounds to these searches and therefore
a good understanding and description of these background preses is crucial.
In particular, the Z ! decay forms the dominant background to the Higgs
boson search in theH ! channel in the Standard Model as well as in the
MSSM model. Since theZ ! process has the same signature as the signal, a
number of analysis techniques used in thid ! analysis can be tested with
the Z ! process, e.g. mass reconstruction methods.

The measurement of theZ ! cross section builds a complementary mea-
surement to the precision measurements in theé! eeandZ ! channels at
the LHC centre-of-mass energy. The measurements of the! Cross section
were performed by both ATLAS [2] and CMS [26] using data collectedudng
2010 corresponding to an integrated luminosity of 36 pb. The new measure-
ment performed with the ATLAS detector uses larger statistics od data sample
collected during 2011 [3]. The data sets correspond to an integrdtRiminosity
of 1.55 fb ! in the muon-hadron ¢ ! ! + hadrons +3 , denoted as )
and electron-muon Z ! | e +4 ,denoted as . ) state and 1.34 fb! in
the electron-hadron Z ! I e+hadrons+3 , denoted as ¢ ;) nal state.

TheZ ! process with one lepton decaying leptonically and the other one
hadronically (denoted as - ) with a branching ratio of 45.6% plays an important
role in the hadronic reconstruction and identi cation studies. The advantage
of the - |, channel is that a single lepton trigger can be used and therefore an
unbiased sample of hadronic leptons can be selected. The variables used for
the identi cation can be studied with this sample. Moreover, the measement
of the trigger and identi cation e ciency can be performed.

5.2 Signal and background processes

Details about the lepton decay modes and the typicakZ ! signature are
presented in this section. The most relevant background processare also dis-
cussed.

521 The Z'! signal signature

The leptons are very unstable and have a short lifetime (mean lifetime =
87 m) [1]. That is the reason why the leptons decay before entering the
detector and only their decay products can be detected. Theleptons' decays
can be divided into two categories:

leptonic decays Decay modes with an electron ! e o (17.9%) or
a muon ! (17.4%) in the nal state belong to the leptonic
decays.

The reconstructed electron or muon in the detector plus missingansverse
energy is the typical signature of the leptonically decaying in the detector.

hadronic reconstruction is described in Section 5.3.2. The reconstructed lthonic lepton is
called candidate in the following and denoted as ,.

48



hadronic decays Most of the hadronic decays can be characterised by one
or three charged pions and a tau neutrino possibly accompanied witéw
neutral pions. More rare are decays involving other mesons, e.gaoks.
The hadronic decays represent 64.7% ofleptons' decays. The hadronic
decays are commonly categorised in two groups characterised bg humber

of charged particles in the nal state, i.e. by the number of tracksn the
inner detector: Most frequent are decays with one charged paie (76.5%

of hadronic decays), so-called 1-prong decays. The decays with three
tracks in the inner detector (23.4% of hadronic decays), so-called 3-prong
decays, are more rare.

The typical signature of the hadronic decays in the detector is a collimated
jet with low track multiplicity and a relatively narrow energy depositionin
the calorimeter compared to a jet produced by the hadronizationf@a quark
or a gluon.

Whenever a reconstruction in the ATLAS experiment is mentioned, the
reconstruction of the hadronic part (the collimated jet) of the hdronically
decaying lepton is meant.

The electron-hadron nal state, Z ! I e+ hadrons + 3 , discussed in
this thesis has a branching fraction of 23.1%. The typical signatuis an isolated
lepton, a hadronic and a transverse missing energy coming from the neutrinos.

5.2.2 Background processes

The hadronic reconstruction and identi cation is more di cult than in the case
of leptong. Moreover, a quark or gluon jet might be easily misidenti ed as a
hadronic . Most of the background processes can be characterised by aetr
lepton and a jet faking the candidate.

The dominant background processes in the |, channel are:

Multijets The multijet background with its large production cross section
has to be carefully taken under control. The candidate is typically a
misidenti ed jet in these processes. The lepton candidate can be lesr

genuine (e.g. leptons from heavy- avour decays) or a jet misiderdd as

a lepton (so-called fake lepton). The lepton candidate is situated iice a

jet in most cases and therefore isolation criteria can be used to tex the
multijet background signi cantly.

W+jets The W boson production is often accompanied with a jet which
might be misidenti ed as a hadronic . Two di erent W decays can con-
tribute to the background events:W ! ~ - and W ! I "+3 . In
most cases the lepton is a real lepton from thé/ boson decay, while the
candidate is a jet misidenti ed as a hadronic . The W +jets event topology
is di erent from the signal and the angular correlations between #missing
transverse energy, the lepton and the candidate can be used to distinguish
the signal from theW +jets background.

The W +jets background is divided intoW ! e and W ! events in
tables and gures for the ¢ ;, channel in this chapter.

2Lepton, denoted as’, stands for an electron or a muon only in the following.
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Z +jets Another important electroweak background comes from the degs
of the Z boson to leptons Z ! ), possibly accompanied with one or more
jets. Typically, one lepton from theZ boson decay is correctly measured
and identied. The fake hadronic might come either from the second
lepton or from the jet in the event. A veto against events with two bmore
leptons are applied to suppress the =Z! * background.

The so-calledZ +jets background is denoted as =Z ! eein tables and
gures for the . , channel in this chapter.

tt The contribution of the top background ¢t ! WWDb is rather small
compared to the other background sources and no special cutatst this
background is applied.

Dibosons The cross section of the dibosons productioM(W, ZZ,WZ) is
very small and the contribution from this background is not very sigi cant
in the Z ! analysis. Nevertheless, it is taken into account.

5.2.3 Data and Monte Carlo samples
Data collection

The data samples used for the analysis were collected during 2011adtaking
period. Only a good collision data a)tbs§ = 7 TeV with stable beam conditions
are used. The good quality requirement selects only luminosity blockeom all
data for which no serious defects in the various subsystems ar@aoged. These
quality criteria are analysis dependent, for various analysis di erérsubsystems
and physical objects are of the main interest and therefore di ent data quality
requirements (so-called Good Run Lists) are relevant.

Only data collected during a rst part of 2011 data taking period areanal-
ysed. The main reason why only a part of the data collected during 20 is used
is the trigger stability. The combined electron and tau trigger is utilisd in the

e h analysis and the isolated muon trigger in the other two channels (memde-
tails about the trigger selection are given in Section 5.3.1). The regament of
the stable setup of these triggers restricted our selection of @asamples to the
integrated luminosity of 1.34fblinthe ., and 1.55fbtinthe | and .
after the data quality checks.

Monte Carlo samples

The Monte Carlo samples for the signal and background used in thenady-
sis are generated at s = 7 TeV and are passed through the full detector
simulation based on the Geant4 simulation programme [17]. The electreak
decays ofW and =Z, for both signal and background, are generated using
the Alpgen [27] generator, interfaced to HERWIG [28] and JIMMY [2P with
CTEQG6L1 [30] parton distribution function (PDF) and are normalisedto NNLO
cross sections [31, 32, 33]. MC@NLO generator [34] is used forttheackground
and HERWIG generator for diboson samples. The leptons' decays are per-
formed with TAUOLA [35] where the spin correlations are correctly mdelled.
All generators are interfaced to PHOTOS [36] where the e ect ohe nal state

QED radiation is simulated.
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Pile-up in data and in Monte Carlo

Data samples collected during 2011 su er from relatively high pile-upoatribu-
tion. The average number of minimum bias collisions per event is appimately
6 in the analysed period of 2011 [22]. Due to the small separation beem in-
dividual proton bunches at the LHC (50 ns in the analysed data), to di erent
pile-up features are observed: Out-of-time pile-up (in uence fro interactions
from previous bunch crossings) and in-time pile-up (interactionsdm the same
bunch crossing). More details about the pile-up, with the emphasisidhe pile-up
contribution in the hadronic calorimeter TileCal, can be found in Sectio 3.3.

The pile-up contribution is also simulated in the Monte Carlo samples whe
the appropriate number of minimum bias collisions is added on top of th&m-
ulated hard-scattering process during the digitisation procedureHowever, the
Monte Carlo samples used have been generated before the condgiof 2011 da-
ta taking were known. That is the reason why the simulated pile-up calitions
are di erent from the real data conditions as shown in Figure 5.1. Térefore the
simulated events are re-weighted in a way that the average numbafinteractions
per bunch crossing agrees with data after the re-weighting pratee.
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Figure 5.1: Comparison between average number of pile-up collisionglata and
signal Monte Carlo before the pile-up re-weighting is applied on the sitated
sample in the ¢ ;, channel.

5.3 Object and event selection

The object and event selection with the emphasis on the ,, channel is sum-
marised below. The | and . selection is mentioned only brie y and more
details can be found in Ref. [3].

5.3.1 Event preselection
Event cleaning

Good collision events are selected by requiring at least one primaryrtéx with
four or more associated tracks. Moreover, the event is rejedtd there might be a
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jet or a candidate caused by cosmic-ray events or by known noise e ectstie

calorimeter. Furthermore, the LAr calorimeter experienced hawglare problems
during the 2011 data taking period which has resulted in an acceptamhole in the
calorimeter. The reconstructed objects (jets, hadronic or electrons) are rejected
if they are localised in the region of the readout problems in the eleotmagnetic
calorimeter. The acceptance hole is not simulated in the Monte Carlamsples,
but a correction accounting for this acceptance loss is applied todtsimulated
samples.

Trigger requirement

Triggers with lowest possible threshold which remains unprescaled rihg the
considered data taking period in 2011 are used in the! analysis.

Single muon triggers are used in the , and  channels. The triggers
EF_mulb5iand EF_mul5i_mediumsearch for a muon candidate with transverse
momentum higher than 15 GeV and a requirement of a loose muon isadat is
applied at the event lter (EF) level.

The combined electron and hadronic tau triggefF_taul6 loose _el5 medium
is used in the ¢ ,, analysis. The combined trigger requires an electron candidate
with E; > 15 GeV together with a candidate with E; > 16 GeV, both passing
speci c identi cation criteria.

Due to the changes in the trigger setup during the 2011 data takingeriod,
di erent trigger hypothesis for the hadronic part of the trigger is available in
the Monte Carlo and in the data samples. On top of that, it was not pssible to
emulate the trigger decision with the Monte Carlo samples being used. There-
fore the trigger decision of the combined trigger is considered only the data
samples and a special treatment of the trigger is used in the Monteaflo samples.
Only the electron trigger EF_el5 mediundecision is taken into account in the
simulated samples and the e ciency of the trigger part (EF_taul6 _loose) is
used as an event weight instead of the trigger decision. Thetrigger e ciencies
have been measured in bins of the candidate E+ by means of theZ ! tag
and probe method. This treatment does not described all featwsef the trigger
selection, but it is applicable for the cross section measurement.

5.3.2 Object preselection and selection

Several o ine reconstructed objects (electrons, muons, candidates, jets, missing
transverse energy) enter the analysis. The object selection isngoin several
steps: First, looser selection criteria are required for the eventgselection. The
preselected objects are used for the removal of the overlappioigjects (so-called
overlap removal) and also in the dilepton veto against th& ! * background.
Tighter selection cuts are applied on the leptons and the hadronicin the next

step. Finally, isolation of the lepton candidates is required. The leadjnisolated

lepton passing the tight selection cuts and the selected candidate are used
further in the analysis for calculation of derived quantities that areused for
reduction of the background contamination (Section 5.3.3).
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Electrons

The electrons play an important role in the . , and ¢ channels as a real
electron is present in both nal states. Strict identi cation criteria are applied
on the reconstructed electron to select a clean sample of elecson

Details about the electron reconstruction and identi cation can bdound in
Ref. [24]. The electron reconstruction algorithm (described in Séah 4.1.1)
looks for a cluster in the electromagnetic calorimeter with an assotaa track
in the inner detector. Afterwards, electron identi cation criteria (discussed in
Section 4.1.2) are applied on the reconstructed electrons in order énhance the
purity of the selected electron sample.

Preselection Electrons passing so-called medium identi cation criteria with
transverse energyer > 15 GeV within the pseudorapidity rangej j < 2:47 ex-
cluding the transition region between the barrel and end-cap calareters (137 <
j ] < 1:52) are preselected. The quality of the electron candidates is cked and
only "good" electrons are accepted.

Selection A higher transverse energy cut and stricter electron identi catio
are required for the selected electrons. The transverse enethyeshold is raised
to 17 GeV to avoid the region close to the electron trigger threshold5 GeV
at EF) which is dicult to model well in the Monte Carlo simulations. Only
electrons passing the highest level of the electron identi cation iteria, so-called
tight identi cation cuts, are accepted.

Muons

The preselected muons are important for removing candidates that might be
reconstructed from real muons. The selected muons are not dse the .
channel, but they are used inthe  and ¢ channels and mentioned here for
completeness. More details about the muons reconstruction in ARS can be
found in Ref. [37].

Preselection Muons with transverse momentunpr > 6 GeV in the pseudo-
rapidity region j j < 2:7 are preselected if they pass "loose" identi cation. These
muons include muons reconstructed as a combination of the measments in the
inner detector and the muon spectrometer as well as stand-alormions recon-
structed in the muon chambers only. The loose selection is importafir the
removal of hadronic candidates overlapping with muons.

Selection Only muons that are built as a combination of the inner detector
and the muon spectrometer measurements are accepted in théesgon. The
transverse momentum cut is raised to 17 GeV and the pseudorapiditange is
reduced to < 2:4 corresponding to the trigger acceptance. In order to remove
muons not originating in the collision, the longitudinal impact parameteis re-
quired to be less than 10 mm with respect to the primary vertex. A maber of
track quality cuts (based on the number of hits in di erent sub-deg¢ctors of the in-
ner detector) are applied on the muon candidate track to reducéé¢ contribution
of fake muons.
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Jets

The reconstructed jets are used as the seeds for the hadroniceconstruction.
The jets are reconstructed with an antik; algorithm [38] with a distance parame-
ter R = 0:4 with three-dimensional topological clusters built from the calorinter
cells.

Jets also enter the event cleaning procedure in the ;, channel where jets with
transverse energy larger than 20 GeV within the pseudorapidity ngej j < 4:5
are used.

Hadronic candidates

Selecting a clean sample of hadronic is crucial for the - ,, channels. Strict
identi cation criteria are applied to reduce the multijet backgroundwhere a jet
might be misidenti ed as a candidate. In addition, a veto against electrons that
might also be faking the hadronic is considered. Details about the hadronic
reconstruction and identi cation in ATLAS can be found in Ref. [39].

Calorimeter jets, reconstructed as described above, with traverse momen-
tum pr > 10 GeV form seeds for the hadronic reconstruction. Inner detector
tracks with pr > 1 GeV passing dedicated track quality cuts are associated to the

candidates. The identi cation variables based on the tracking andatorimeter

information are derived (e.g. invariant mass of the associated ties; E+ over pr
of the leading track, fraction ofEt within R < 0:1 of the candidate, fraction
of E; of the candidate in the EM calorimeter) and used to distinguish between
a jet, resp. an electron and a candidate.

Preselection The candidate is required to be in the pseudorapidity range
j ] < 2:47 excluding the crack region (B7< j j < 1:52). The minimal transverse
momentum cut is set to 20 GeV, resp. 25 GeV in the , resp. ¢ n channel.
The higher threshold in the ¢ ;, channel is necessary to avoid the region on the
turn-on curve of the tau trigger e ciency. In addition, the candidates with a
leading track within j j < 0:03 are excluded due to a high fake rate from electrons
in this region caused by the gap in calorimeter acceptance and thelueed TRT
coverage around j =0. No identi cation is performed at the preselection step.

Selection The identi cation requirements on the candidate are applied dur-
ing the object selection. The separation between the jet and thecandidate is
done with a Boosted Decision Tree (BDT) method described in Ref. [39The
BDT is trained to de ne three di erent working points (loose, mediumand tight)
with increasing background rejection and decreasing signal e ciey. In order
to have a at signal e ciency, the cut on the resulting BDT score deends on
the candidate's transverse energy. The signal e ciency for the BDT ®dium
selection, which is found to be optimal for theZ ! analysis, is approximate-
ly 45%. Not only jets can fake hadronic leptons, but also electrons can form
a fake candidate. A cut-based electron veto [39] with the strongest estion,
so-called tight veto, is applied to select a sample of goodcandidates.

Missing transverse energy

A non-zero missing transverse energ¥{"ss) coming from the neutrinos in the
lepton decays is characteristic for the signal events. Howeveq direct cut on the
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missing transverse energy is applied, but the missing energy is usethi@ derived
variables to suppress th&V +jets background as described in Section 5.3.3.

The reconstruction of the missing transverse energy starts frothe energy
deposits in the calorimeter clusters and the reconstructed muomacks and the
correction accounting for the muons' energy lost in the calorimatgis considered
as described in Section 4.3.2.

Overlap removal

Multiple candidates (electrons, muons, candidates or jets) might be recon-
structed from the same localised response in the ATLAS detectoAn unique
hypothesis for each object is required in th& ! analysis. Therefore an
overlap removal procedure is performed.

Since muons and electrons are selected with a higher purity than hadic
leptons, any preselected candidate is removed from the consideration if it lies
within R < 0:4 from any preselected lepton. Th& ! °° background with
one lepton being mismeasured as a hadroniccandidate is suppressed by this
requirement.

In the next step, the muon objects are considered being more puthan elec-
trons and they are taken with higher priority. Accordingly, an eleaton candidate
is removed if it overlaps with a muon within R < 0:2.

Lepton isolation

The leptons from theZ ! decay are preferably isolated. On the contrary, the
electrons and muons observed in the multijet events (e.g. muonsnuag from
B -hadron decays) do not tend to be isolated. Consequently, reguig an isolated
lepton is an e cient way to reduce the huge multijet background.

Two kinds of isolation criteria are used in the analysis, the track andhe
calorimeter isolation. Although they are both de ned in Section 4.5, &hort
reminder is added also here: The track isolation variable is calculated a scalar
sum of the transverse momentum of charged patrticles' tracks incmne of radius

R =0:4inthe space excluding the track belonging to the lepton candidate
itself (denoted aspyCone40). The calorimeter isolation is de ned in a similar
way, the transverse energy in the electromagnetic calorimeter in given cone
is summed up excluding the calorimeter deposits associated to thettap itself
(denoted asEtCone40 for radius R = 0:4). To minimise the dependence of
the isolation variables on the lepton's momentum, the relative isolatio(isolation
variable divided by the transverse momentum, resp. energy of threuon, resp.
electron candidate) is used. Moreover, the calorimeter isolationrfthe electrons
was found to be dependent on pile-up. Therefore a special cotrec is applied
to make the isolation variable more robust against the pile-up.

The isolation cuts are optimised to reduce the large multijet backgumd while
not rejecting too large fraction of signal events. The cut values@determined by
studying the signal and background e ciencies. The signal e cieng is estimated
from the Monte Carlo simulations whereas the multijet backgroundantribution
is studied in data. A multijet-rich sample is constructed by requiring he select-
ed electron and the selected tau candidate to have charges of twme sign to
enhance the multijet fraction. Contributions of electroweak baakounds W, Z)
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and tt are subtracted from the measurements in data to extract the nijet e -
ciency. The distribution of the electron calorimetric and track isoldabn for signal
and background events are shown in Figure 5.2.

The following isolation cuts are applied on the selected electrons andioms:

Electrons: pr Cone4®&Er < 0:06 andErCone4&Er < 0:1
Muons: prConed@pr < 0:03 andE+Cone3@pr < 0:04

The stricter isolation criteria for muons are motivated by the usagef the
isolation already at the trigger level. The oine selection has to be tigter to
enable the multijet background estimation as described in Section 534
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Figure 5.2: Comparison between electron isolation variables in datacam Monte
Carlo simulations after selection of an electron and a candidate with opposite
charges in the ¢  channel. Most signal events are found in the rst bin of the
track isolation (left hand side plot) corresponding to events with nadditional
track in the cone with R = 0:4. The rest of the signal events falls in the few
nearby bins.

Lepton's e ciency correction factors

The lepton's reconstruction, identi cation and trigger e ciencies, as well as e -
ciencies of the isolation criteria applied on the selected lepton havedmemeasured
by means of the tag and probe method in both data and in Monte Carlsim-
ulations as described in Section 4.2. The details about the measurernef the
electron reconstruction e ciency can be found in Ref. [24], whersathe other
measurements of the electron e ciency are discussed in Chapter(identi cation
e ciency in Section 4.3, single electron trigger e ciency in Section 4.4 ad iso-
lation cuts e ciency in Section 4.5). The individual correction factos (so-called
scale factors), ratios between e ciency measured in data and in Nie Carlo,
have been derived and they are applied as an event weights in the siations to
obtain a good agreement between simulated and real data samples.

5.3.3 Event selection in the * h channel

The selection of the candidate and the isolated lepton is the rst step in the
event selection. The kinematic distributions (transverse energynd pseudorapid-
ity) of the selected candidates and the isolated lepton are shown in Figure 5.3.
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The lepton and the hadronic are required to have opposite sign charges in order
to be able to estimate the multijet background contribution. The e@mation of

di erent backgrounds is described in Section 5.4. The largest backgnd contri-
bution comes fromW +jets events, followed byZ +jets and multijet background

at this step of the cut ow selection. Further event selection critea are motivated
by the suppression of the electroweak and multijet backgrounds aescribed in
this section.
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Figure 5.3: The distribution of E;r and of the selected and isolated electron

(upper row) and the selected candidate (lower row) after the object selection

step with an additional requirement of the opposite charges of tHepton and the
candidate in the . , channel.

Opposite sign requirement

Signal events can be characterised by opposite charges of thedapand the
candidate. The candidate charge Q ), which is reconstructed as the sum of
charges of the associated tracks, is required to be of the oppestgn with respect
to the charge of the lepton Q-): Q- Q < 0.

Multijet background events where a jet fakes the hadronic do not prefer the
opposite sign of the lepton and candidate charges. The opposite sign cut is
used to reduce further this background contamination.

Dilepton veto

The Zz I " +jets background with a jet misidentied as a candidate is sup-
pressed by removing events where a second lepton is found. Thesalected
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leptons are used to enhance the power of the dilepton veto.

Not only events with two or more same avor leptons are vetoed, liuhe
event is also not considered if an electron and a muon occur in oneraverThis
requirement reduces the contribution ofZ ! I e +4 decay which is
analysed as a separate channel.

The number of preselected leptons is shown in Figure 5.4. The evenvétoed
if more than one preselected lepton (electron or muon) is reconstted.
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Figure 5.4: Number of preselected leptons for events passing alémvselection
cuts except the dilepton veto in the ¢ , channel.

Cuts against W +jets background

~

The W +jets background can contribute in two W decay modes:W ! - and
W ! ' " +3 . In most cases the jet is badly identi ed as the candidate
and the lepton is a real lepton from theW decay. Due to the fact that the
W +jets background has a di erent topology thanZ ! signal, the W +jets
can be suppressed to a large extent.

The Z boson mass is much larger than the lepton's mass and thus the

leptons are boosted with their decay products being collimated alortge
lepton direction. The missing transverse energy in thg ! decays is formed
by the neutrinos' energy. In most cases th& boson is born with low transverse
momentum and therefore the leptons tend to be produced back-to-back in the
transverse plane. If theZ boson has a larger transverse momentum, then the
EMss vector is located within the angle formed by the visibleZ boson decay
products. On the contrary, the decay products fromNV | ~ -+jets event (the
electron, the jet misidenti ed as the hadronic and the neutrino) are distributed
in a way to build a pr balance in the transverse plane. That is the reason
why the missing transverse energy points outside the angle betwethe fake
candidate and the lepton in most cases. Similar angular correlationsaur in the
w ! I " +3 +ets events.

Two variables are built in order to reduce theV +jets background. The rst
one is de ned as follows

X _ .
cos =cos( () (Ef¥))+cos( (n) (EF™): (5.1)
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The distribution of this variable is shown on the left hand side in Figure .5.
Most of the signal events are localised in the peak around zero whiabrresponds
to the case where the decay products are produced back-toeb@ the transverse
plane. In addition, the Z ! events have a tail into positive cos  values
which are characterised by théEMsS vector pointing inside the angle between the

candidéte and the lepton. On the other hand, th&V +jets events tend to the
negative cos valugs corresponding to thd& " vector pointing outside this
angle. The events with cos >  0:15 are considered for further analysis.

The second variable used against th&/+jets background is the transverse

mass of the lepton and missing transverse energy as de ned in Etaa (4.2).
The transverse mass distribution for the signal and backgroundents is shown in
Figure 5.5, left. TheZ ! tends to the low values of the transverse mass. On
the contrary, the transverse mass distribution prefers largemlues in theW +jets
events. The events are accepted only iifir < 50 GeV is ful lled.
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Figure 5.5: Variables used fow +jets background suppression in the, , channel.
The plots are shown for events passing all event selection cuts epcthe two
W +jets cuts.

Further requirements on the hadronic candidate

More requirements on the candidates are applied during the event selection to
further reduce fake candidates coming from badly identi ed QCD jets.

The candidates are required to have exactly one or three associatedcks
measured in the inner detector. The distribution of the number of candidates'
tracks is shown in Figure 5.6. A small amount of signal events falls ineR2-track
bin. Approximately half of these are 3-prong leptons with one of the tracks not
reconstructed, while the rest are 1-prong leptons with an additional close-by
track.

Moreover, the lepton charge is required to be 1 where the charge is calcu-
lated as the sum of charges of the associated tracks.

Visible mass window

In order to increase the purity of theZ ! signal events and minimise the
contamination from the Z ! * events, a cut on the so-called visible mass of
the candidate and the lepton is applied. The visible mass is de ned as the
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Figure 5.6: Number of tracks associated to the candidate for events passing all
event selection cuts except hadronic candidate's cleaning cuts in the , chan-
nel.

invariant mass of the lepton and the hadronic candidate (the neutrinos are not
considered in the calculation)

p
Mis = 2pr(7) pr(n) [cosh( ()  (n) cos(() (al: (52

RN

The distribution of the visible mass is shown in Figure 5.7. While th& !
events are expected to have a maximum in the region afj,, 90 GeV, the
Z! signal tends to lowerm,;s values with a peak around 60 GeV due to the
missing energy of the neutrinos in the decay.

The selected events are required to be within the visible mass window 3
75 GeV.
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Figure 5.7: Visible mass distribution for events passing all event seiea cuts
except the cut on the visible mass itself in the , channel.

Summary of the selection cuts

The basic event selection cuts together with the event yields for &g signal
Monte Carlo and the main background processes can be found Tabléd for the
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e h channel. The largest background after the full selection come®ifin multijets.
The way how di erent backgrounds are estimated is described in Sem 5.4.

A number kinematic variables are shown for events passing all evesglec-
tion cuts in Figures 5.8 and 5.9. Namely, the selectedcandidate's and lepton's
transverse energy and pseudorapidity, the missing transverseeegy and the ab-
solute value of  between the candidate and the lepton. An overall acceptable
agreement between data and Monte Carlo prediction can be obseav

Data 2011 z= ! W'l e W!
Object selection 15200 123 3393 33 4660 57 291 12
Opposite sign 8675 93 3087 32 2158 39 127 7
Dilepton veto 8441 92 3067 31 2149 39 127 7
W cuts 4649 68 2570 28 210 12 50 4
Nacks( n) =1 or 3 4358 66 2456 28 180 11 41 4
jcharge(n)j =1 4351 66 2453 28 179 11 41 4
mys =35 75 GeV| 2600 51 2029 25 45 5 18 2

Z= | ee it Dibosons  Multijets
Object selection 2362 28 534 4 174 5
Opposite sign 1575 24 340 3 103 4 1156 60
Dilepton veto 1450 24 271 3 97 4 1154 58
W cuts 900 19 50 1 18 2 726 36
Ngacks( h) =1 or 3 879 19 54 1 16 1 593 33
jcharge(n)) =1 878 19 53 1 16 1 584 32
myis =35 75 GeV 64 4 17 1 6 1 300 21

Table 5.1: Cut ow table for data, signal and background events inhte  ,, chan-
nel. The statistical uncertainties are given in the table. The way howhe back-
ground contribution is estimated is described in Section 5.4.

5.4 Background estimation

The diboson andtt backgrounds contribution is very small after all selection cuts
are applied. The event yields from these backgrounds are entirelstienated from
the Monte Carlo simulations. The individual Monte Carlo samples are mmalised
to the required integrated luminosity (L) using the theoretical cross sections {
where the number of eventsN) is given by N = L

Di erences between the Monte Carlo predictions and collision data we ob-
served in processes with a jet being misidentied as a candidate. Conse-
quently W+jets and Z+jets contributions cannot be taken directly from the
Monte Carlo simulations, but a normalisation factor is to be derived &m data
in W boson, resp.Z boson rich control region. The procedure is described in
Sections 5.4.1, 5.4.2.

Due to the fact that the multijet background cross section is seval orders of
magnitude higher than the electroweak processes, the statistiagailable in the
Monte Carlo simulations is not su cient to provide reliable predictions. More-
over, the jet- fake rate e ciency in Monte Carlo simulations di ers from the
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Figure 5.8: The distribution of Er and of the isolated electron (upper row)
and selected candidate (lower row) after all selection cuts are applied in the
e h channel.
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Figure 5.9: The distribution of EI"'sS and the absolute value of  between the
candidate and the lepton after all selection cuts are applied in the , channel.

measurements in data. The estimation of the multijet background idone com-
pletely by data-driven method as described in Section 5.4.3.

5.4.1 WH+jets background normalisation

It has been observed that the number oW +jets background events agree rea-
sonably well in data and in Monte Carlo simulations before the hadronic iden-
ti cation is applied. However, after requiring the candidate to pass the iden-
ti cation criteria, the event yield predicted by Monte Carlo is higher than the
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actual number of W +jets events measured in data. In other words, the Monte
Carlo overestimates the number of QCD jets being misidenti ed as acandidate
after the identi cation criteria are applied.

The comparison between data and Monte Carlo simulations is perfoea in a
W -enriched control region. This region is de ned as follows: The sefed candi-
date and the isolated lepton are required, the dilepton veto is applieahd further
requirements on the candidate (number of associated tracrgs, unit charge) are
considered, but bothW boson suppression cuts are inverted (cos <  0:15
and my > 50 GeV). The di erence between the number ofV events in data and
predicted in Monte Carlo simulations in theW control region is shown on the
left hand side in Figure 5.10.

The Monte Carlo predictions for bothw! ~ and W ! event yields are
scaled by a normalisation factoky, . The factor ky, is de ned as a ratio of events
measured in data in theW control region subtracting the small contamination
from other backgrounds Z ! ", tt and dibosons) and the number ofV events
predicted in the Monte Carlo simulations. The contribution of thez ! ™,
tt and diboson backgrounds in theN control region is taken from the Monte
Carlo simulations.

NS 1k NWOR = NWER NJCR NWOR NJeR - (53)

The measurement of theky, factor is provided for two di erent cases deter-
mined by the charge product of the candidate and the lepton. The motivation
for that is that the  misidenti cation rate is di erent for jets coming from a
qguark or a gluon hadronization and thus a di erent value of the norralisation
factor is expected. TheW +quark process prefers opposite sign charges, while
there is no such expectation in theV +gluon process. The measurement for the
same sign case is necessary for the multijet background estimatias discussed
in Section 5.4.3.

The measuredk,, factor with its statistical uncertainty in the  , channel is

Opposite sign caseky =0:44 0:02 (stat.)

Same sign case: ky =0:56 0:04 (stat.)

5.4.2 Z+jets background normalisation

The Z background contributes in two di erent ways depending whether &epton
or a jet is misidenti ed as a candidate. Since the probability for an electron to
be misidenti ed as a hadronic is higher than for a muon, events with one of the
leptons misidenti ed as a candidate are more frequent in the. , channel than
inthe | channel. Scale factors derived froma ! eetag and probe study [39]
are used to correct the electron misidenti cation probability in the Monte Carlo
simulations in the ¢ , channel.

The second case where the jet is misidenti ed as the hadronicsu ers from
a similar normalisation problem as described for th&V+jets background. A
normalisation factor kz is found in the Z-enriched control region. The events
in the Z control region are de ned by a requirement of two reconstructesame-
avor leptons with the invariant mass in the region close to the nominaZ boson
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Figure 5.10: Transverse momentum distribution of the candidate in theW con-

trol region on the left andZ control region on the right in the . ,, channel. The
Monte Carlo simulations overestimate the event yield compared to ¢hmeasure-
ments in data and a normalisation factor is to be applied on the Monte &lo

predictions. The signal Z ! ) contamination in the W and Z control regions
is found to be negligible.

mass (66< m- < 116 GeV) along with the selected candidate. TheZ control
region is very pure as can be seen on the right hand side in Figure 5.1@ ao
background subtraction is necessary.

The kz factor is applied toZ ! = Monte Carlo simulations only in events
where a jet is misidenti ed as a hadronic , i.e. the hadronic is not matched to
a lepton at the truth level. The measured, factor with its statistical uncertainty
in the . ,, channel is

kz =0:39 0:05 (stat.)

5.4.3 Multijet background

The multijet background is suppressed to a large extent during thevent selec-
tion, but it remains the dominant background in the -  channel. The so-called
ABCD method is used to estimate the number of multijet background at derent
steps of the event selection. Four statistically independent regismwith di erent
requirements on the lepton isolation (passing or failing the isolation iteria) and
on the charge product of the candidate and the lepton (opposite or same sign)
are de ned. The opposite sign to same sign ratidRpsss), Which is assumed to
be independent on the lepton isolation, is evaluated in the QCD-rich geons with
non-isolated leptons. Then the number of multijet events in the sig region
is extrapolated from the region with isolated lepton and same sign ngigement
using the Rosss ratio.

In more details, the regions are de ned as follow:

RegionA: the signal region with the isolated lepton and the opposite sign
requirement.

RegionB: the control region with the isolated lepton and the same sign
requirement.
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RegionC: the control region with the non-isolated lepton and the opposite
sign requirement.

Region D: the control region with the non-isolated lepton and the same
sign requirement.

The number of multijet events in the control regionsB; C;D is evaluated
after the subtraction of the electroweak andt processes which is estimated from
the Monte Carlo simulations ky, resp. kz factor is applied to W boson, resp.
Z! * background)

Nli\/IuItijet = N(ijata NiZ! I\IiZ! A N\iN! ) I\I\iN! Ntit N(ijiboson (5'4)

wherei = B;C;D.

Regions B C D
Data 353 2626 2403
=Z! 19 71 4
=Z! = 29 3 -

wt ° 15 2 -
w! 5 1 -
tt 2 3 1
Diboson 1 - -
Multijet 282 2546 2397

Table 5.2: Number of events in regionB, C, D used for the multijet background
estimation in the . , channel.

The opposite sign to same sign ratioRpsss) IS evaluated as a ratio of the
number of multijet events in regionsC and D (Rosss = NGyier =Niuiijer )- The
regionsC and D are very pure in multijet events as can be seen in Table 5.2.
The multijet background estimation in the signal region is calculated sing this
equation

C

A Multijet B _ B .

NMuttjet = NP Nmutier = RosssNmujer (5.5)
Multijet

The measuredRosss ratio with its statistical uncertainty in the . , channel

IS
Rosss=1:06 0:03 (Stat.)

The ratio is close to unity as expected.

5.4.4 Expected number of signal and background events

The expected number of signal and background events in thg ;, channel corre-
sponding to the integrated luminosity of 1.34 fb! are summarised in Table 5.3.
The estimated number of events for di erent background process are derived
as described in this section. Furthermore, the total number of da after the full
selection procedureN,s) and the expected number of signal events based on the
Monte Carlo simulations are given.
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Number of events in 1.34 fb?
=Z! 64 4
wi!i ° 45 5
W ! 18 2
tt 17 1
Diboson 6 1
Multijet 300 21
Total background 449 22
=Z! 2029 25
N obs 2600

Table 5.3: Expected number of events for the signal and backgrali processes
and the number of events observed in dataN(ps) in the ¢ channel. The
uncertainties are the statistical uncertainties only.

5.5 Methodology for cross section calculation

The cross section (Z ! ) within the invariant mass window from 66 to
116 GeV is measured in each nal state {,, 1 and ) separately. The
measurement is performed as described in Ref. [2], using the formula

Nobs kag
Z! BR= ———= 5.6
CAN o (5.6)

where

BR is the branching ratio for the considered nal state, e.g.BR( !
e; ! y)inthe ¢ channel.

Nobs is the number of observed events in data.

Npkg is the number of estimated background events. The way how the
number of the background events is extracted is described in Sect 5.4
and the number of background events are summarised in Table 5.3 tbe

e h Channel.

Az is the kinematic and geometric acceptance for the signal procesmre
details are given below.

C; is the correction factor which accounts for the e ciency of triggeng,
reconstructing and identifying decays within the geometrical acp&nce.
More details can be found below.

L denotes the integrated luminosity.

So-called ducial regions are used in the de nition of the acceptancfactor
Az and the correction factorC;. The ducial region is de ned in this way in the
e h channel

Electron: E1 > 17 GeV,j j < 2147, excluding 137< j j< 1:52

Tau: Et > 25 GeV,j | < 2:47, excluding 137< | j < 1.52
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Event: cos >  0:15, my < 50 GeV, 35 GeV\< m is < 75 GeV

The acceptance factoA; is determined from the generator level Monte Carlo
as a ratio of a number of events at the generator level falling into ¢h ducial
region and a number of signal events at the generator level withegh invariant
mass, before the nal state radiation (FSR), in the 66 Ge\k mj,, < 116 GeV
mass window. TheA; factor by construction includes a correction for events
migrating from outside the invariant mass window into the ducial regon. The
central value for the A; factor was calculated using Pythia [23] Monte Carlo
generator with the modi ed LO parton distribution function MRSTLO * [40].2
The Monte Carlo sample contains also low mass =Z events (the lower bound
on the invariant mass is 10 GeV) which might migrate within the ducial egion.
The obtained central value in the . ,, nal state is mentioned in Table 5.4.

The correction factorC; is de ned as a ratio of a number of signal events after
the full detector simulation which pass all the analysis cuts with all th correction
factors (e.g. electron scale factors) applied and a number of eteem the ducial
region at the generator level (i.e. the denominator of th€; factor is de ned
in the same way as theA; numerator). The C; factor includes a correction for
migration from outside of the acceptance range by constructionfThe C, factor
is calculated using the Alpgen generator with CTEQ6L1 [30] parton disbution
function.* The derived value is quoted in Table 5.4.

e h
Az 0:0687 0:0002 (stat.)
Cz 0:1009 0:0013 (stat.)

Table 5.4: Central values for theA; acceptance factor and theCz correction
factor in the .  channel.

The cross section (Z ! ) de ned in Equation (5.6) is the total inclusive
cross section. Itis possible to de ne a so-called ducial cross sect 9 (Z ! )
where the knowledge of the acceptance factér; is not required

N obs N bkg .

fid —
Z! BR =
( ) C, L

(5.7)
The advantage of the ducial cross section is that the extrapolan from the
ducial region to the full phase space is not performed. Consequiy it is not
sensitive to the theoretical uncertainties in the extrapolation moel.

3The Alpgen generator with CTEQ6L1 parton distribution function is u sed in the fully
simulated signal samples throughout the whole analysis and also fothe Cz calculation. The
reason why Alpgen is not used also for théAz calculation is a problem with the description of
the Z boson rapidity when using the CTEQ6L1 PDF set. This problem is not expected to a ect
the reconstruction level description of event kinematics, but it caild a ect the extrapolation
to the total cross section. Therefore it was decided to use Pythiavith MRSTLO* for the Ajz
calculation.

4The Alpgen generator is a tree-level matrix element calculator for axed number of par-
tons. It gives a more precise description for processes with high tienultiplicities compared
to generators where the additional jets are produced only duringthe shower evolution (e.g.
Pythia). Furthermore, higher statistics has been available in Alpgensamples than in Pythia.
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5.6 Systematics

Several possible sources of systematic uncertainties that canuence the cross
section calculation, uncertainties on theA, and C, factors as well as on the
background estimation, have been studied. The individual source§systematics

in the ¢ y channel are discussed one by one in this section. Details about the
treatment of systematic uncertainties inthe  and  channels can be found
in Ref. [3].

5.6.1 Uncertainties associated with electrons

The dominant uncertainty connected to the electron's reconstation comes from
the Monte Carlo simulations of the electron trigger, identi cation aml isolation

e ciency. Systematics associated to the electron cleaning and elesn energy
resolution is also evaluated. The uncertainty associated with the eteon energy
scale is treated together with the energy scale and missing transverse energy
uncertainty and is discussed separately in Section 5.6.3.

Electron e ciency

The e ciency of the electron identi cation, trigger® and isolation criteria are
measured by means dV ! e andZ ! eetag and probe methods as described
in Chapter 4. The measurements performed on data are comparedgth the
Monte Carlo predictions and so-called scale factors de ned as ai@bf e ciency
measured in data and in Monte Carlo (jata= mc ) are derived. These scale factors
are used to correct Monte Carlo e ciencies to agree with measuremts on data
samples. The systematics on the scale factors come mainly from tiag and
probe method itself, the derivation of the systematic uncertaint®on each factor
is also discussed in Chapter 4.

The systematic uncertainty arising from the electron e ciency meaurements
is evaluated in a conservative way by treating the uncertainties ofllascale fac-
tors as uncorrelated. The total electron scale factor is de nedsaa product of
the electron reconstruction, identi cation, trigger and isolation sale factors and
its relative uncertainty is evaluated by adding the relative uncertaities of the
individual scale factors in quadrature. The uncertainty related tahe electron
e ciency is calculated by varying the total scale factor by one stadard deviation
up and down. This approach leads to the uncertainty of 4.8% on thewection
factor Cz in the . , channel. The rather high uncertainty is dominated by the
large uncertainty in the identi cation scale factors for electrons wh E+ < 25 GeV
where a signi cant part of the signal events occurs.

Energy resolution

The Monte Carlo simulations do not reproduce the electron energyesolution
as measured in data [24] and a smearing procedure is applied to the dated

5The two components of the combined trigger used in the ¢ 1, channel (electron trigger and
hadronic trigger) are considered uncorrelated to each other and thus thg are measured and
applied separately.
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samples. The electron resolution uncertainty is evaluated and fodrto have a
very small e ect of the order of 0.2% on the correction facto€; .

Electron cleaning

Systematics related to the use of the object quality check on eleans is consid-
ered in the ¢ , channel. The systematics arise from the fact that the object ql:a
ity performed on Monte Carlo simulations is not exactly the same as germed

on the data samples, e.g. the dead regions in the electromagnetidodaneter

are not simulated in Monte Carlo, but a correction on the acceptaecis applied
instead. It is found to be a minor e ect of the order of 0.1% on the ccection

factor C;.

5.6.2 Uncertainties on hadronic candidates

Two main sources of systematic uncertainty comes from hadroniccandidates in
our analysis: the trigger and identi cation e ciency. The uncertainty on the
misidenti cation rate is also evaluated.

Trigger e ciency

The e ciency of the hadronic trigger with respect to the candidates passing
medium BDT identi cation are measured in data by means of theZ ! tag
and probe method. The . ;, channel with a single electron trigger is used for this
study. The e ciency measured in bins ofEt in the data samples are applied on
the Monte Carlo samples as an event weight instead of thetrigger decision as
mentioned in Section 5.3.1.

The uncertainty on the measured tau trigger e ciency comes mainlyfrom
the background subtraction. The trigger weights are varied by one standard
deviation up and down to derive the systematic uncertainty asso¢ed to the
trigger e ciency measurements. This leads to the systematic undainty of 4.5%
on the correction factorC.

Identi cation e ciency

The identi cation e ciency of  candidates has been measured using the tag and
probe methods withZ ! and W ! events in data collected in 2011 [39].
The average uncertainty on the candidates passing medium BDT decision with
E+ > 25 GeV is 5.1% in the signal Monte Carlo.

Misidenti cation rate

A fake candidate can arise from two cases in the , channel, either an electron
or a jet can be misidenti ed as a hadronic .

The probability of an electron to be misidenti ed as a candidate has been
measured in data using th& ! eetag and probe method [39]. Correction factors
dependent on the pseudorapidity were evaluated and applied to tionte Carlo
simulations in events with the candidate matched to the true electron. These
correction factors are varied within their systematic uncertaintig, but the e ect
is found to be negligible in the ¢ ,, channel.
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The second case with a jet being misidenti ed as a hadronicis taken into
account by normalising all important background sources to data ithe specially
de ned control regions as described in Section 5.4. The systematincertainty
related to this e ect is accounted for in the background estimatiorsystematics
as described in Section 5.6.4.

5.6.3 Energy scale uncertainty

The energy scale systematics for electrons,candidates and missing transverse
energy is considered to be correlated. The uncertainty coming fnothe energy
scale is evaluated accordingly by simultaneously shifting each comgohup and
down by one standard deviation.

The energy scale uncertainty is described in details in Ref. [39]. The uncer
tainty is evaluated from the comparison of the candidates' transverse energy
distribution for di erent con gurations of the Monte Carlo simulatio ns, e.g. sim-
ulations with di erent showering models or variations of the amount bthe dead
material in the detector description.

The electron energy scale uncertainty is estimated from the measments of
the Z ! eeevents using the precise knowledge of th& boson mass distribu-
tion [24]. Moreover, the energy response was cross-checked mmteof linearity

using alsoJ= ! eeandW ! e decays in the central region of the detector.
The systematic uncertainties on the missing transverse energyshiaeen stud-
iedinZz! “andW! ° events [41]. According to this study, the uncertainty

on the EIM'ss is evaluated by scaling the energy of all topoclusters in the event up
and down by one standard deviation.

The energy scale systematics is found to be dominant in both ,, nal states.
It is evaluated to be 9.5% on the correction facto€; in the . ,, channel.

5.6.4 Background estimation

The systematic uncertainty associated to the background estirman for the elec-
troweak processesW +jets and Z +jets) and multijet background is described in
this section.

W +jets and Z+jets background

The statistical uncertainties of thek,, and k, factors used to normalise the elec-
troweak Monte Carlo samples to the data, as described in Sectiond .3 and 5.4.2,
are assigned as a systematic uncertainty on th& +jets and Z +jets background
estimation. Furthermore, all sources of systematics on the MamtCarlo simula-
tions described above are applied on th&/ and Z boson Monte Carlo samples
and their e ects are evaluated. However, the deviations are fodrno be within
the statistical uncertainties of the normalisation factors.

As a cross-check, the normalisation factors are evaluated alsangsMonte
Carlo samples produced with the Pythia generator and the numbef @/ +jets and
Z +jets events after the full selection is compared with the resultsfahe default
analysis using the Alpgen generator. The numbers &V and Z background
events are found to be in a good agreement within the statistical oartainties.
This check supports the assumption that the statistical unceriaty covers the
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systematic e ects related to the -jet fake rate in the case ofV +jets and Z +jets
backgrounds.

Multijet background

Di erent sources of systematics enter the total uncertainty orthe multijet back-
ground estimation. First, the assumption thatRpsss ratio, de ned in Equa-
tion (5.5), is independent of the lepton isolation has been checked.hd depen-
dence oRpsss ratio on the track and calorimeter isolation is shown in Figure 5.11.
The maximal deviation from the nominal value of 3% is found in both lein-
hadron nal states. Even though the di erence is compatible with he statistical
uncertainty of the Rpsss factor, it is still conservatively added to the total uncer-
tainty.
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Figure 5.11: The dependence of thRosss ratio on the electron isolation in the
e h channel. The dependence on the track isolation is shown on the leftcathe
calorimeter isolation on the right.

Furthermore, the stability of the Rosss ratio during the event selection is
checked. The maximal di erence from the nominal value of 4% is fodnn the
e h channel and is assigned as a systematic uncertainty. The cut odependence
of Rosss IS shown in Figure 5.12.

o 1.2

3 F ]
& C 1
1.15 =
- | | ]
L T | E
1.05F —
1= . =
F Qdt=134"Ns=7Tev
0.95 —
L -e- Data 2011 N
C | | | | ]

0.9 obj. selection  dilepton veto W cuts t cuts My cut

Figure 5.12: Stability of the Rpsss ratio through the event selection procedure in
the ¢ ,, channel. The last point corresponds to the nominal value ®osss.
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Another contribution to the multijet background estimation systematics might
come from the subtraction of the Monte Carlo simulated events in th control
regionsB, C and D de ned in Section 5.4.3. The cross sections of the simulated
samples are varied up and down by their uncertainties but this e eds found to
be negligible.

All systematic sources mentioned above and the statistical und¢einty of the
Rosss ratio are added in quadrature to obtain the nal systematic unceainty on
the multijet background estimation which leads to 1.3% on the totalross section
in the . ,, channel.

5.6.5 Acceptance factor Az uncertainty

The theoretical uncertainty on the geometric and kinematic accégnce factor
Az comes mainly from the limited knowledge of the proton parton distribiion
functions (PDFs) and the uncertainty in the modelling of theZ boson production
at the LHC.

Three sources of uncertainties has been considered [2, 3]:

Uncertainty due to the choice of the PDF set is evaluated as the miamal
deviation between theA; factor obtained using the default Pythia sample
and the values obtained by re-weighting this sample to the CTEQ®6.6 dn
HERAPDF1.0 [42] PDF sets.

Uncertainty within one PDF set is calculated for the CTEQ6.6 NLO PDF
for which 44 PDF error eigenvectors are available [43]. The systernuat is
obtained by re-weighting the default sample to the relevant CTEQG6.6rror
eigenvectors and is compared to the CTEQ6.6 central value.

Systematic deviation due to the modelling of the parton shower is @stated
using the MC@NLO generator interfaced to HERWIG for parton sheering.

The uncertainties coming from all three sources are added in quatiire and
the total systematic uncertainty of 3.4% is assigned to the accepice factorA;
in the . ,, channel.

5.6.6 Other sources of systematic uncertainty

An uncertainty coming from the background Monte Carlo normalisabn is also
taken into account. Following Ref. [44], the uncertainty of 5% on thelectroweak
background W boson,Z boson and dibosons) NNLO cross sections is considered.
For the tt cross section the uncertainty of +7.0%/-9.6% is assumed based on
Ref. [45].

The Monte Carlo statistical uncertainty which enters theNy4 calculation is
evaluated separately and is found to be 1.4% e ect on the total css section in
the . 1, channel.

The uncertainty on the integrated luminosity is considered to be 3.7%ased
on the ATLAS recommendations [46].

The uncertainty associated to the charge misidenti cation is foundo be neg-
ligible [2].
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5.6.7 Summary of the systematics

Correlations between the electroweakit background uncertainties and multijet
background uncertainty have to be considered in the evaluation tife systematic
uncertainty on the total cross section. The correlation is causday the fact that

the Monte Carlo predictions forW, Z, diboson andtt background are subtracted
in the control regions used for the multijet background estimationTherefore the
uncertainty on the total cross section from a given source of sgmatic uncer-
tainty is obtained by recalculating the cross section using at the santime the
recalculatedC; and (Nops Npkg), shifted as indicated for that uncertainty in the
corresponding tables. Part of the uncertainties may thereforeancel out.

The e ect of the individual systematic sources on the total crossection mea-
surement are presented in Table 5.5. The dominant sources of urtaaties in
the . , are the energy scale, hadronic identi cation e ciency, followed by the
electron e ciency and the trigger e ciency uncertainty.

Uncertainty = (%)
Electron e ciency 5:0
Electron resolution 01
Electron cleaning 0:1
ID e ciency 5:2
e misidenti cation rate 0:2
Energy scale 9:3
Tau trigger e ciency 4:7
W normalization factor 0:04
Z normalization factor 0:05
Multijet estimation 1:3
Background MC normalization 0:2
MC statistics 14
Az uncertainty 34
Total systematic unc. 132
Luminosity uncertainty 3.7
Statistical uncertainty 2:4

Table 5.5: Relative systematic and statistical uncertainties on theotal cross
section in the ¢ ;, channel.

5.7 Final results

As already mentioned, theZ ! cross section in the invariant mass window
66 { 116 GeV has been performed in three channels, (,, hand . ) with
2011 data samples. The measurement in the  has been described in details
in this chapter whereas more details about the other two channelart be found
in Ref. [3]. The measured cross sections, the ducial cross sectamd the total
cross section with their uncertainties, in all three nal states aresummarized
in Table 5.6. The total cross section has been corrected for the! =~ and

I branching ratios according to Ref. [1]: @313 0:0009 in the ¢ y
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channel, 02250 0:0009 in the | channel and 00620 0:0002 in the
channel.

Final State | Fiducial cross section 1 (Z ! ) BR
h 200 O:3(stat) 2:0(syst) 0:7(lumi) pb
e h 159 O0Od4(stat) 2:0(syst) 0:6(lumi) pb
e 47 0:2(stat) 0:4(syst) 0:2(lumi) pb
Final State Total cross section (Z ! )
h 0:91 0:01(stat) 0:09(syst) 0:03(lumi) nb
e h 1:.00 0:02(stat) 0:13(syst) 0:04(lumi) nb
e 0:96 0:03(stat) 0:09(syst) 0:04(lumi) nb
Table 5.6: The ducial and total production cross sections for th& ! process

with the invariant mass between 66 and 116 GeV measured iy, n and
e Channels. The ducial cross sections include also the branching ¢teon of
the to its decay products.

The measured cross sections in the three nal states has beemmbined by
means of the Best Linear Unbiased Estimate (BLUE) [47, 48]. The BLEUmethod
gives the best estimate of the combined cross section by a linear domation of
the individual measurements. A covariance matrix is built from the sttistical and
systematic uncertainties for each individual measurement and tlerrelations of
the uncertainties from each channel are accounted for in the BIEUmethod. The
considered correlations are summarized in Table 5.7. The systematiccertainties
for the same physics objects are considered fully correlated whileete is no
correlation assumed between uncertainties related to di erent gécts.

Uncertainty
Muon e ciency
Electron e ciency
Muon resolution
Electron resolution
Jet resolution

ID e ciency
e misidenti cation rate
Energy scale

trigger e ciency
W normalization factor
Z normalization factor
Multijet estimation
Background MC normalization
MC statistics
Az uncertainty
Luminosity uncertainty

>
>

X X m XX o X m X m X m X a®
><><.-~.><><.—A—..—~..—~.><.—A—.’_Hr-'—~><><><><m

Table 5.7: Assumed correlations between individual channels. Theaantainties
are considered either 100% correlate{ or fully uncorrelated ({).
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Most of the dominant uncertainties are correlated across all theechannels
and they are much larger than any uncorrelated systematics. TH&_UE method
can lead to a combination which is outside the range spanned by the imdual
measurements in case of the large positive correlations [47]. In arde avoid
this behaviour, the largest systematics fully correlated across dhree channels
(energy scale, luminosity and acceptance uncertainties) are exadd from the
BLUE calculation. These uncertainties are not considered for theean value of
the combination, but they are added to the nal uncertainty usingthe standard
error propagation on the linear combination of the individual crossestions with
weights derived by the BLUE method. This approach leads to a relaty larger
total uncertainty on the combination since the three large unceainties has not
been included in the combination.

Following the described procedure, th& ! combined cross section with
the  invariant mass within 66<m < 116 GeV of

(Z! )=0:92 0:02(stat) 0:08(syst) 0:03(lumi) nb (5.8)

is calculated with corresponding weights of 0.758 for ,, -0.130 for ¢ ,, and
0.372 for « . A ?/NDF of 1.24/2 is obtained. The combined cross section
agrees well with the NNLO theoretical expectations of:96 0:05 nb [31, 32, 33].
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Chapter 6

Conclusions

The Monte Carlo simulations of the Tile calorimeter have been descritheespe-
cially the performance of the electronic noise and the pile-up simulatis. The
double gaussian noise shape has been implemented in the simulatiors iateads
to a good agreement of the cell energy spectrum with data. Hovegy the elec-
tronic noise description does not include all features observed intdanamely
correlations between individual channels. The dependence of thisepup contri-

bution on the average number of minimum bias collisions per bunch csisg and
on the bunch separation has been shown. The pile-up contribution évaluat-
ed by means of the cell energy spread in bins pfj and radial sample for the
considered pile-up conditions. The double gaussian parameters asl\as pile-up
constants are inserted in the database and are used to de ne and 4 limits in

the clustering algorithm.

The e ciencies of the electron identi cation, trigger and isolation cus have
been measured by means of th& ! e andZ ! eetag and probe methods.
The scale factors, ratios of the e ciencies measured in data and in dte Carlo
simulations, with their statistical and systematic uncertainties hag been derived
in bins of electron pseudorapidity and transverse energy. Thesacfors have

been used in theZ ! Cross section measurement to correct the Monte Carlo
predictions.
The measurement of theZ ! cross section with the electron and the

hadronic in the nal state, so-called . , channel, has been discussed in de-
tails. Data collected during 2011 data taking period correspondingt1.34 fb !
has been used in the analysis. The methodology of the cross sectiweasure-
ment within the invariant mass range 66 to 116 GeV, the calculation of the
nominal value and the evaluation of the systematic uncertainties kie been de-
scribed. The main sources of the systematic uncertainty in the, , channel
are the energy scale, hadronic identi cation and trigger e ciency and elec-
tron e ciency. The cross section measurement has been perfoeoh also in the

hand o nal states. These measurements are not discussed in detailstbu
they are documented in Ref. [3]. The nal total cross section is deed as a
combination of the individual measurements in theg , hand . channels
by means of the BLUE method. The combined cross section of tlze !
process with the invariant mass between 66 and 116 GeV is evaluated as
0:92 0:02(stat) 0:08(syst) 0:03(lumi) nb which is in a good agreement with
the NNLO theoretical expectations of 6 0:05 nb.
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Appendix A

Single electron trigger scale
factors

The methodology and measurement of single electron trigger e cieres and scale
factors by means of theV ! e tag and probe method is described in details in
Section 4.4. The results, the e ciencies and the scale factors in bild E+ | |,
for the trigger EF_e15_mediutrare summarised in Table A.1.

j j2 (0:0;0:8) 12 (0:8,1:37) jj2 (1:52247)
Et 2 (17;20) GeV | gata 9817 0:21 9672 0:36 9595 0:32
MC 9926 0:18 9945 0:19 9702 0:33

SF 0:9889 0:0027 Q9725 0:0040 Q9890 0:0048
Et 2 (20;30) GeV | gaa 9916 0:03 9860 0:05 9751 0:05
MC 9979 0:.02 9964 0:04 9831 0:06

SF 0:9937 0:0004 Q09896 0:0006 Q09918 0:0008
Er > 30 GeV data 9937 0:.01 9940 0:02 9749 0:03
MC 9971 0:.01 9965 0:02 9854 0:04

SF 0:9965 0:0002 Q9975 0:0003 09894 0:0004

Table A.1: Single electron trigger e ciencies in % for data (yata ) @nd Monte Carlo
simulations ( 4ata) together with scale factors §F) for trigger EF_el1l5 mediunm
bins of E; j j. The data sample corresponds to 2.1 fb. The total uncertainty
(statistical and systematic errors summed in quadrature) is qued.

1The trigger EF_e15_mediursearches for an electron object with transverse energy larger
than 15 GeV at the event lter (EF) level.
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Appendix B

Electron isolation scale factors

The methodology and measurement of electron isolation criteria eiencies and
scale factors by means of thé ! eetag and probe method is described in details
in Section 4.5. The results, the e ciencies and the scale factors in [EfE+ ,
for the electron isolation cuts used in th& ! analysis fpr Coned4GEr < 0:06
and E; Cone4&E; < 0:1) are summarised in Tables B.1 and B.2.
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Er 2 (17;30) E+ 2 (30;40)
2 ( 247 201) | data 688 0.7 758 05
MC 759 05 826 04

SF | 0:907 0:011 0:008 Q917 0:007 0:007
2( 20L 152)| gata 655 07 737 04
MC 704 05 782 03

SF | 0:930 0:011 0:006 Q942 0:007 0:003
2 ( 1.37, 08) data 648 06 742 03
MC 70.8 05 809 02

SF | 0:915 0:010 0:010 Q918 0:005 0:004
2( 08, 01) data 721 04 825 02
MC 774 03 864 02

SF | 0:930 0:007 0:004 Q954 0:003 0:001
2 ( 01,01 data 733 08 838 05
MC 785 06 866 03

SF | 0:934 0:013 0:008 Q968 0:007 0:002
2 (0:1;0:8) data 721 04 830 0:2
MC 774 03 866 0.2

SF | 0932 0:.007 0:006 Q958 0:003 0:002
2 (0:8;1:37) data 642 06 749 03
MC 722 05 813 02

SF | 0889 0010 0:011 Q921 0:.005 0:002
2 (1:52,2:01) data 668 06 749 04
MC 703 05 783 03

SF | 0950 0:012 0:008 Q956 0:007 0:005
2 (2:01;2:47) data 691 07 765 05
MC 76.0 05 828 04

SF | 0909 0011 0:015 Q924 0:.007 0:002

Table B.1: First part (Et < 40 GeV): Electron isolation e ciencies in % for data
( data) @and Monte Carlo simulations (4ata) together with scale factors §F) for
the considered isolation criteria jpr Cone4GEr < 0:06 andE+Cone4G-Er < 0:1)
in bins of E+ The data sample corresponds to 1.3 fb. The statistical
uncertainties are quoted for the e ciencies, while both statistical( rst error)
and systematic uncertainties (second error) are given for theade factors.
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Et 2 (40;50) Er > 50
2 ( 247 201) | gata 831 04 875 07
MC 882 0:3 921 05

SF | 0:942 0:006 0:002 Q951 0:009 0:005
2( 152 201)| gata 839 03 894 05
MC 865 0:3 913 04

SF | 0:970 0:005 0:001 Q979 0:007 0:004
2 ( 1.37, 0:8) data 833 02 897 04
MC 890 02 936 02

SF | 0:936 0:003 0:004 Q958 0:004 0:001
2( 08, 01) data 895 02 943 02
MC 927 01 959 0:2

SF | 0:966 0:002 0:001 Q984 0:003 0:002
2 ( 01,01 data 90:2 03 944 05
MC 931 02 963 03

SF | 0:969 0:004 0:001 Q980 0:006 0:005
2 (0:1;0:8) data 898 02 942 02
MC 927 01 962 01

SF | 0969 0:.002 0:001 Q980 0:003 0:001
2 (0:8;1:37) data 840 03 905 04
MC 888 0:2 940 0:2

SF | 0946 0:.004 0:.001 Q963 0:005 0:006
2 (1:52,2:01) data 840 03 905 05
MC 86:8 0:3 916 04

SF | 0968 0:.005 0:001 Q988 0:007 0:001
2 (2:01; 2:47) data 826 04 885 0.7
MC 887 03 928 05

SF | 0930 0:006 0:004 Q954 0:008 0:006

Table B.2: Second part Er > 40 GeV): Electron isolation e ciencies in % for
data ( gata) @and Monte Carlo simulations (4aa) together with scale factors §F)
for the considered isolation criteria oy Cone4GEr < 0:06 andEtCone4GEr <
. The data sample corresponds to 1.3 fb. The statistical
uncertainties are quoted for the e ciencies, while both statistical rst error) and

0:1) in bins of E1

systematic uncertainties (second error) are given for the scakctors.
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