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Abstract: We propose a CNN-based approach to classify ten genres of ballroom
dances given audio recordings, five latin and five standard, namely Cha Cha Cha,
Jive, Paso Doble, Rumba, Samba, Quickstep, Slow Foxtrot, Slow Waltz, Tango
and Viennese Waltz. We utilize a spectrogram of an audio signal and we treat
it as an image that is an input of the CNN. The classification is performed inde-
pendently by 5-seconds spectrogram segments in sliding window fashion and the
results are then aggregated. The method was tested on following datasets: Pub-
licly available Extended Ballroom dataset collected by Marchand and Peeters,
2016 and two YouTube datasets collected by us, one in studio quality and the
other, more challenging, recorded on mobile phones. The method achieved accu-
racy 93.9%, 96.7% and 89.8% respectively. The method runs in real-time. We
implemented a web application to demonstrate the proposed method.
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1. Introduction
This study presents a method for dance genre classification by convolutional
neural networks (CNN). Dance genre classification is a topic within the research
field music information retrieval (MIR) and it aims to recognize a dance class
(Waltz, Tango Jive, ...) from a given audio recording.

The problem of predicting dance class from audio recordings is interesting
from both theoretical and practical perspectives. The core of the dance recog-
nition problem is to encode low-level information from a raw audio signal and
to produce a semantic high-level information. The process of extracting such
high-level information from music is similar to music perception by humans, and
can be used for applications as music discovery and recommendation. We benefit
from employing the dance music, because a large amount of audio data is publicly
available. Various audio recordings of dance music can be extracted either from
YouTube or from video recordings of dance competitions, that experience increas-
ing popularity. The categorization of such music data is usually within video or
track titles, thus the data can be easily labeled. Moreover, dance recognition
is beneficial for beginners or amateur dancers that have difficulties to recognize
the dance genre from the music. To the best of our knowledge, there is no such
commercial application that would help the dancers to recognize a dance from
music.

Rather than a dance genre classification, many researches focused on a related
problem, music genre recognition, for the past decades. The problem of predicting
a dance class from audio recordings is largely unexplored.

A brief explanation of our technique for dance genre classification will follow.
First, we convert given audio recording to image representation called spectro-
gram. Spectrogram is temporal representation of spectrum of frequencies. The
spectrogram is cut to segments in sliding window fashion, each segment cor-
responding to audio of given length. A convolutional neural network (CNN)
takes each spectrogram segment as an input and outputs the classification re-
sults. CNNs are deep convolutional networks that only consists of convolutional
layers and they do not rely on any fully connected layer. Our model is trained
using a set of 4000+ audio recordings of ballroom music, to predict a correct
dance style. We achieved accurate results on both, our test set that we publicly
provide for research community, and on the novel Extended Ballroom dataset
[Marchand and Peeters, 2016a].

Our method might me useful for music information retrieval (MIR), because
it propose novel approach of extracting high-level features of audio signal, i.e.
the dance classes. Our classifier is fast and classify dance music in real-time
with only a small latency. Moreover, we demonstrate our approach on a working
web application. We believe that the method has potential as a commercial
application meant for the beginner dancers.

The contributions of the thesis are: (1) We proposed a novel CNN based
method for dance recognition, (2) we collected the test dataset that we made
publicly available for research community, and (3) we implemented the web ap-
plication as a demonstration.

The remainder of this study is organized as follows. We present overview of
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related work in Section 2 and explain our method in Section 3. The method is
quantitatively evaluated by various experiments in Section 4. In the experiment
section, we �rstly describe our datasets for training, testing and validation in
Section 4.2. To compare with our results, we describe baseline algorithm in
Section 4.3, followed by presenting results of our method in Section 4.4. Several
CNN architectures are used for dance recognition and compared with each other
in Section 4.5. Section 4.6 provides results of our method on di�erent datasets
with ballroom dances including dataset with low quality data. Unsatisfactory
results on the low quality dataset motivate us to adjust our model to handle
the low quality data in Section 4.7. Several classi�cation results for notable
audio recordings are shown in Section 4.8 as well as working web application is
demonstrated. Finally, conclusion is presented in Section 5.
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2. Related Work
Dance recognition from audio samples relates to interdisciplinary area called Mu-
sic Information Retrieval (MIR) [Downie, 2003]. The aim of this science is to
analyse and to describe musical data and to retrieve information concerning mu-
sic �les.

Signi�cant research has been made recently in the �eld with di�erent objec-
tives. Music genre classi�cation task is common in this area, although there is
no signi�cant focus on dance music recognition.

Among the small number of studies regarding dance music recognition, we
highlight three. Dixon et al. [2003] classify dance music by timing information
as tempo and meter (periodicity). The authors use the timing information to
describe each dance class by functional language rules. The approach was further
improved by Chew et al. [2005] by relying not only on periodicity patterns in the
music, but also on the accent patterns.

Lastly, Marchand and Peeters [2016b] present scale and shift-invariant time-
frequency representation of audio content. The authors propose a classi�er of
ballroom dance music with promising results, although there is no signi�cant
focus on the classi�er and the testing protocol is unclear.

We also explored mobile phone applications related to dance music and we
can highlight DancePicker1. The authors present that the application can �nd
the right dance for given music. However, the music is supposed to be speci�ed
by title and artist name and the music database is limited. We did not �nd any
application with functionality of detecting dance from audio recordings.

In conclusion, to the best of our knowledge, there is neither commercial appli-
cation nor a recent paper on dance recognition. Music classi�cation studies does
not focus on dance recognition, but rather on music genres classi�cation (MGC)
with the goal to predict music genre (e.g. classical, electronic, jazz, rock, metal)
from given audio recording.

2.1 Music Genres Classi�cation

Bellow we review stat-of-the-art literature of the related problem, MGC, and the
methodology we are inspired by.

Musical genres are classes in which the audio samples share similar audio fea-
tures as instruments, tempo, chords and rhythmic patters [Costa et al., 2012].
However, the de�nition of the classes may be vague. The reason is that to dis-
tinguishing musical genres and information about them may be challenging task
even for humans [Lippens et al., 2004].

There are several approaches for music genres classi�cation. Many papers
attempted to solve the task by extracted handcrafted features from audio, such as
Mel Frequency Cepstral Coe�cients [Logan et al., 2000]. These features routinely
used in speech recognition are used as input to machine learning classi�er such as
Support Vector Machine (Tzanetakis and Cook [2002]; Nakai et al. [2018]). Novel
architectures use image-like representation of the audio, called spectrogram, along

1http://dancepicker.com
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with convolution neural networks. The lastly mentioned is the state-of-the-art
approach [Bahuleyan, 2018].

2.2 Classi�cation using Neural Networks

Modern approaches use neural networks to solve the problem of music classi�-
cation. Most of these approaches rely on spectrogram and convolutional neural
networks (CNN) (Dieleman and Schrauwen [2014]; Pons et al. [2016]; Choi et al.
[2016]; Pons et al. [2017]). Further Dieleman and Schrauwen [2014] and Pons
et al. [2017] compare the mentioned method with approach classifying the mu-
sic using raw audio without constructing the spectrogram. The authors achieved
good results, however they do not outperform the spectrogram-based approaches.

Several CNN-based approaches employ neural networks, that are pre-trained
for di�erent task, e.g. image categorization, with larger dataset. These archi-
tectures take advantage of transfer learning. While weights in the convolution
layers are kept �xed, the weights in the classi�cation part of neural network are
trained in order to predict the correct music genre (Image 2.1). The idea behind
is that the convolutional blocks provide invariant representation, while the last
layers perform no-linear classi�cation.

Figure 2.1: Transfer learning architecture on convolutional neural net-
work (Source: https://github.com/Hvass-Labs/TensorFlow-Tutorials/
blob/master/10_Fine-Tuning.ipynb )

Among the studies that use a pre-trained CNN, we can highlight Bahuleyan
[2018]. The authors employed VGG16, CNN network which was the top per-
forming model in the ImageNet Challenge 2014 [Simonyan and Zisserman, 2014].
The network consists of 5 convolution blocks followed by densely connected layers
predicting class of a given image. Bahuleyan [2018] used pre-trained convolution
layers of VGG-16 with spectrogram as an input. The pre-trained layers were
followed by densely connected layers to predict genre of the music.

We also highlight Tang et al. [2018]. The authors employed hierarchical Long
Short Term Memory (LSTM), a recurrent neural network, to recognise music
genres.

Further, Oramas et al. [2018] studied multimodal music genre classi�cation
with use of deep neural networks. Besides audio, the authors used images of cover
photos and text of reviews.
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2.3 Datasets

The method for music classi�cation described above requires training dataset
with music �les. Next, we will list signi�cant datasets used for dance genre
classi�cation and related tasks.

2.3.1 Datasets with Dance Genres

In this section, we describe two datasets that contain dance music and can be
used for dance genre classi�cation task. The �rst is theBallroom Dataset in-
troduced for a conference ISMIR 2004 (5th International Conference on Music
Information Retrieval). The authors used websitewww.ballroomdancers.comthat
sells audio CDs of ballroom dances and o�ers 30 seconds preview of each track
to listen for free. It contains 698 music recordings divided into 8 genres that rep-
resent ballroom dances (Cha Cha Cha, Jive, Quickstep, Rumba, Samba, Tango,
Viennese Waltz, Waltz). The disadvantage of this dataset is low audio quality
and small amount of both audio recordings and dance classes.

Other dataset with dance music was made by improving the Ballroom Dataset
and is referred asExtended Ballroom Dataset [Marchand and Peeters, 2016a].
Similarly to the Ballroom Dataset, it consists of 30 seconds recordings obtained
from the website. However, compared to the Ballroom Dataset, the Extended
Ballroom Dataset contains 6 times more recordings (4180) and it has better au-
dio quality. Further, besides the classes of the Ballroom Dataset, the Extended
Ballroom Dataset contains 5 new dance classes as Foxtrot, Paso Doble, Salsa,
Slow Waltz and West Coast Swing. For every recording, the dataset also pro-
vides annotations as tempo, artist, song title and album name.

2.3.2 Datasets with Music Genres

For the reason, that music genre classi�cation task is more common than dance
genre classi�cation, there is higher amount datasets labeled with music genres.
Two of them will be highlighted in this section.

GTZAN Genre Collection [Tzanetakis and Cook, 2002] has been extremely
popular. The dataset contains 10 genres as classical, country, disco, hiphop, jazz,
rock, blues, reggae, pop and metal. Every genre is represented by 100 tracks each
30 seconds long.

Other interesting approach to obtain recordings of musical genres was used by
Bahuleyan [2018]. Dataset with 2.1 million sound clips extracted from YouTube
videos was used [Gemmeke et al., 2017]. The dataset contains 10 second sound
segments that are speci�ed by YouTubeID of the corresponding videos along with
the start end end times. The segments are divided into 632 audio classes and,
while most of these classes relate to audio events and not to the music, Bahuleyan
[2018] extracted 7 of the classes belonging to music genres. Such approach resulted
into 40 540 audio recordings of pop, rock, hip hop, techno, rhythm blues, vocal
and reggae.
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2.3.3 Other Datasets

It should be noted, that there is also theMillion Song Dataset [Bertin-Mahieux
et al., 2011] that is popular in MIR. While it is made from 1 million songs, it
does not contain audio but audio features and metadata only.
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3. Method
Given an audio recording of a ballroom dance, our goal is to classify it into one
of ten ballroom dance classes, �ve standard and �ve latin:

1. Cha Cha Cha

2. Jive

3. Paso Doble

4. Quickstep

5. Rumba

6. Samba

7. Slow Foxtrot

8. Slow Waltz

9. Tango

10. Viennese Waltz

The classes correspond to the International Style dances popular on dance
competitions. We divide our approach into three stages. Firstly, we convert
audio signal to image representation called spectrogram. The spectrogram is cut
into short overlapping segments that are then classi�ed independently. In the
next step, we employ convolutional neural network to classify the spectrogram
segments. Finally, we aggregate classi�cation results from several segments to
classify the whole recording. Next, we describe the three stages.

3.1 Converting Audio to Image Representation

Before we employ neural networks to classify the audio, we perform pre-processing
by converting the raw audio signal to image representation called spectrogram.
We have chosen this approach for the reason that it is currently state-of-the-art
method in music genre classi�cation [Bahuleyan, 2018].

3.1.1 Spectrogram

Spectrogram is a frequency-temporal 2D representation of audio signal having
time on the horizontal axis and frequency on the vertical axis. It represents the
spectrum (magnitudes of given frequencies) within a given time window as can
be seen in Figure 3.1. Short-time Fourier transformation (STFT) is used for
spectrogram computation.
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Figure 3.1: Comparison of normal-scaled and and mel-scaled spectrogram cre-
ated from 10 second recording of Jive music. The 1.4 seconds in the beginning
correspond to the duration before the song start.

3.1.2 Mel Spectrogram

In this study, we convert audio signal to MEL spectrogram that has the frequency
axis scaled logarithmically. See comparison of these spectrograms in Figure 3.1.

Parametern mels = 224 represents the height of the spectrogram. The width
of the spectrogram depends on audio sample length. With used parameters, one
spectrogram column corresponds with a time span of the following size:

hop length
sr

=
512

22050
:= 0:023 = 23 ms

In our research, we converted all audio �les to image representation using
MEL spectrograms. The 2D representation of the input allows us to use the
same convolutional network architecture that has been used in computer vision
to categorize the images.
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3.2 Convolutional Neural Network

Next, we cut the spectrogram to segments of size 224� 224 in sliding window
fashion. It means the segment has original spectrogram height (n mels = 224)
but lower width than the original spectrogram as depicted in Figure 3.2.

Figure 3.2: The spectrogram is cut to segments in sliding window fashion. The
segment size is 224� 224 and its width correspond to time span of 5.2 seconds.

The segment width corresponds to time span that is given by:

timespan =
224� hop length

sr
=

224� 512
22050

:= 5:20 s

The spectrogram segment with length of 5:20 seconds is further used for classi-
�cation using convolutional neural network. Experiments show the used segment
length is long enough to predict correct dance style accurately. However, section
3.3 describes mechanism to classify samples that are longer than segment length.
The spectrogram segment of size 224� 224 is used as input to our model.

3.2.1 CNN Architecture

While there is signi�cant number of convolutional neural networks architectures,
we use Dense Convolutional Network (DenseNet) introduced by Huang, Liu, Van
Der Maaten, and Weinberger [2017].

Dense Convolutional Network

DenseNet is a recent convolutional network that outperforms state-of-the-art ap-
proaches such as ResNet [He et al., 2016] in various aspects. It requires less
computational power to achieve high accuracy.

The architecture is inspired by residual connections in ResNet and embrace
the observation of advantage of shorter connections between layers. While ResNet
contains residual connections between consecutive layers, DenseNet connect each
layer with every subsequent layer.

The main building block of DenseNet is dense block depicted in Figure 3.3.
Dense block consists of convolutional layers where each layer obtains additional
inputs from all preceding layers and passes its output to all subsequent layers.
In contrast to ResNet, the features are not combined by summation before they
are passed into a layer. Instead, the features are concatenated. Consequently,
the layer l has l inputs corresponding to outputs to all preceding layers within a
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