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Abstract  

This study provides an empirical analysis of Shadow banking as a factor influencing 

cross-border financial flows. It builds upon emerging literature on Shadow banking 

and empirical literature on global imbalances and global financial flows. The aim of 

the thesis is to test three hypotheses, which relate global financial flows to lending, 

change in cross-border bank liabilities, and shadow banking, respectively. The second 

and third hypotheses are tested on gross capital flows, which, in contrast to net flows, 

better reflect financing activities. The results suggest that Shadow banking activities 

are related to higher gross capital flows in periods, when this sector is growing. These 

flows, however, tend to dry up when Shadow banking activities level off or decline. 

Among other important factors is the output growth differential and global risk 

aversion.   

 

JEL Classiýcation E44, G20, G23, F32, F34, F21, F65 

Keywords Shadow Banking, Global Imbalances, Capital 

Flows, Financial Stability 

  

Authorôs e-mail  tomas.vaclavicek@gmail.com  

Supervisorôs e-mail petr.teply@fsv.cuni.cz  

 

  

http://ideas.repec.org/j/F12.html
mailto:petr.teply@fsv.cuni.cz


[Sem zadejte text.] [Sem zadejte text.] [Sem zadejte text.] 

 

 

Abstrakt 

Tato studie se zabĨv§ empirickou analĨzou st²nov®ho bankovnictv² a jeho dopadŢ na 

mezin§rodn² toky kapit§lu. Navazuje na novŊ vznikaj²c² literaturu o st²nov®m 

bankovnictv² a na empirickou literaturu zamŊŚenou na glob§ln² nerovnov§hy a 

kapit§lov® toky. C²lem t®to pr§ce je testov§n² tŚ² hypot®z, kter® postupnŊ propojuj² 

mezin§rodn² toky kapit§lu s dostupnost² ¼vŊrŢ, pŚeshraniļn²mi pasivy bank a se 

st²novĨm bankovnictv²m. Druh§ a tŚet² hypot®za jsou testov§ny na hrubĨch toc²ch 

kapit§lu, kter® oproti ļistĨm tokŢm kapit§lu l®pe zachycuj² aktivity spojen® s 

financov§n²m. VĨsledky analĨzy naznaļuj², ģe st²nov® bankovnictv² je spojen® s 

vyġġ²mi hrubĨmi toky kapit§lu v obdob²ch, kdy tento sektor roste. Avġak v obdob²ch, 

kdy se rŢst st²nov®ho bankovnictv² zastavuje nebo objem jeho aktivit kles§, tyto toky 

maj² tendenci zamrznout. Kapit§lov® toky d§le ovlivŔuje diferenci§l rŢstu ekonomiky 

a glob§ln² averze k riziku.  

 

Klasiýkace E44, G20, G23, F32, F34, F21, F65 
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Introduction and motivation  

ñWe need to increase the transparency of shadow banking markets so that 

authorities can monitor for signs of excessive leverage and unstable maturity 

transformation outside regulated banks.ò Janet L. Yellen 

The global financial crisis of 2008 and recent developments in advanced economies as 

well as in several emerging countries brought the interest of policymakers towards the 

Shadow banking sector. Shadow banking activities, which also include securitisation 

and other financial activities where credit is transformed from investors to borrowers, 

were blamed for playing a role in the crisis and considered a threat to financial stability, 

despite being an additional source of liquidity in normal economic times. Today, 

policymakers are still focusing on addressing the risks of Shadow banking. The 

Financial Stability Board (FSB), for instance, is currently concentrating on 

transforming shadow banking into resilient market-based finance.  

The definition of Shadow banking is still not unified and will be discussed to a greater 

degree in Chapter 2. In simple terms, the Shadow Banking System (SBS) consists of 

institutions or subsidiaries of financial groups which engage in similar activities like 

banks, but are not subject to extensive bank regulation. Examples include hedge funds, 

money market funds, asset management companies or even insurance companies and 

pension funds which started providing loans. Shadow banks typically avoid regulation 

by replacing deposits with other sources of funding, such as short term debt. Hence, 

they donôt have access to explicit public guarantees and might be more prone to risks 

and ñbank runsò during a credit crunch. Their problems can consequently spill over to 

the regular banking system through their positions with banks. Further, as they are 

often financed by investors from abroad, they can play a role in the crisis spill over to 

other countries via global capital flows.   

This study provides an early attempt to empirically analyse Shadow banking as a factor 

influencing cross-border financial flows. Previous theoretical literature has 

demonstrated links of shadow banking with systemic risk and financial fragility and 
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hinted at a possible influence of SBS on capital flows and crisis spill over. 

Nevertheless, the literature testing these theoretical models empirically and capturing 

aggregate effects of shadow banking on capital flows is mostly missing. 

Our study connects this theoretical literature on Shadow banking with recent empirical 

literature on global imbalances and global financial flows. Recent development in this 

literature brought criticism of older studies, which were largely agnostic to the 

existence of the financial sector and financing of companies. There is also another 

relevant debate in this stream of literature. Several previous studies have criticized an 

overwhelming focus on net capital flows (oftentimes proxied by the current account 

with an opposite sign) as little relevant for financial stability and macroprudential 

policy. Instead, they suggest working with Gross capital flows and their components, 

which, in contrast to net flows, should reflect financing activities. Our work is 

motivated by this new stream of literature to check for the role of Shadow banking in 

Gross capital flows.  

The text provides answers to 3 main hypotheses:  

¶ Hypothesis 1: Credit growth is a significant determinant of current account 

imbalances.   

¶ Hypothesis 2: Cross-border lending activity is a significant determinant of 

gross capital inflows. 

¶ Hypothesis 3: Volume of shadow banking activities is a significant predictor of 

imbalances.   

Results of the thesis suggest that Shadow banking activities are related to higher gross 

capital flows in the period, when the sector is growing. These flows, however, tend to 

dry up when Shadow banking activities level off or decline. The results are broadly in 

line with recent literature on Gross capital flows.  

The thesis is organized as follows. The first chapter provides an overview of the most 

recent and relevant literature on the topic of global imbalances and gross capital flows. 

Chapter two introduces possible links between global imbalances, financing activities 

and Shadow banking, by building upon the emerging literature on Shadow banking and 

recent findings on gross capital flows. The description of our dataset and data 

transformations used can be found in Chapter 3. Chapter 4 covers the methodology 
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used in this research and the main variables used. Chapter five provides our empirical 

research, testing the three main hypotheses alongside with additional models providing 

further insights into the relationship between Shadow banking liabilities and Gross 

capital flows and mentions recommendations for further research. The last chapter 

concludes.  
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1. Literature review 

This chapter will first summarize the standard stream of literature focusing on global 

imbalances and its main findings. This literature is often associated with the hypothesis 

of the global ñsavings glutò in the years preceding the global financial crisis. For many 

years, literature on capital flows has been focusing excessively on current account 

imbalances, which are often used interchangeably with net capital flows. (Borio & 

Disyatat, 2015) This traditional approach has faced criticism in recent years by leading 

economists such as Broner et al. (2012), Obstfeld (2012), Forbes & Warnock (2012), 

Nier et al. (2014), Bruno & Shin (2014) or Borio & Disyatat (2015) for not adequately 

recognizing the importance of funding patterns. These authors suggest that gross 

capital flows are much more relevant for policymakers.  

Hence, in our literature review, we look at the issue from both competing perspectives, 

contrasting them and analyzing a possible role of Shadow banking with respect to both. 

The traditional models will be summarized in a parsimonious manner in section 1.1, 

while the arguments and main findings of the emerging literature on gross capital flows 

will be described in subchapter 1.2 along with the potential implications for further 

research. The main observations will be compared with our data further in the text. The 

most relevant parts of literature on Shadow Banking will be analysed in the next 

chapter, in which we focus on the link between capital flows and the financial sector. 

1.1 Net capital flows and global Imbalances 

The literature of current account (im)balances and net capital flows is very large and 

much of it remains agnostic concerning the role that financial sector might play in the 

development of imbalances. To keep a parsimonious perspective, we focus on the 

literature which tries to incorporate the financial sector or financial variables into their 

models. Many influential articles focus on short term capital flows bonanzas and 

current account reversals, such as Calvo (1998), who identified so-called sudden stops, 

De Mello et al. (2010) or Reinhart & Reinhart (2008). Other economists such as 

Jaumotte & Sodsriwiboon (2010), Chinn et. al. (2011) or Lane & Milesi-Ferretti (2014) 
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focus on longer-term determinants. Other works, such as Lee & Park (2013) or Ahuja 

et al. (2012) have a more regional focus.  

Among the literature focusing on short-term determinants of CA or net capital flows, 

Reinhart & Reinhart (2008) document that sudden capital inflows are risky, especially 

for emerging economies, as they increase the likelihood of crisis. De Mello et. al. 

(2010) support this view, highlighting the connection between current account 

imbalances and currency as well as banking crises. Compared to previous literature, 

they use a novel approach of identifying current account reversals as structural breaks 

based on the concept of stationarity. Then they run a selection model on the resulting 

current account (CA) reversals, which suggests that among other factors, they are 

related both to portfolio investment flows and foreign direct investment (FDI), 

although with a different effect of both. (De Mello et. al., 2010) Concerning policy 

implications, De Mello et. al. (2010) show that monetary and fiscal tightening would 

have a different impact on the reversals, with monetary tightening increasing the 

probability of external position improvement, while reducing its magnitude. (De Mello 

et. al., 2010)  

An older paper by Edwards (2004) focused on the reversals of current account deficits 

and their impact on the economy. According to the results of his probit model, major 

reversals are associated with the sudden stops and have a stronger negative impact on 

countries with a more closed economy or a rigid exchange rate. (Edwards, 2004) 

Further, current account reversals are significantly related with currency crises, 

banking crises and domestic credit creation. (Edwards, 2004)  

Acharya & Schnabl (2010) focus more in depth on the role of global banks in global 

imbalances. Its significance is that it tries to analyse the relation between global 

imbalances and a part of the Shadow banking sector, in particular conduits set up by 

major banks for asset-based commercial paper (ABCP) creation and off-balance 

securitization before the global financial crisis. Their results suggest that ABCP 

activities, which is also used as a proxy for financial fragility by the authors, are not 

related to current account deficits, but the authors claim that both could go hand in 

hand in the climax of the global financial crisis. (Acharya & Schnabl, 2010) Regulation 

of financial sector is thus proposed as an alternative to reducing global imbalances. 

There might be a potential to connect some of their methodological approaches with 
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that new framework presented by Borio & Disyatat (2015) ï but this process is very 

data intensive and thus goes beyond the scope of this thesis.  

Among the literature focusing on longer-term determinants, Jaumotte & Sodsriwiboon 

(2010) focus on the Euro area economies, suggesting that the main determinant of 

current account deficits in was a declining rate of private savings, which was driven by 

financial liberalization and rising dependency ratios according to the authors. 

Countries, where the population is expected to age fast, as shown by a large rise of the 

dependency ratio, thus can expect to see a decline in their savings rate. This sounds a 

big counter-intuitive, but seems to correspond to the life-cycle hypothesis, where old 

people are dissaving.  

Lane & Milesi-Ferretti (2014) conducted a simple cross-section test on the change of 

current account from the period before the crisis till 2012. Further, they try to estimate 

the cross-country variation in demand, output, and real exchange movements in relative 

terms through the resulting current account gap. Lane & Milesi-Ferretti (2014) show 

that the process of narrowing down large imbalances can be costly, as pre-crisis 

external imbalances managed to explain a large part of the aggregate demand variation 

in their analysis.  

Chinn et. al. (2011) provide a very comprehensive look on the global imbalances and 

their causes. Besides common macroeconomic determinants, capital controls index and 

variables depicting institutional quality, they also test for the effect of savings glut 

variables. They find some explanatory power for these variables, but not large enough 

to account for the bulk of the imbalances. (Chinn et. al., 2011) In this way, their work 

could be a bridge towards a more recent literature, despite focusing to current account 

imbalances.  Interestingly, they also found anomalies around the crisis years, which 

were not captured by the model, and hint that other factors such as leverage could be 

the reason for this observation.  

1.2 Challenges from the Gross capital flows perspective 

The challenge to the long-held view that net capital flow matter came from the critiques 

of the savings glut hypothesis. These authors often argued that previous literature failed 

to adequately distinguish between saving as a concept from the national accounts and 
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financing, which is more closely tied to cash flows. (Borio & Disyatat, 2011) Along 

with Borio and his colleague, Obstfeld (2012) was among the first economists who 

noted that while global imbalances deserve attention as a possible reason for the 2008 

global financial crisis, gross capital flows should be of greater interest to policymakers 

concerned about financial stability.  

Obstfeld (2012) remarked that net capital flows are only loosely determined by overall 

saving and investment in each country. Net capital flows measure the difference 

between gross capital inflows and gross capital outflows. Hence, they are rather formed 

as a result of these variables, which are determined as a result of economic agentsô 

decisions. In contrast to net capital flows, gross flows track the build-up of stocks of 

foreign debt or equity on balance sheets of banks, households, and NFCs, and hence 

clearly record cross-border financing activities. According to Borio & Disyatat, 2011, 

a strong argument against the excess saving view, which favoured net capital flows as 

an explanation of the US financial crisis, is the fact that a breakdown of gross capital 

inflows for USA revealed: that most of these inflows came from Europe rather than 

from Asia, which has a high current account surplus vis- -̈vis USA.  

The topic of Gross capital flows was recently developed into a theoretical model by 

Borio & Disyatat (2015), who present a strong critique of present models of global 

imbalances, claiming that they fail to provide a clear picture of the underlying financial 

flows and thus are largely unfit for anticipating financial instability. Shin (2016) 

supports this view, stating that lending standards are closely related to the overall size 

of lenderôs balance sheets, and gross flows are in turn related to the size of balance 

sheets.  As a recent contribution establishing a model competing with the traditional 

view of imbalances, Borio & Disyatat (2015) develop a simple two period model, 

which clearly distinguishes trade patterns and the underlying financial flows, which in 

their perspective do not depend on the direction of trade flows. According to their view, 

we should approach current account as a resource constraint rather than a financial one. 

A financial constraint for corporations is rather the ability to turn their goods into cash 

and to finance transactions such as paying out wages.  

As Broner et al. (2012) described in their stylized facts, gross capital flows and clearly 

cyclical and more volatile than net capital flows. In periods of economic booms, both 

investments of domestic households abroad and foreign investments in the domestic 
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economy rise, while capital retrenchment follows in the bust phase. (Broner et al., 

2012) Large movements in portfolio flows can further influence asset prices, as 

Obstfeld (2012) observes, worsening balance sheet crises. Based on these observations, 

we focused hypothesis 2 and 3 on gross capital flows, firstly on their linkages with 

cross-border liabilities of banks and then on the links with Shadow banking, which will 

be explored more in the following chapter.  
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2 Theoretical part 

In this chapter, we will develop an understanding of the relevance of financial variables 

including the size of the Shadow banking system for global capital flows. Section 2.1 

deals with the financial sector, lending and imbalances from a more general viewpoint 

used for hypotheses 1 and 2. It is followed by section 2.2, which introduces Shadow 

Banking, our key variable in hypothesis 3, by summarizing both empirical observations 

and models from the theoretical perspective. Section 2.3.1 covers the definitions and 

measurement of shadow banking activities, which are a subject of much debate on their 

own, with section 2.3.2 building the expected links between shadow banking and gross 

flows, which are tested in the empirical section of the thesis.  

2.1 Financial sector, lending and financing 

The importance of financial sector variables for global imbalances has long been 

ignored by the prevailing macroeconomic literature. Several previous studies have 

researched the relationship between the development of financial sector and eruption 

of macroeconomic imbalances. Traditional studies discern two groups of factors which 

influence capital flows: usually global push factors and country-specific pull factors. 

(Calvo, 1998) The push factors often influence capital flows through global liquidity 

and risk conditions, while domestic conditions might include domestic output growth 

and interest rates. In this view, financial conditions can belong to both categories, with 

the global risk appetite often cited as an influential factor. Undertaking of external debt 

and credit conditions may be a result of both.  

Looking for the connections between credit growth, banking activities and global 

capital flows, a recent paper by Lane & McQuade (2014), found a link between 

domestic credit growth and international financial flows in the European countries 

before the crisis. They hinted that researchers should pay more attention to debt 

inflows. This seems in line with Borio & Disyatat (2015), who suggest that the role of 

cross-border financing is often underestimated. One difference is worth mentioning: 

according to Borio, gross flows should be the main concern, while in Lane & McQuade 
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(2014), net debt inflows provide about as much insight as gross flows, while net equity 

inflows do not have significant predictive power. As such, both essays provide 

justification for connecting credit growth with capital flows and making an analogy for 

the impact of shadow banking on imbalances. Ties between capital flows, credit 

availability and bank asset quality are also confirmed by De Bock & Demyanets 

(2012).  

In gross flows literature, Bruno and Shin (2014) argue both theoretically and 

empirically that bank cross-border flows are closely tied with the bank leverage cycle. 

In their model, local banks source their funding through large global banks, which 

stresses the importance of interconnections in the banking sector for one of the 

components of gross flows. Hypothesis two of our thesis also goes in line with this 

paper, although we present a more parsimonious approach and focus on the effect on 

the gross capital inflows as a whole.  

2.2 Shadow banking 

Academic and policy-oriented economists as well as the investor community were 

alarmed by the spread of shadow banking when the global financial crisis hit. In 

particular, the US economy experienced a striking pre-crisis growth of shadow banking 

activities, which even surpassed the size of the official banking sector.  

Shadow banking can be seen as a product of financial innovation and demand for non-

bank loans and as a means of regulatory arbitrage. As such, regulation plays a large 

role in the development of the SBS. Like the banks, shadow banks provide liquidity 

transformation, maturity transformation and credit transformation both domestically 

and cross-border. Further, Shadow banks are often a part of larger financial groups 

which provide services in many countries.  

Thus, a need to understand the impact that Shadow Banking can have on a countryôs 

internal and external balance arises. So far, most attention has been focused on the 

impact on macroeconomic stability within one country. But as the world economy 

grows more interconnected, it is important to also understand the impact that Shadow 

Banking can play in the international flows of capital and how they affect a countryôs 
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external balance. Exploring this topic and bringing some initial empirical insights is 

the main aim of this thesis.   

2.3.1 Shadow banking activities defined 

Before we elaborate on the scope of Shadow Banking activities and ways in which 

Shadow Banking can impact capital flows, let us first define it. There are two general 

approaches through which Shadow banking can be defined: one based on financial 

institutions and their nature and the second one based on the activities associated with 

shadow banking.  

The ñinstitution-basedò approach is used by the FSB (2011 and 2015), Bakk-Simon et 

al. (2011) and Malatesta et al. (2016). These authors define shadow banking sector as 

simply activities of actors other than banks who fulfil  the same role in credit provision 

and liquidity and maturity transformation. As such, they are measured through an 

adjusted account of the Other financial institutions (OFIs).  

The competing ñactivity-basedò approach is followed by Pozsar et al. (2010), IMF 

(2014), and Harutyunyan et al. (2015). It measures shadow banking activities as 

noncore liabilities of banks and nonbank financial institutions ï that means funding 

sources other than deposits, such as money market fund (MMF) shares, repo markets 

or debt securities. This view is well captured in the definition by Pozsar et al. (2010, p. 

3): ĂShadow banks are financial intermediaries that conduct maturity, credit, and 

liquidity transformation without explicit access to central bank liquidity or public 

sector credit guarantees.ò 

Besides these two main definitions, literature distinguishes broad and narrow measures 

of SBS. (Harutyunyan et al., 2015) The difference is whether we include intra-SBS 

balance sheet positions (those held with MMFs, OFIs or banks themselves) in the 

measure or not. If these positions are included, the resulting figure captures the broad 

measure of Shadow banking, which is larger than the narrow measure, which is 

obtained by not counting such positions. As Harutyunyan et al. (2015) notes, the 

narrow measure would thus exclude cases when a bank holds debt securities issued by 

an SPV, while they would be included in the broad measure. To put these definitions 

in a real-world perspective, letôs examine the size of Shadow banking under both broad 

and narrow definition, relative to the size of GDP and traditional banking liabilities.  
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In the case of USA, Shadow banking liabilities were larger than core banking liabilities 

during the whole sample period, both under the broad and narrow measure. The 

difference between both measures is larger than in the case of the Euro area, suggesting 

a higher role of inter-institutional positions. Both measures have declined following 

the 2008 financial crisis, likely driven by the breakup of MBS market and lower usage 

of securitized assets. Here, we can also observe larger decline for the broad measure 

compared to the narrow measure.  

Figure 1: Shadow banking as a % of GDP in USA and Euro area  

  

Source: own analysis using IMF and OECD data 

In the case of Euro area, we also observe a growth in Shadow banking liabilities until 

2008 and their subsequent decline. This decline is partially at odds with the FSB 

statistics, which suggest that while the interconnectedness between Shadow banking 

and the traditional banking system has declined, the narrow measure keeps rising. 

(FSB, 2015). This highlights how different institution- and activity-based definitions 

are and suggests that the activity-based definition might not correctly capture the most 

recent developments in Shadow banking. The figure further reflects a greater role that 

core banking liabilities play in the European financial sector compared to the USA, 

while shadow banking is traditionally smaller in Europe. Still, our data suggests that 

even in the Euro area, Shadow banking reached a greater scale than traditional banking 
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liabilities in the run up to the global financial crisis and European debt crisis. Our 

narrow measure indicates that Shadow banking activities overtook Core bank liabilities 

around the years 2001-2003. The broad measure, which shows Shadow banking as 

proportionately larger already before 2001, when our data sample starts, is more in line 

with Bakk-Simon et al. (2011), who estimated that Shadow banking liabilities overtook 

core liabilities already around 1993. But measurement conclusions differ based on the 

definition, as previous literature illustrated in the case of USA.  

For the purpose of this thesis, we decided to follow shadow banking activities and to 

try to glimpse their impact on capital and trade flows rather than defining shadow 

banking based on the companies which provide bank-like products without having a 

banking licence (the "institution-based" approach). Firstly, this approach focuses more 

on the sources of funding of the SBS, which is used here to explain the potential link 

between shadow banking activities and imbalances. Secondly, we are concerned that 

the short dataset by FSB available today would not provide enough observations and 

hence enough degrees of freedom in to model to obtain statistically robust results. And 

finally, Malatesta et al. (2016) mention that in the last years, there has been a shift 

towards activities which are harder to capture through their institution-based measure. 

On the other hand, it is necessary to note that even the activity-based is far from perfect 

and that it should be constantly reviewed as new and economically similar activities 

may appear over time. 

No world-wide account of the SBS exists as of today, although the monitoring 

conducted by the FSB covers 26 jurisdictions which account for 90 % of the worldôs 

financial system (FSB, 2015). Harutyunyan et al. (2015) use a different sample which 

covers 24 primarily economically advanced countries and the Euro Area as a whole. 

While most shadow banking activities are located in advanced markets, particularly in 

the USA (40%) and UK (with 11%), some emerging economies can surprise with the 

size of their SBS. China, for instance, accounts for 8% of global shadow banking 

activities according to the FSB (2015). In the last years, the sector has been growing at 

a faster rate in emerging countries, with growth rates reaching as much as 30% in 

Argentina and China in 2014. (FSB, 2015)  

Luxembourg, Ireland, and UK have the largest proportion of SBS to their GDP: 

1,516%, 1,190 % and 147 %, respectively. (Harutyunyan et al., 2015 and FSB, 2015) 
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In Ireland, the SBS sector is also much larger than the official banking sector and 

remained in such position even after the crisis, despite dropping around 50% lower 

from its peak in terms of balance sheet size. (Based on the data by Harutyunyan et al., 

2015) In the USA, Shadow banks amount to 82% of GDP under FSBôs institution-

based definition and at 118% based on the broad activity-based definition.  

According to the FSB (2015), the major part accounting for roughly 60% of the narrow 

measure of Shadow banking, consists of collective investment vehicles with features 

that make them susceptible to runs (e.g. money market funds MMFs, hedge funds and 

other investment funds). There are fundamental differences in how shadow banking 

works in various countries. For instance, in USA and China, Shadow banking activities 

are conducted by different type of companies, through different selling channels and 

they use significantly different funding schemes.  

Still, some common characteristics can be found. For instance, the following benefits 

and risks of the shadow banking sector have been identified. Under normal conditions, 

there is a wide consensus that Shadow banking activities increase the range of 

financing options for households and non-financial corporations (NFCs), provide more 

liquidity and increase the competition in the financial risks. For households, they 

increase the pool of instruments that can serve as an alternative to deposits and short 

term savings products. The most frequented ñproductsò of SBS are the debt securities 

of OFIs and shares of money market funds (MMFs), which represent over 70 % of the 

SBS measure used by Harutyunyan et al. (2015).  

In contrast, it seems that in more volatile periods, the risks of the SBS loom larger than 

its benefits. Their funding, unlike traditional banking deposits, is not subject to explicit 

government guarantees or deposit insurance. Their loan portfolio also tends to be 

riskier. While shadow banks tend to have a smaller leverage and a higher ratio of long 

term liabilities to short term liabilities compared to traditional banks, their liabilities 

are at greater risk of runs and drying-up of liquidity. (Malatesta et al., 2016).  
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A special area of concern is systemic risk, which can be dangerous particularly if banks 

are interconnected with shadow banking activities.1 The FSB report estimated the size 

of Shadow banking at $36 trillion, using the narrow measure of shadow banking 

activities in the 26 observed jurisdictions ï an amount corresponding to 59 % of output 

of these countries. (FSB, 2015) If we used FSBôs (2015) broad measure of the SBS, 

we reach the number of $137 trillion, which corresponds to around 40 % of the global 

financial system. Shall this amount freeze in the financial system, it would likely have 

dire consequences. Malatesta et al. (2016) documents that available data indicate that 

at least in the Euro area, the interconnectedness between banks and shadow banks has 

increased after the crisis ï the share of SBS deposits held by European banks has 

increased. Since they are largely short-term deposits, risks which can arise from this 

interconnection can be more serious. On the other hand, some policy-makers take a 

more optimistic perspective, arguing that alternative methods of financing such as 

shadow banking could provide much needed capital to households and NFCs when 

banks are pressured to deleverage their balance sheets. Thus, shadow banking activities 

could also be a welcomed competition for the Ătoo big to failò banks, provided that 

they donôt stop providing financing at the same time banks do. 

Recent research shows that shadow banking activities are relatively hard to track down. 

Firstly, it is important to distinguish Shadow banking activities from OFIs. While there 

is a significant overlap between these categories, there are OFI which do not conduct 

shadow banking activities and OFI statistics do not include all SBS activities. Further, 

we should be consistent in including or excluding Shadow banking activities conducted 

by banks themselves. As previous studies show, this category is certainly not 

negligible. (Acharya & Schnabl, 2010)  

2.3.2 Possible links between Shadow banking and Capital flows 

The next part of the text will attempt to find a possible link between shadow banking 

and global imbalances, through its impact on either gross capital inflows or gross 

                                                 

1 A more detailed discussion of this issue was provided by Huang & Ratnovski in ñThe Dark Side of 

Bank Wholesale Fundingò 
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capital outflows. As the first step, let us look at the findings of previous works on 

shadow banking and its impacts on the economy.  

On the positive side, shadow banking can be a welcomed source of funding for 

households as well as for NFCs. Policymakers such as the European Commission are 

trying to diversify funding sources for European companies, as over-reliance of bank 

funding makes European economy prone to systemic risk. The data supports the idea 

that Shadow banks provide additional credit to companies and households, at least in 

the boom phase. It may be households which cannot reach on bank credit as well as 

entities which seek alternatives to bank lending which are either cheaper, faster or 

provide better customer service. In recent years, instances of such lending have been 

on the rise in countries such as the UK or Netherlands, where mortgages are 

increasingly provided by non-banks financed through liabilities other than deposits 

such as insurance companies, pension funds or asset management companies like 

Black Rock.2 In the USA, Buchak et al. (2017) document that the share of Shadow 

banks in residential lending market has grown from 15% in 2007 to 38% in 2015. While 

they focused only on one part of a wider and diverse ñsectorò, they also note that 

shadow banks hold much smaller share of the loans they originate on their balance 

sheets (5% compared to close to 25% for traditional banks in the USA) with over 10% 

of their loans being sold to other banks. (Buchak et al., 2017) This illustrates the large 

degree of exposures between institutions.  During the boom period, liquidity grows as 

a result of this mechanism and we observe most of the aforementioned benefits of 

shadow banking.  

But when the boom goes bust, the risks of the shadow banking sector loom larger than 

its benefits. As Moreira & Savov (2016) observe, there is a build-up of shadow banking 

risks during the upswing which then leads to larger financial fragility in a recession, 

likely followed by a slow recovery. While banking sector is procyclical, this seems 

even more true for the SBS. Malatesta et al. (2016) show that the loan provision by 

shadow banks is positively related to GDP growth and negatively related to market 

                                                 

2 See more here: https://www.ft.com/content/2c8045a2-c77f-11e6-9043-7e34c07b46ef  
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volatility or the term structure. According to their results, there seems to be also some 

form of crowding out of traditional bank loans in favour of credit provided by the SBS.  

The theoretical model of Moreira & Savov (2016) deserves further attention, because 

it illustrates the process through which shadow banking creates financial instability. In 

their work, they focus mainly on the liquidity transformation role of the shadow 

banking sector. An important feature of their model is that they distinguish money 

(including traditional bank deposits, repo operations or government-related money 

market funds) from ñshadow moneyò in the form of ABCP or highly rated money 

market funds, which allows them to interpret shadow banking as the process of 

transforming assets into shadow money. (Moreira and Savov, 2016) Under normal 

conditions, both money and shadow money are close substitutes, which causes a low 

spread between them and causes shadow money to become a popular source of funding 

according to Moreira & Savov (2016). Harutyunyan et al. (2015) observed that the 

funding structure in the economy might indeed be changing during the business cycle 

and that the noncore liabilities, associated with the shadow banking sector, are more 

volatile than core liabilities.  

When the uncertainty rises, shadow money becomes illiquid and ceases to be a good 

substitute to money. At this point, authors show that shadow banking almost evaporates 

and leaves the economy with a persistent credit crunch. (Moreira & Savov, 2016) As 

investors in the economy move towards more Ăsafe assets ñ, which are less productive, 

the economy recovers from the crisis in a slow manner. Pozsar et al. (2010) suggests, 

that these issues may be a result of lack of access to deposits insurance and 

precautionary facilities of central banks for shadow banks and that in the recent crisis, 

they were one of the reasons why the FED had to experiment with unconventional 

monetary policy instruments.  

As securitization is one of shadow banking activities, the results of Acharya & Schnabl 

(2010) come into question here. Focusing on net capital flows, authors of this study 

have found no relation between the location of banks in either surplus or deficit 

countries and their ABCP issuing activities. (Acharya & Schnabl, 2010) This result 

poses a challenge for the hypothesis that shadow banking activities are related to global 

imbalances. Since the authors did not benefit from the knowledge of newer methods of 

shadow banking measurement, as presented by the research teams from the ECB 
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(Bakk-Simon et al., 2011) and the IMF (Harutyunyan et al., 2015), and did not try to 

link shadow banking activities to Gross capital flows, which are likely to follow 

financing activities more closely than net capital flows, we believe that our model can 

bring new insights into this topic. Lane & McQuade (2014) show that bank wholesale 

funding decisions are likely intertwined with capital flows and in particular net debt 

inflows3, stating that this also likely applies for shadow banking activities. The authors 

conclude that a more concrete mechanism connecting the two should be established 

and that further research of the process is needed.  

Such mechanism might be explained by an emerging literature of shadow bank 

mapping. Errico et al. (2014) were mapping funding and lending positions associated 

with the SBS in the USA. They confirm the existence of vast interconnections across 

the borders and sectors, including for instance large amounts owed by French, British 

and Dutch banks to US prime MMFs. (Errico et al., 2014). In 2016, a team of ESRB 

economists (Grillet-Aubert et al., 2016) followed with a mapping exercise for shadow 

banking in Europe. They provide useful insights into the flows across sectors, 

documenting that shadow banks mostly channel funding from ICPFs (insurance 

companies and pension funds), credit institutions and households to NFCs and other 

credit institutions, with much of the EMU-based shadow banking done by financial 

vehicle corporations. (Grillet-Aubert et al., 2016) While there are many findings that 

can be found in this literature, Errico et al. (2014) warn that it is still very new and 

relies on simplifying assumptions to fill in data gaps.    

Shadow banking activities are often conducted by large financial groups with 

operations stretching across borders. An extreme example of a financial group financed 

largely through noncore liabilities of both domestic and foreign origin was Northern 

Rock. This British lender faced a modern bank run in September 2007. Right before 

this event, 77% of its liabilities came from sources other than retail deposits (Shin, 

2009). These sources suddenly dried up, causing an urgent lack of liquidity for the 

bank.  The rapid rise of this institution, with assets growing from 17.4 billion Pounds 

sterling in 1998 to 113.5 billion pounds in 2007 illustrates the role of non-core 

liabilities in providing greater liquidity in periods of credit booms: as total assets grew 

                                                 

3 Debt flows are one of the components of portfolio investment flows 



Theoretical part   19

   

 

more than five times, its "traditional" retail deposits went up by mere 130%, declining 

as a share of liabilities from 60% to 23%. (Shin, 2009) Based on a Northern Rock 

Annual report 2006, Shin (2009) documented that a significant proportion of non-core 

liabilities of this company came various regions abroad, including USA, Asia, 

Australia, and European economies.  

One might wonder why such large interconnections were not noticed by many policy 

makers even before the crisis. Avdjiev et al (2017), might provide an explanation by 

illustrating that net capital flows, which were in the spotlight instead of gross capital 

flows, can easily hide the ñround trippingò process, which is often intermediated by 

shadow banks and results in much higher gross capital flows compared to net capital 

flows. In line with that, Shin (2016) pointed out that the size of these flows has grown 

by more than 200% between 2002 and 2007 and that the inflow to the USA is clearly 

linked with the outflow. This is consistent with Broner et al. (2012) as well as our 

observations on the quarterly IMF data sample. 

Shin (2016) illustrates these aggregate links between capital flows and financing 

activities through cross-border banking claims, which we later use in hypothesis 2 to 

form a logical bridge towards the role shadow banks play. He describes the 

interconnection between the USA and Europe through gross capital flows in the 

following way: ñThe two-way flow resulted from the ñround-trippingò of dollars 

intermediated by the large European banks which raised wholesale funds by using their 

US branches to borrow from US money market funds, ship the funds back to 

headquarters and then recycle the proceeds back to the United States by purchasing 

securities built on mortgages of US households. A large chunk of US subprime 

mortgages was financed this way.ò (Shin, 2016, p. 13) Given this, we are trying to see 

whether the cross-border financing activities intermediated by shadow banks can have 

a significant aggregate effect on global capital flows.     

The literature on gross capital flows suggests that it is possible to show a link between 

credit provision, shadow banking and imbalances, but it might be as well a spurious 

relationship. What is not surprising is that gross capital flows are pro-cyclical, similarly 

to the size of shadow banking. Thus, we can expect a positive correlation between 

shadow banking incidence and capital inflows and with gross capital outflows.  
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What is harder, however, is to illustrate the possible link or in other words, to show 

why this relationship is likely more than a correlation. If we assume that shadow 

banking becomes a desired source of additional credit for nonfinancial corporations or 

households when the official banking sector is facing difficulties to meet the rising 

demand for credit, we can assume that this capital is not sourced from domestic 

deposits. Instead, financial groups create securitized assets, sell them to foreign 

investors and thus can finance domestic lending activities. This logic might make 

sense, if we consider the shift of borrowers towards more risky sources of credit in the 

boom phase. This was theoretically illustrated in Hyman Minskyôs text as early as 

1970ôs with the SBS described through this framework by McCulley, 2009). Although 

this proposition is largely controversial, recent empirical studies support the idea that 

the financing mix is changing with the business cycle. For instance, Shin & Shin (2011) 

showed that as demand for credit grows, banks have to seek for additional sources of 

funding and that these sources are likely abroad.  

Within this theory, we assume that it is a rational choice ex-ante for banks or non-bank 

financial institutions to engage in SB activities, because they can increase their profits 

by being able to lend more domestically and attract other sources of capital into the 

country. But as the global financial conditions (captured for instance by the VIX index) 

worsen, this choice can easily turn suboptimal and result in illiquidity and greater 

losses.  

Another possible effect to consider could be that when the SBS presence in a particular 

country is increasing, it is becoming a financial centre of its own. Though not 

necessarily a traditional financial centre, it could also lead to heightened and more 

volatile gross capital flows, which are typical for financial centres as shown in Chinn 

et al. (2011).  

Domestically, the SBS is assumed to be an alternative lending channel rather than an 

alternative saving channel, in line with Shin & Shin (2011). As such, SBS could also 

be directly tied to financial frictions, since it is more likely to be present in countries 

with larger borrowing constraints during the same time period. If the relationship 

between capital flows and SBS activities holds, we could interpret the role of SBS as 

reducing financial frictions during the boom phase by lifting the borrowing constraint 
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and as increasing financial frictions in crisis periods, when the supply of capital from 

abroad is suddenly cut.   

 

 



Data   22

   

 

3 Data 

Quarterly data from various databases was used in this thesis. First of all, as it is very 

hard to obtain reliable data for the Shadow banking sector incidence, the authors of a 

previous IMF paper (Harutyunyan et al., 2015) were contacted and kindly provided a 

dataset with their estimate for the size of shadow banking in 25 countries and the Euro 

Area. This dataset is further described below. After the inspection of this dataset, the 

search for other important variables continued, with the aim to obtain observations in 

quarterly frequency for the same country sample and for the identical time period of 

2001 Q4 and 2014 Q2. The data sources are described in Figure 2 and the summary 

statistics for the main variables used in our models can be seen in Figure 3.4 A more 

detailed data inspection follows along with a description of data transformation which 

were used in our empirical analysis, while summary statistics for all the variables used 

are in the appendix.  

Figure 2: Variable description and sources (before data transformation) 

 

                                                 

4 Summary statistics for other variables are available in the appendix. 

Variable Description Source From To Frequency Units

Gross flows Gross capital flows IMF 2001 Q42014 Q2 quarterly in Million USD

Gross inflows Gross capital inflows IMF 2001 Q42014 Q2 quarterly in Million USD

Gross outflows Gross capital outflows IMF 2001 Q42014 Q2 quarterly in Million USD

FDIflowspc FDI flows, gross IMF 2001 Q42014 Q2 quarterly in Million USD

Otherflows Other investment flows, gross IMF 2001 Q42014 Q2 quarterly in Million USD

Portfolioflows Portfolio flows, gross IMF 2001 Q42014 Q2 quarterly in Million USD

SBS Shadow banking liabilities Harutyunyan et al. (2015) 2001 Q42014 Q2 quarterly in Billion NC

Crisis Crisis Dating Duprey et al. (2016) 2000 M92014 M12monthly dummy variable

RGDPgr Real GDP growth rate OECD 2001 Q42014 Q2 quarterly per cent

IR Short term interest rate OECD 2000 Q42014 Q2 quarterly percent

GovBonds Government bonds IMF 2001 Q42014 Q2 quarterly per cent

KAOPEN KAOPEN Chinn and Ito (2006) 2001 2014 annual normalized index

VIX VIX index CBOE, FED 2001 Q42014 Q2 quarterly index

REER REER IMF 2000 Q42014 Q2 quarterly index

BMgr Broad money growth rate IMF 2000 Q42014 Q2 quarterly percent

Reserves FX Reserves IMF 2000 Q42014 Q2 quarterly million USD

BCL Bank crossborder liabilities BIS 2000 Q42014 Q2 quarterly million USD

BCC Bank crossborder claims BIS 2000 Q42014 Q2 quarterly million USD

Credit Credit to private nonfinancial sector BIS 2000 Q42014 Q2 quarterly percent GDP

NGDPbnc Nominal GDP (annualized levels) OECD 2000 Q42014 Q2 quarterly in Billion NC

NGDPmUSD Nominal GDP (annualized levels) OECD 2000 Q42014 Q2 quarterly in Million USD

CA Current account IMF 2001 Q42014 Q2 quarterly in Million USD

FA Financial account IMF 2001 Q42015 Q2 quarterly in Million USD

ER Exchange rate (period average) IMF 2000 Q42014 Q2 quarterly NC per USD
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The need for the country sample, frequency, and time period to match the IMF study 

of Shadow banking is clearly a limitation of this model and requires the resulting 

models to be quite parsimonious. It is, however, the only realistic approach we found 

to run an empirical analysis of Shadow banking and its impact on global capital flows 

and imbalances. Greater reporting and monitoring of quarterly Shadow banking data 

would be recommended for these phenomena to be analysed more thoroughly.    

Figure 3: Summary statistics (main variables only) 

 

Source: authorôs table 

As summary statistics show, Gross capital flows (normalized as a share of GDP, 

similarly to other variables) appear very volatile. They are ranging from 249.4% of 

GDP to -130.8% in the periods of strongest capital retrenchment, with a mean value of 

26.3% of GDP for a typical country in our data sample. Broken down into gross inflows 

and outflows, both components show similar values and similar volatility, which is 

likely caused by their co-movements and what is known as ñround-tripping of capitalò. 

Their co-movements will be discussed later along with the more detailed breakdown 

into FDI flows, Portfolio flows and Other investment flows. The highest values for FDI 

flows are caused by the Netherlands in 2007 and they can be considered non-standard. 

This also causes relatively high variance in FDI flows in our sample, both in absolute 

terms and relative to portfolio flows. As we discuss further in this section, this anomaly 

does not appear in case of the largest economies and seems to be driven by outliers, 

Variable Obs Mean Std.Dev. Min Max 

GrossFlowspc 815 26.31 40.57 -130.8 249.4 

GrossInflowspc 815 13.61 19.91 -61.61 124.2 

GrossOutflowspc 815 12.70 20.87 -69.14 128.0 

FDIflowspc 815 10.32 21.39 -14.08 180.3 

Otherflowspc 815 7.919 24.84 -161.0 133.7 

Portfolioflowspc 815 8.072 10.11 -26.89 43.64 

SBSg 783 0.367 3.882 -19.65 29.66 

SBSg Crisis 583 0.208 3.219 -18.18 29.66 

Crisis 612 0.389 0.488 0 1 

BCLg 721 0.262 5.216 -46.48 18.77 

Creditg 750 0.598 1.409 -4.200 5.700 

CApc 815 -0.587 4.637 -15.57 12.29 
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which is another argument for clearing the data sample from these outliers, which could 

bias our results. 

Shadow banking growth as a percentage of GDP stood at 0.37% in an average quarter, 

ranging from -19.65% of GDP to 29.66% of GDP. In periods of crisis, Shadow banking 

liabilities were slightly less volatile in our data sample, although their range was 

comparable to the data in normal periods.  

The current account balance as a percentage of GDP is oscillating around a slightly 

negative level of 0.5875, varying between -15.57% and 12.29%. This is quite high 

variance for a sample of mostly advanced economies, although it is probably a result 

of the major economic crisis that took place in 2008. Also, the standard deviation is 

much lower for the current account balance than for gross capital inflows of gross 

capital outflows, which corresponds to the findings of previous authors (Broner et al., 

2012) and is discussed in subchapter 3.1.  

3.1 Gross Capital Flows 

Concerning the gross capital flows, empirical papers focusing on them are still 

relatively scarce. This is partly due to large tradition of analyzing net financial flows 

which correspond to current account balance in the BOP and partly due to data 

collection issues. Data on gross capital flows are typically restricted only to some 

countries for quarterly frequency and missing for some in annual frequency. (Alberola 

et al., 2015) 

Alberola et al. (2015) and Broner et al. (2012) both present similar approaches to 

obtaining gross capital flows. Broner et al. (2012) defines capital inflows by foreign 

agents (CIF) and capital outflows by domestic agents (COD) with net flows set as CIF 

ï COD and gross capital flows as CIF + COD. Similarly, Alberola et al. (2015) work 

with gross foreign inflows and gross domestic outflows, which can further be classified 

by type into FDI flows, portfolio flows (consisting of equity and debt flows) and other 

investment flows. Here, the approach of Broner et al. (2012) is followed to obtain our 

endogenous variable for models 2 and 3. Quarterly data from the IMF were used and 

Gross capital inflows and outflows were calculated from FDI flows, portfolio flows 

and other investment flows. For some countries, data on assets and liabilities in 



Data   25

   

 

derivatives were available, but these were not included to the Gross capital flows, 

corresponding to the approach taken by the literature. Moreover, they were sometimes 

missing on a systematic basis, such as since 2004 in the case of the Netherlands, which 

reported them previously. The resulting variable was normalized by the size of 

economy, to prevent results from being driven by a handful of largest countries.  

Gross capital flows are composed of two key elements ï capital inflows and capital 

outflows. As previous studies, especially Broner et al. (2012) and Borio & Disyatat 

(2015) show, little attention is given to these variables. Thus, this subchapter tries to 

briefly explain the empirical observations on gross capital flows which we can see in 

our data sample, as well as their breakdown into between the most important parts. The 

beginning of this inquiry is the breakdown of gross capital flows into two broad 

categories: gross capital inflows and gross capital outflows. Based on our data, the 

relationship between Gross capital outflows and inflows is positive and close to linear. 

With either the traditional Broner et al. (2012) or alternative definition, we see a very 

high regression coefficient of 0.98 or 0.94, respectively. The relationship between them 

is very similar to the one revealed in Broner et al. (2012), despite the different country 

sample and frequency.5 We include a similar figure below.  

Figure 5: Relationship between gross  

capital inflows and outflows in our  

data sample 

  

Source: own analysis on 2001-2013 IMF data Source: Broner et al. (2012) 

                                                 

5 This was also checked on the data sample by Broner et al. (2012), with time period set to match ours. 

Figure 4: Comparison with Bronerôs  

joint distribution of capital flows  
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There is also an alternative approach for determining Gross capital inflows and Gross 

capital outflows presented by Janus & Riera-Crichton (2013). This approach notes that 

we should distinguish negative values of Gross Inflows as retrenchment of capital by 

foreign investors and negative values of Gross Outflows as capital retrenchment by 

domestic investors and treat it differently, adding them to outflows and inflows, 

respectively. This alternative measure of Gross capital inflows and outflows was also 

constructed and tested in this paper, but the differences in estimation results were 

negligible. 

Another factor to analyse is the breakdown of Gross capital flows by type of activity 

from which they arise. These include Foreign Direct Investments (FDI), Portfolio 

investments and Other investment flows. In is interesting to note that Gross flows are 

most correlated with Other investment flows (correlation coefficient of 0.8), then with 

FDI flows (0.7) and only then with Portfolio flows (0.53). Correlations between these 

types of flows are much smaller, with the highest value of 0.31 for Portfolio flows and 

Other investment flows. The above results are for data which has been seasonally 

adjusted, but for unadjusted data, Other investment flows still have the largest 

correlation coefficient with Gross flows.  

Figure 6: Decomposition of gross capital flows 
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 Source: own analysis using IMF data 

Other investment flows are also the most volatile among these. Surprisingly, in the 

restricted sample of countries, FDI flows are somewhat more volatile than Portfolio 

flows. But this is not the case for the largest economies such as USA, UK, or Germany. 

Netherlands and Belgium primarily drive this result. During crisis periods, volatility of 

Other investment flows increases and contributes to larger volatility of Gross capital 

flows. While correlations among types of flows during crisis periods decline, the 

decline is clearly the weakest for correlation between Other flows and Gross flows in 

total.  

This large volatility in Other investment flows along with the results which will be 

described further, suggest that more attention should be paid to Other investment flows. 

Comparisons based on the level of VIX index also suggest large importance of Other 

investment flows in periods of financial stress.  

3.2 Shadow banking incidence 

As discussed in Chapter 3.5, there are different definitions of the Shadow banking 

sector and we choose to follow the approach of Harutyunyan et al. (2015) and to work 
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with their broad definition of SBS, which includes not only other financial institutions, 

but also activities which banks are financing through non-core liabilities.  

The size of Shadow banking liabilities was originally a stock variable and clearly non-

stationary, therefore it had to be converted to a flow variable. Additionally, the data 

was available in billions of national currency (NC) and thus hardly comparable to other 

data, which were mostly in millions of USD. First, the data was standardized by 

nominal GDP of a particular country in billions of national currency to allow us to use 

these data in a way consistent with other measures and to account for the size of 

countries. Further, a transformation into a quarterly growth rate was applied, to obtain 

a flow variable.   

As previous studies show, data on shadow banking have to be treated with special care 

and collected from different databases. Bakk-Simon et al. (2011) have estimated the 

size of shadow banking in the Euro area countries in which they followed the FSB 

approach of defining shadow banking based on non-bank financial institutions rather 

than by their activities. For the purpose of this thesis, a more comprehensive database 

by Harutyunyan et al. (2015) seems more relevant, both due to the ability to better 

encompass risks to financial stability through their measure and because of the larger 

country sample. The authors of this recent study have focused on quarterly data on 26 

jurisdictions (25 countries and Euro area as a whole) ranging from Q4/2001 to 

Q4/2013.  

Financial Stability Board (FSB, 2015) uses its own metric to measure shadow banking 

activities. This measure is quite different from the one used by Harutyunyan et al. 

(2015) as it includes the shares issued by investment funds and, more importantly, 

excludes bank liabilities. This approach reflects the traditional point of view that 

shadow banking is happening outside organizations with a banking licence. The 

greatest difference between the two measures is in the case of Euro area countries, 

where the FSB estimate is much higher and tends to rise even after 2007, while the 

IMF estimate is declining in the post-crisis period. (Harutyunyan et al., 2015) The FSB 

data are unluckily available only since 2010 and in an annual frequency, which does 

not provide enough observations.  
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Due to many measurement issues and the complexity of precise estimation of the size 

of shadow banking which goes beyond the scope of this thesis, the dataset kindly 

provided by Harutyunyan et al. (2015) is used as a key explanatory variable. Out of the 

two measured mentioned, the broad measure of SBS is used here, based on the authorôs 

comments that it should be more useful for assessments of financial stability. 

(Harutyunyan et al., 2015) Details about their approach as well as a more thorough 

discussion of alternative measurement methods are outlined in their paper, as the 

debate on proper measurement of shadow banking is large and complex. We describe 

the resulting size of shadow banking and its changes before and after the financial crisis 

below, with a focus on selected European economies.  

Figure 7: Shadow banking as % of GDP (broad measure for a sample of EU 

countries) 

 

Source: own analysis using IMF and OECD data 

Among European countries, we can observe large differences in the estimated size of 

shadow banking liabilities. Figure 7 shows only selected European economies. Very 

high volumes of shadow banking activities are typically found in financial centres such 

as UK, Ireland, or Netherlands. On the other end of the spectrum, Slovakia had almost 

no shadow banking activities. A country with the largest shadow banking sector 

relative to the size of the economy is Luxembourg, with noncore liabilities as high as 

2500% of GDP in 2001 and declining to the level close to 1500% of GDP.  
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As we can see in Figure 8, shadow banking was on the rise before the 2008 financial 

crisis, in almost all countries. The growth was the strongest in Ireland, where noncore 

liabilities have boomed from 395% of GDP to 944%. As we will see further, most of 

this growth has been wiped away in the ensuing financial crisis.  

After the crisis, shadow banking activities have been shrinking in all but 3 countries in 

the sample based on Figure 9. In most countries, the decline was within 0% and 40% 

of GDP, while it was much more pronounced in Belgium, Ireland, and Luxembourg, 

which declined by a stunning 1117% of the GDP and would effectively dwarf all other 

countries shown on the same figure.  

Figure 8: Compound growth of shadow banking liabilities between Q4 2001 and 

Q3 2008 (% GDP) 

 

Source: own analysis using IMF and OECD data 
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Figure 9: Compound growth of shadow banking liabilities between Q3 2008 and 

Q4 2013 (% GDP) 

 

Source: own analysis using IMF and OECD data 

3.3 Other variables 

Current account and financial account 

Current and financial account quarterly data were obtained from the IMF. Current 

account data are used in Model 1 and in the Model 3 extension. While some authors 

work with Current account balance relative to the main trading partners, we decided to 

use it unchanged, to keep the model more straightforward, especially as the focus of 

the thesis in on capital flows in and out of a given country. The only transformation 

applied was normalizing CA by gross domestic product of a given country. Financial 

account data were typically used to cross-check if the model suggests relationships 

between variables which are economically sensible and analogic data transformation 

was applied.  
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Credit growth  

The growth of Credit to private nonfinancial sector is a typical measure of lending 

activity. It includes both credit available to households and NFCs. The data was 

obtained from the BIS database in quarterly frequency. In contrast with the 

methodology used by Lane & McQuade (2014), we are interested mainly in short-term 

effects of credit growth and thus cannot use the change of credit over the period of 5 

years. Instead, we match the data frequency of other variables in the sample and work 

with quarterly growth rate of credit to nonfinancial sector.  

Bank cross-border lending 

Bank cross-border lending is an activity which we expect to be correlated with Shadow 

banking activity and to be concentrated in the main financial centres. The data can be 

obtained from the BIS Locational banking database. Originally, this data was obtained 

as a stock variable tracking Bank cross-border liabilities, since SBS is also defined 

based on liabilities rather than claims on the counterparty throughout the thesis. A 

quarterly growth rate was then applied. Bank cross-border claims were also obtained 

analogically, to check if we observe similar patterns.  

Capital openness 

Concerned over sudden stops and reversals of capital flows, especially in the case of 

short-term speculative capital, countries sometimes regulate capital inflows and 

outflows by a set of capital control measures. The tendency to regulate capital flows 

applies mostly to emerging markets and has diminished considerably already in 1980s 

and 1990s. During the 2000s, liberalization of capital flows continued in countries such 

as Slovakia, Slovenia, Cyprus, or Korea. Some exceptions are the tightening in capital 

controls from countries outside EU, which we can see in the data for Cyprus and 

Slovenia following the global financial crisis and European debt crisis.  

A countryôs openness to foreign capital flows is defined as the absence of these 

measures and is often captures by the Chinn-Ito index of capital openness (KAOPEN).  

KAOPEN index is derived from the IMF data on capital controls through principal 

components analysis. (Chinn & Ito, 2006) One possible disadvantage of KAOPEN 

index is that it is a de-jure measure, focused on the policies implemented by specific 
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countries, while previous studies report that de-facto capital openness can differ quite 

significantly across time periods from de-jure measures. (IMF, 2012) But as de-facto 

measures are derived directly from the size of Gross capital flows, they were not an 

option for measuring the intensity of capital openness in our models. KAOPEN is used 

in the original form in our empirical analysis, whereas a higher value of KAOPEN 

stands for a greater degree of capital openness with a highest value at 2.39 (rounded to 

the nearest decimal). A complication for our analysis focused on short term changes in 

capital flows is the absence of this data in a quarterly frequency and the fact that capital 

controls change only from time to time, in larger steps. As we can observe in the model 

results, this likely explains the statistically insignificant coefficient across model 

specifications.  

Output growth differential  

Broner et al. (2012) shows that global capital flows are pro-cyclical and tend to rise in 

the upswing of the economic cycle and retrench during most severe economic crises. 

This occurs both due to domestic investors investing more abroad and positions of 

foreign investors from a perspective of a particular economy also increase 

substantially.   

We concluded that a construction of output gap to capture a precise measure of each 

countryôs business cycle would be beyond the scope of this paper and that the most 

common filtering methods such as HP filter could leave us with a questionable gap 

measure in the last years in the sample, thus we focused on output growth differential 

as a measure suitable for comparison across countries. Output growth differential in 

this work was constructed using the OECD real GDP data by subtracting the time-

varying average GDP growth rate from the data for each country.  

Interest rate differential  

Similarly to the output growth differential, we would also expect the interest rate 

differential to be related to the global movements of capital. Short term interest rates 

capture the time cost of money in each economy and influence the cost of capital and 

investment decisions. At the same time, in global bond markets, higher interest rates 

attract capital from abroad, compared to countries with lower interest rates and the 

same level of risk.  
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As our measure, we use the data on three-month money market rates from the OECD, 

which we convert to interest rate differential by subtracting variable mean. The 

selection of short term interest rates as opposed to long term interest rates is paramount 

to ensure that the term structure of interest rates in each country and quarter and 

country-specific risk do not bias the results. Risk conditions are then captures by 

separate variables, as described below.   

Risk conditions 

Apart from potential gain and liquidity, perceived risk plays a large role in investorôs 

decisions. Two types or risks can be distinguished: country-specific risk and global risk 

conditions, which influence overall investorsô risk appetite.  

Country-specific risk is often captured through government bond yields to maturity of 

a particular country relative to other countries. When perceived country-specific risk 

grows, we expect investors to be less likely to move their capital to the country in 

question, which would reduce gross capital flows. They might at times consider a 

retrenchment of their capital to the domestic economy. Country-specific risk is 

obtained as a risk premium on government bonds, compared to the prevailing short 

term money market rate, based on IMF and OECD data.  

Global risk conditions could also influence global capital flows as an increase in 

perceived risk or higher risk aversion of investors typically leads to a capital 

retrenchment from countries with heightened economic of political risks towards so-

called safe heavens. Similarly, heightened risk aversion can also put more pressure on 

economies with large foreign debt and potentially lead to sudden stops. Similarly to 

many previous authors, we use the implied stock market volatility index VIX, 

sometimes known as the ñinvestor fear gaugeò. The VIX data were assembled from 

FED and CBOE data sources.  

Risk conditions can also impact the leverage of individual market players as well as in 

the overall financial system. This especially applies to market-based liabilities of 

financial institutions, which can suddenly be less available, when risk conditions 

worsen substantially. This is also documented by Shin (2009). Hence, it is critical to 

check whether the situation is much different in periods of "normal" risk and periods 

of heightened risk.  
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Crisis dating 

As highlighted in the theoretical section, the relationship between gross flows and some 

of the main model variables, especially shadow banking occurrence, might be different 

during normal times and crisis periods. In our work, we used Dupreyôs crisis dating 

(Duprey et al., 2016) to check for such effect. Dupreyôs crisis dating is an index of 

financial stress which combines information about (i) the volatility and (ii) large 

variations about each of the bonds, equity, and foreign exchange markets, as well as 

(iii) the cross-correlations between each market segment. (Duprey et al., 2016). This 

variable was originally available in monthly frequency and was transformed as a 

dummy variable, which takes the value of one if there was a period of financial stress 

in at least one of the months in the respective quarter and zero otherwise.  

Exchange rate 

Besides interest rates, investors are also likely to be influenced by exchange rate 

movements. While in the long term, economic theory predicts exchange rates to adjust 

to the rate of inflation, in the short term, we see various violations of this adjustment 

process. Henceforth, short term interest movements may influence the value of assets 

and liabilities for foreign investors. Net capital flows and current account balance is 

also likely to reflect different relative prices of goods ï which can be considered a 

reason to include the Real effective exchange rate (REER) in our models on net flows. 

Both variables were obtained from the IMF database in quarterly frequency, REER as 

an index and exchange rate as the ratio of national currency per USD.  

Official reserves and offshore status 

Official foreign exchange reserves are held by central banks to prevent adverse impacts 

of sudden stops in capital flows or their occurrence. As Chinn et al. (2011) highlight, 

past reserves can also encourage less foreign reserves accumulation in the periods 

ahead and hence a weaker current account. This is in line with our results. Data on 

foreign exchange reserves were retrieved from the IMF with quarterly frequency and 

they are used in our models of net capital flows.  

Following the approach of Chinn et al. (2011), we also tested a special Offshore 

variable for financial centres was defined based on the IMF methodology and applied 
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for Cyprus, Ireland, Luxembourg, and Malta. This variable suffered from a lack of 

observations and thus could not be properly used. In the models where it was tested, it 

appeared not statistically significant. A similar case was testing of the broad money 

growth rate, retrieved from the IMF data.   



Methodology   37

   

 

4 Methodology  

Methodologically, there is little direct guidance to be found for models of Gross capital 

flows. As mentioned before, empirical literature on gross flows and shadow banking is 

largely missing. Therefore, we look for methodological inspiration at the literature on 

net capital flows. Previous studies on global imbalances have used two main 

methodological approaches: probit model or panel data approaches. Some interesting 

specifics are mentioned further in this section. In this study, we stick to panel data 

methods for the most part.  

Bakk-Simon et al. (2011) used an OLS model with heteroskedasticity-consistent 

standard errors with many determinants. They interpret the current account balance as 

a function of net foreign assets, general government balance, oil balance, old age 

dependency ratio and population growth rate. It also accounts for financial centres and 

fixed time effects.  

Chinn et. al. (2011) use quite a comprehensive model including the government budget 

balance, private credit creation as a proxy for financial development, their own measure 

of financial openness and a measure of legal and institutional development. Further, 

they use several macroeconomic and policy-related control variables as a part of their 

panel of non-overlapping 5 year averages. (Chinn et. al., 2011) The use of credit 

creation as a proxy for financial development should be subject to closer scrutiny. 

While advanced economies with more developed financial markets tend to produce 

more credit for nonfinancial companies and households, this variable is also likely to 

change across the business cycle, which means that it can be an interesting variable 

even for short-term models.   

Lee & Park (2013) take a different approach by estimating the value of US security 

holdings by various countries through a gravity model with a Poisson pseudo-

maximum likelihood estimator. In further specifications, they used dummies for their 

region of interest, Southeast Asia, and dummies for individual countries.  
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Lane & McQuade (2014) ran an IV regression to try to find the effect of capital flows 

on domestic credit growth. This triggered some changes in the results, hinting at 

endogeneity. To check our results against endogeneity, we also test model 

specifications with instrumental variables, specifically 2SLS models.  

Concerning the location of financial institutions, most previous studies used a dummy 

variable to indicate whether a specific country is an offshore financial centre or not. 

Recent statistics from the BIS, however, might provide more insights into this issue 

compared to a dummy variable, as their data directly show the size of Bank cross-

border claims and Bank cross-border liabilities. This should be a fitting proxy for a 

financial centre status of a given country, because being a financial centre effectively 

means controlling financial entities located outside the domestic market, either as direct 

subsidiaries or by holding another type of stake in such companies. The dummy 

approach is attractive by being parsimonious, but might hide important insights. Also, 

as shown later, the data used in this study unluckily do not include many offshore 

centres. Still, annual data from previous studies show that Gross financial flows going 

to or from offshore financial centres indeed might play an important role. (Cinn et al., 

2011) and Errico et al. (2014) work with the Global Flow of Funds framework, looking 

for the country-sector pairs in cross-border claims on US banks and non-banks.  

This study uses mostly short term panel data and tries to apply relevant methods to test 

our main hypotheses. Generally, our models are based on the unobserved effects model 

ώ  ὼ  ὧ ό , where ὧ represents the unobserved effect and ό  stands for 

idiosyncratic errors. To see clearly the effects of heterogeneity in our data, we construct 

four main types of model specifications: (1) pooled OLS, (2) Fixed effects models, (3) 

Two-stage least square models (2SLS) and finally, (4) 2SLS models with fixed effects, 

which can be considered most robust in the light of cross-country heterogeneity and 

possible endogeneity issues. In the specifications where 2SLS method is used, we first 

instrument all explanatory variables with their lagged values. The selected model 

specifications are as follows: 

(1)  ώ   ὼ ὼ ȣ  ὼ   ό  

(2)  ώ  ὥ  ὼ ὼ ȣ  ὼ  ὧ  ό  

This first step for models (3) and (4) is ᾀ ὧ  ὦὼȟ ό   and 2nd step follows as 
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(3) ώ   ᾀȟ ᾀȟ ȣ ᾀȟ   ὺ  

(4) ώ  ὥ  ᾀȟ ᾀȟ ȣ ᾀȟ   ὺ  

Applying the main specification (4) to our three hypotheses results in: 

1st step: ᾀ ὧ  ὦὼȟ ό  where ὼȟ  represents all explanatory variables 

lagged by one quarter 

2nd step separately for hypothesis 1, 2 and 3: 

(H1): ὅὃὴὧ ὥ  ὅὶὩὨὭὸὫȟ ὢȟ  ὺ  

(H2): ὋὶέίίὊὰέύίὴὧ ὥ  ὄὅὒὫȟ ὢȟ  ὺ  

(H3): ὋὶέίίὊὰέύίὴὧ ὥ  ὛὄὛὫȟ ὛὄὛᾫὧὶὭίὭίȟ ὢȟ  ὺ  

Where CApc stands for the current account balance, Creditg for the growth rate of 

credit for private sector in the H1 model, GrossFlowspc captures gross capital flows as 

a percentage of GDP and BCLg represents the growth of normalized bank cross-border 

liabilities in the H2 model. In the H3 model, SBSg stands for the growth of shadow 

banking liabilities and SBSg_crisis for their interaction with a crisis dating dummy. X 

is the vector of control variables used in each model.  

In the construction of our models, we had to deal with several econometric issues which 

we describe below, including the chosen remedy.  

Balancing the panel 

For correct estimation, panel data are typically recommended to be as balanced as 

possible. Among all econometric issues, this is one of the most serious issues in panel 

data, as it may cause OLS estimates to be inconsistent.6  

                                                 

6 This would effectively mean that even with a large sample, we would not be approaching the correct 

coefficient ɓ. 
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To balance the panel and correct for missing variables for some countries, several 

countries had to be dropped from the sample. Most of the reduction happens because 

of missing control variables for the certain country and time period.  

Due to missing data for important control variables, Luxembourg is dropped from most 

of the models. Luxembourg and Ireland account for most of the observable outliers in 

the inspection of the original data sample. Thus, removing them from the sample may 

help to reveal more about the fundamental relationships while decreasing the 

variability in the data to some degree. Malta and Slovenia are also examples of 

countries for which the estimated size of Shadow banking liabilities is missing for 

many quarters and thus they had to be dropped from the sample. Additionally, not all 

data was available for all countries in the quarterly frequency. The most problematic 

variable was Dupreyôs crisis dating (Duprey et al., 2016), which was available only for 

European countries. Thus, when we test a model with this variable, other country 

variables are naturally dropped. For this reason, we also test and report the version 

without crisis dating, wherever possible. Although, as we show further, there seems to 

be a strong argument for using the crisis dating in our model, as it provides important 

insights about Shadow banking.  

Multicollinearity  

Multicollinearity arises when explanatory variables are correlated with each other. 

Some degree of multicollinearity is natural in econometric models, but we need to 

prevent excessive level of multicollinearity, which would make it impossible to 

consistently interpret the coefficients and to infer the real relationships between model 

variables.  

The correlation matrix of variables used in the model is available in Figure 22 in the 

Appendix. The highest correlations were identified for the gross capital inflows and 

outflows, as described in the previous section. Our key Shadow banking variable is 

highly correlated with its interaction variable for crisis periods, which appears naturally 

in similar models, and it also shows quite a high positive correlation with Bank cross-

border liabilities (BCL), which reaches 0.44. Thus, it seems that the growth rate of 

Shadow banking liabilities closely follows the growth rate of Bank cross-border 

liabilities. This, we believe, is one of the interesting insights we discovered in our 
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analysis, and it helps to make the logical bridge between the influence of bank 

decisions and shadow banking financing on gross capital flows. We also try to prevent 

multicollinearity in the model by not using these two variables together.  

For several other variables, somewhat strong correlation seems to hold. Interest rate 

differential is negatively correlated with the measure of openness towards capital flows 

(KAOPEN), with a coefficient of -0,69. This might cause the inability to interpret each 

coefficient separately and may explain the lack of statistical significance in some of 

our models. However, as both KAOPEN and interest rate differential are likely to 

influence capital flows and excluding them would likely cause omitted variable bias, 

we need to keep them both in the model and run the risks that we may not interpret 

their coefficients. Another relatively high correlation coefficient appears for output 

growth differential and risk premium on government bonds (-0,6). This suggests a 

negative relationship between both variables, which migh be explained by government 

bonds reflecting weaker macroeconomic prospects.7 For this reason, risk premium was 

excluded from our main model. The other variables show only moderate correlations 

and thus can be used in the model, unless there is some other model misspecification.   

Heteroskedasticity and autocorrelation 

In panel data models with macroeconomic variables, both heteroskedasticity and 

autocorrelation are often present. Commonly used tests such as the White test or the 

Breusch-Pagan suggests that heteroskedasticity is indeed present in our data. As a 

typical solution for this problem in panel data, we apply a model specification robust 

to both heteroskedasticity and autocorrelation in the method known as clustering.  

Country-specific fixed effects are also applied as a treatment for cross-country 

heterogeneity in the data. We believe this is a necessary step, as the level of Shadow 

banking liabilities and their volatility greatly differs across our country sample. The 

selection between fixed effects and random effects model was made based on the 

Haussmann test.   For some models, the Haussmann test showed random effects model 

to be consistent, with results similar to the fixed effects model. In such cases, it is 

                                                 

7 The authorôs bachelor thesis ñWhat caused the hikes and dips of government yields during the 

sovereign bond crisisò deals with these issues.  
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usually better to select the random effects model, as it should be more efficient.  But 

since there were models for which random effects model was not consistent, we choose 

fixed effects model for all hypotheses to ensure greater robustness and comparability 

of the models.  

Endogeneity and omitted variable bias 

Another econometric issue to check is endogeneity. The presence of endogeneity can 

be a serious issue in empirical models with the ambition to reveal fundamental 

relationships among variables.  

Our solution to endogeneity is testing the models through a two-stage least squares 

estimator (2SLS) and checking for the differences in the coefficients and their 

significance compared to a pooled OLS model. The 2SLS estimator uses lagged 

explanatory variables as instruments, because these are less likely to be influenced by 

gross capital flows in the present period. The 2SLS estimator is also considered 

relatively robust in the presence of omitted variable bias. In short, omitted variable bias 

in the model would mean that the results may not reflect the true relationships between 

variables, when one of more variables with a large explanatory power are left out. This 

is therefore another reason for testing our models through the 2SLS estimator with 

built-in fixed effects, as financial and macroeconomic variables are largely intertwined.  



Empirical estimation and robustness testing   43

   

 

5 Empirical estimation and robustness 

testing 

This section provides an empirical estimation of the three main hypotheses of our study 

as well as several additional model variants intended to draw further insights about the 

relationship between Shadow banking activities and capital flows.  

5.1 Description 

To obtain a few initial insights, we considered the correlation between Shadow banking 

and capital flows and several scatterplots. The scatterplot between the level SBS and 

Gross Flows (Figure 10), with both variables as a share of GDP, shows an interesting 

pattern. The relationship between both variables seems to be non-linear, although it 

also includes much noise. When the countries with exceptional level of SBS are 

excluded8, it becomes positively correlated with gross capital flows with a correlation 

coefficient of 0.79.  

Figure 10: Joint distribution of between gross capital flows and SBS level 

 

 

 

 

 

Source: own analysis 

                                                 

8 Luxembourg and Ireland were excluded; these countries are both financial centres with huge banking 

and non-bank sectors, with some missing observations and with a lot of noise in the gross flows data 
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When we plot the growth of SBS together with Gross capital flows (Figure 11), there 

are many outliers, but also a quite dense group of countries with moderate gross flows. 

Within this group, the correlation coefficient is much different than the overall slightly 

negative value. For instance, if we reduce the sample to observations where gross 

capital flows were below 300% of GDP, we obtain a correlation coefficient of 0.55, 

which suggests a positive relationship between the growth rate of SBS and the size of 

capital flows.      

Figure 11: Linear relationship between gross capital flows and SBS growth 

 

 

 

 

 

 

 

Source: own analysis  

A special issue which is highlighted by sorting countries by SBS level, is the presence 

of financial centres in the model. A detailed look in the original dataset shows that 

Luxembourg has a very large Shadow banking sector (in terms of per cent GDP) and 

that it also witnessed a much more dynamic development in Gross Flows than any other 

country. Further, the relationship between the level of SBS and gross flows in 

Luxembourg is strongly negative with correlation coefficient -0.72, while for countries 

other than Luxembourg, it is positive, at 0.49. This seems to indicate either that 

different dynamics are at play, when the SBS sector is large and vanishing, or that some 

other characteristics influence the behaviour of Gross capital flows to a greater degree.  

A preferred option would be to create a special dummy variable for financial centres, 

which is used in similar models by authors such as Chinn et. al. (2011). This option 

was tested, but missing data for some of the crucial model variables prevented its usage. 
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The resulting number of observations for countries considered financial centres was 

too low to be consistently added to the model.  

When we check for the correlation of the change in the size of Shadow banking and 

growth rate differential in Figure 12, we obtain a slightly positive correlation 

coefficient of 0.2 and graphical outputs also suggests that non-core liabilities are pro-

cyclical, as suggested by previous literature (Shin and Shin, 2011). The correlation 

coefficient for growth rate differential and gross capital flows is just slightly higher. 

Thus, the moderate pro-cyclicality revealed by previous literature also holds in our data 

sample.  

Looking closer at the decomposed Gross Flows, the growth rate of SBS shows some 

degree of co-movements with Other investment liabilities and Other investment assets. 

FDI and Portfolio investments seem not to be impacted by the growth or decline of 

SBS. When Luxembourg and Ireland are dropped from the sample, the correlation 

between Other investment liabilities or assets and SBS growth rate rises to 0.56 or 0.57, 

respectively. Correlation with portfolio flows also increases. This is probably given by 

the fact that Luxembourg and Ireland enjoy a large degree of banking and SBS 

activities with quite a small economy and population overall. These co-movements will 

be explored further through panel data as an extension to subchapter 5.3. 

Figure 12: Joint distribution of SBS growth and real output growth differential  

 

 

 

 

 

 

 

Source: own analysis using Stata 
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5.1 Hypothesis 1: Current account and credit growth 

Our first hypothesis attempts to link global imbalances with credit growth, building 

upon the traditional conception of imbalances, described in section 1.1. It models the 

determinants of current account balance across countries and time periods, testing the 

hypothesis that credit growth is one of the factors influencing current account 

imbalances. The key model equation is as follows and it concentrates on capturing a 

short-term effect of credit growth on current account balance of a specific country. 

CApcit = Ŭi + ɓ1 Creditgit + ɓ2 Reservespcit + ɓ3 IRdiffit + ɓ4 RiskPremiumit + ɓ5 

GDPdiffit + ɓ6 REERit + ɓ7 ERchit + ɓ8 VIXi + ɓ9 KAOPENit + vit 

, where CApcit represents the current account balance as a percentage of GDP, Creditgit 

captures quarterly growth rate of credit to nonfinancial sector, Reservespcit shows the 

size of foreign reserves relative to the size of the economy, IRdiffit stands for interest 

rate differential and RiskPremiumit for country-specific risk premium, GDPdiffit for real 

output growth differential. REERit captures the real effective Exchange rate, while the 

change of nominal exchange rate is represented by ERchit.  VIXi  is the VIX index and 

KAOPENit captures capital control measures used by a respective country.  

Results of this model are shown in Figure 13. The suggest a negative and statistically 

significant relationship between the growth of credit to nonfinancial sector and current 

account balance. Corresponding to a 1% growth in credit in excess of GDP growth9, 

we can expect approximately a 0.7% loosening in the current account balance. This 

finding seems to be in line with economic logic, reflecting that countries with a faster 

growing capital stock attract foreign capital into the country and subsequently import 

more goods and services than they export. Foreign exchange reserves appear in the 

model with a negative sign, which is likely influenced by the need of such countries to 

hold reserves in the first place. Some of the other coefficient vary with the usage of 

fixed effects in the model. The most obvious case is risk premium, which is negative 

and significant in models without fixed effects, but not significant and with a slightly 

                                                 

9 Credit growth, similarly to bank cross-border liabilities growth and shadow banking liabilities growth 

are measured as percentage of GDP to prevent results from being driven by a few large countries. 
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positive coefficient when fixed effects are used. This seems to highlight that country 

risk premium serves a similar role in the model as country-specific fixed effects when 

the model is also controlled for perceived risk across time periods, which is captured 

by VIX index. VIX index itself is negative and significant in our key model 

specification (4), hinting at likely current account crises when volatility reaches its 

heights. The exchange rate change is negative and statistically significant across all 

model specifications.  

Figure 13: Model for hypothesis 1, results obtained through OLS (1), FE (2), 

2SLS (3) and 2SLS with FE (4) 

 (1) (2) (3) (4) 

VARIABLES CApc CApc CApc CApc 

     

Creditg -1.259*** -0.677*** -1.396*** -0.713*** 

Reservespc 0.162 -1.155* -0.220 -1.316** 

IRdiff  -0.217 0.137 -0.191 0.240 

RiskPremium -0.706*** 0.129 -0.718*** 0.145 

GDPdiff -0.270 0.0572 -0.300* -0.0128 

REER -0.0281 -0.0153 -0.0130 0.00147 

ERch -0.150** -0.151*** -0.397** -0.397** 

VIX  -0.0359 -0.0334** -0.0493 -0.0652*** 

KAOPEN 0.290 0.264 0.283 0.448 

Constant 4.472 1.389 3.274 2.949 

 

Fixed effects 

  

Controlled 

  

Controlled 

Observations 747 747 696 696 

R-squared 0.232 0.208 0.236 0.828 

     

Robust standard errors in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 

 

Figures 24 and 25 represent robustness tests for this model and suggest that the 

coefficient for the credit growth variable remains remarkably stable and statistically 

significant in all three alternative specifications in Figure 24. The results of our chosen 

model (1) are compared to a model controlling for the level of credit (2) and models 

leaving out risk premium (3) or both risk premium and KAOPEN (4). Concerning the 

other variables, reserves keep their negative coefficient in all alternative specifications. 
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Output growth becomes significant at 5% confidence level in specification (2), which 

also has the highest R2, implying a possible slightly negative impact on current account 

balance. Capital openness and the level of capital to nonfinancial sector also show some 

significance in this model. The other model specifications tested also confirm the 

negative coefficients for VIX and exchange rate change.  

Compared to models used by Chinn et al. (2011), the model here is more parsimonious 

for several reasons. The main reason is the ability to compare this model with our main 

model with Shadow banking liabilities and to be able to make a logical step from one 

to the other. For this reason, the same dataset is used throughout the thesis. As the data 

for the size of SBS are restricted to more recent years and to a smaller number of 

countries, a typical short panel with annual data and many countries could not be used. 

Instead, it was replaced with a quarterly frequency of data to gather enough 

observations and compute correct statistical tests. This could eventually provide further 

insights not obtained in typical annual models, as we can consider development of CA 

within each year, but it restricts the number of variables that can be used.  

Also, as the focus of this thesis is not focused on demographics and other factors, but 

rather on international movements of capital, we have looked mostly for the influence 

of financial variables. Nevertheless, it uses some of the main variables as well, namely 

interest rate differential, output growth differential and the Cinn-Ito capital openness 

measure, KAOPEN. 

5.2 Hypothesis 2: Gross capital inflows 

Our second hypothesis asks, whether the inter-bank lending activity is related to its 

gross capital inflows. This hypothesis is partially motivated through the recent model 

by Borio & Disyatat (2015), who suggest a theoretical model of capital flows based on 

the location of financial groups. To consider this issue and search for a link to Shadow 

banking, we focus specifically on cross-border lending activity between financial 

institutions. Based on Borio & Disyatatôs (2015) theoretical model, we would expect 

to see a link between bank cross-border lending and gross capital inflows, but no or 

weak link with Current account balance, representing net flows. While the latter is 

discussed in the next chapter, the model of lending and gross inflows was tested in the 

following form:  
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GrossInflowspcit = Ŭi + ɓ1 BCLgit + ɓ2 IRdiffit + ɓ3 GDPdiffit + ɓ4 REERit + ɓ5 VIXi 

+ ɓ6 KAOPENit + vit 

, where GrossInflowspcit stands for Gross capital inflows as a percentage of GDP of 

country i in quarter t and BCLgit represents a quarterly growth rate of Bank cross-border 

liabilities. Other variables are a subset of variables in model 1 and are defined in the 

same way.  

Results of this model are shown in Figure 14. They suggest that quarterly changes of 

Bank cross-border liabilities are a significant determinant of gross capital inflows and 

that an increase in cross-border liabilities of a given country by 1% raises its gross 

capital inflows approximately by 1.5%. Thus, it seems that cross-border financing is 

indeed reflected in gross capital flows and can influence them more than 

proportionately. Interest rate differential is shown as a significant determinant with a 

positive coefficient just below 3.3. This seems in line with economic theory, where a 

higher interest rate compared to other countries attracts more capital. Interest rate 

differential does not appear statistically significant before controlling for country-

specific fixed effects, but its coefficient in that case is only slightly lower. With the 

capital openness index, the situation is just opposite ï KAOPEN appears statistically 

significant at first, but the significance vanishes when we control for fixed effects. 

Fixed effects eliminate the effects of explanatory variables which are constant in time. 

Hence, the lack of statistical significance of KAOPEN can be caused by the 

characteristics of this model, as the variable is little changed in advanced economies 

over the 2001 - 2013 time period. In an additional test of the model with random effects, 

KAOPEN is again significant with a coefficient of 7.3 and much lower standard errors, 

but due to the risk of endogeneity, we use a 2SLS model as a primary one. Nonetheless, 

we believe it is important to keep it in the model, because capital controls applied by 

different countries can deter some forms of capital (for instance, short term speculative 

capital as a part of portfolio flows) from entering the country or leaving it. Real output 

growth differential is significant and positive in all model variants and the coefficient 

for VIX is negative, which is in line with economic theory, but it is statistically 

insignificant. Concerning VIX, Avdjiev et al. (2017) observed that the negative impact 

only appeared for other investment debt flows.  
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Figure 14: Model for hypothesis 2, results obtained through OLS (1), FE (2), 

2SLS (3) and 2SLS with FE (4) 

 (1) (2) (3) (4) 

VARIABLES GrossInflowspc GrossInflowspc GrossInflowspc GrossInflowspc 

     

BCLg 1.357*** 1.287*** 1.569*** 1.462*** 

IRdiff  2.109 2.867** 2.221 3.276*** 

GDPdiff 1.845** 1.789** 1.722*** 1.566*** 

REER 0.200 0.410 0.240 0.433 

VIX  -0.147 -0.195 -0.188 -0.286 

KAOPEN 8.808** 6.672 9.437** 10.35 

Constant -20.80 -36.41 -25.11 -46.68 

 

Fixed effects 

  

Controlled 

  

Controlled 

Observations 718 718 674 674 

R-squared 0.325 0.424 0.331 0.595 

     

Robust standard errors in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 

 

Robustness testing in Figures 27 and 28 suggests that these results are stable, if some 

changes in model variables are applied or if variables are added one after another. 

Model (2) adds credit growth variable, model (3) tests for an additional effect of 

country risk premium, alongside the interest rate differential. Model (4) further tests 

what happens with the coefficient if we no longer control for the effect of capital 

openness. Coefficients and significance of the main determinants, real output growth 

differential, interest rate differential and growth rate of bank cross-border liabilities, 

stay very consistent. Also, the coefficients for other variables do not change their signs 

and none of them becomes statistically significant.  

Further in this chapter, we extend the same logic to Shadow banking. Shadow banking 

activities are very concentrated in terms of geography. The FSB (2015) report found 

that 80% of them are located in a small number of countries ï in UK, USA, and the 

Euro Area. Considering Borio & Disyatatós (2015) model and the empirical results in 

this section supporting hypothesis 2, this could also give rise to significant gross capital 

flows.  
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5.3 Hypothesis 3: Shadow banking and imbalances 

Our 3rd and main hypothesis asks hypothesis whether the volume of shadow banking 

activities is a significant predictor of imbalances. A model described in section 5.3.1 

represents the main contribution of this thesis, focusing on the relationship between 

shadow banking and gross capital flows. This model is an extension of the 2nd model, 

building up on the positive relationship between SBS and BCL variables during the 

economic cycle as well as theoretical observations. Empirically, the correlation 

coefficient between BCL and SBS is 0.44 in growth rates and 0.55 in terms of levels. 

The statistically significant relationship between both variables is indeed not rejected. 

Section 5.3.2 shows a breakdown of gross capital flows data, running them through the 

same model and checking for the effect of shadow banking. It also discusses model 

results with an alternative data specification for Gross capital flows introduced by 

Janus and Riera-Crichton (2013). Section 5.3.3 checks whether a similar link can be 

found for shadow banking and net capital flows, proxied by current account balance. 

No such link is found in our model, which might be explained by the recent critical 

literature on net flows.   

5.3.1 Main model of SBS linkage to capital flows 

Our main model was set up to test the following way. Similarly to previous models, it 

was tested in four specifications (pooled OLS, FE, 2SLS and 2SLS with FE): 

GrossFlowspcit = Ŭi  + ɓ1 SBSgit + ɓ2 SBSg_Crisisit + ɓ3 GDPdiffit + ɓ4 VIXi + ɓ5 

KAOPENit + ɓ6 IRdiffit + ɓ7 REERit + vit 

, where GrossFlowspcit stands for gross capital flows as a percentage of GDP, SBSgit 

represents the effect of Shadow banking liabilities growth in normal time periods and     

SBSg_Crisisit captures an additional effect of the change in SBS in crisis periods. Other 

variables are defined consistently with previous models.  

There was no clear benchmark model from the previous literature for modelling this 

relationship. Therefore, many more versions of the model were tested, compared to 

those included. In terms of argumentation, it builds upon two previous models, which 

suggested that imbalances in Current account are tied to credit creation, among other 
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variables, and that cross-border banking flows are among the main determinants of 

gross capital flows. 

Figure 15: Model for hypothesis 3, results obtained through OLS (1), FE (2), 

2SLS (3) and 2SLS with FE (4) 

 (1) (2) (3) (4) 

VARIABLES GrossFlowspc GrossFlowspc GrossFlowspc GrossFlowspc 

     

SBSg 5.599*** 4.991** 7.809*** 6.786*** 

SBSg_Crisis -4.091*** -2.720** -7.038*** -5.040** 

GDPdiff 4.525** 4.093* 4.027** 3.385* 

VIX  -0.607** -0.706** -0.789** -0.979** 

KAOPEN 24.65** -1.347 25.77*** 31.80 

IRdiff  2.703 3.183 2.528 3.667 

REER 1.318*** 2.339*** 1.220* 1.919*** 

Constant -141.4*** -182.2** -131.3** -212.4*** 

 

Fixed effects 

  

Controlled 

  

Controlled 

Observations 583 583 547 547 

R-squared 0.392 0.492 0.372 0.629 

     

Robust standard errors in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 

 

The results of the model are presented in Figure 15 and suggest that growth of SBS has 

a positive and significant effect on gross capital flows. We specifically distinguished 

the overall effect of SBS growth and an additional effect during periods of financial 

crisis, modelled as an interaction of SBSg with our crisis dummy variable. The logic 

how we arrived at this approach is described below. Both effects are strongly 

statistically significant with the additional effect slashing the original coefficient 

almost all the way back to zero during a crisis. We believe this can be interpreted that 

as the Shadow Banking sector grows during the boom phase of the economic cycle, it 

attracts capital from abroad and contributes to larger capital flows. In periods of 

financial stress, these flows seem to dry up and might contribute to overall credit 

crunch in the economy. Thus, the results we observe here are in line with our theoretical 

model as well as with the main stylized facts about SBS from recent literature. While 

the coefficients for the role of Shadow banking in capital flows seem very large, this is 
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likely explained by the funding ñroundtripsò of non-core liabilities described by Shin 

& Shin (2011) and Errico et al. (2014). 

For most countries, the fitted values in Figure 16 are quite close to the actual Gross 

capital flows, although in some cases the excess volatility of Gross capital flows around 

the fall of Lehman Brothers was not predicted as large as it was based on actual data. 

An example of a country closely predicted by the model, we can mention Germany, 

with country ID 4. In contrast, the fit is lower for countries with the highest volatility 

of gross capital flows, which would perhaps be better to estimate separately through 

time series methods, if SBS data for a longer period or higher frequency were available.  

Figure 16: Comparison of fitted values with observed gross capital flows  

Source: own analysis 
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Figure 17: Example of empirical fit for German gross capital flows, 2001 to 2014 

Source: own analysis  

To better understand the effect of SBS in over the economic cycle, we also ran the 

model without the SBSg_Crisisit variable and created separate models for observations 

during quarters with a reported financial crisis and in ñnormal periodsò.  In the model 

without the additional crisis effect, SBS growth becomes significant only on 10% level 

of confidence and VIX becomes a more powerful determinant of gross flows. When 

we split the dataset into 2 subsamples based on Dupreyôs crisis dating (Duprey et al., 

2016), we observe quite different results: in normal periods, the coefficient for SBS 

growth is significant on 1% level of confidence and very consistent with the coefficient 

obtained from our main model. Further, this model has R2 of 0.8 which is higher than 

for either our main model or for the model on the remaining time periods, which had 

R2 of 0.629 and 0.526, respectively10. The coefficient for SBS growth on the crisis 

periods subsample is not statistically significant and thus we cannot adequately 

distinguish it from zero, due to high reported standard errors. Note that the crisis dating 

was somewhat different for each country and thus the resulting panels were not 

balanced panels. The number of observations was 317 for the ñnormal periodò model 

                                                 

10 High coefficients of determination (R2) in all these models are given mostly by the usage of country-

specific fixed effect which assign each country its own constant term.  
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and 230 for the model for crisis periods. Altogether, this analytical exercise provides 

an argument for using both the SBSg variable as well as the interaction between SBS 

and the crisis dummy variable in our main model. SBS is linked to Gross capital flows 

in normal periods  

Two other variables are also significant in our main model - VIX index and REER. 

VIX index appears in the model with a negative coefficient, suggesting a drop in Gross 

capital flows or even aggregate capital retrenchment in periods of financial stress. It is 

interesting to note that the coefficient for VIX becomes more negative as we control 

for fixed effects and possible endogeneity through 2SLS. REER appears with a positive 

sign and is significant across all model variants. Real output growth differential is 

statistically significant in some of the versions of the model and its coefficient ranges 

approximately between 3.4 and 4.5.  

KAOPEN is significant in our pooled OLS model and in the 2SLS model without fixed 

effects, but in the remaining two models, its coefficient fluctuates greatly. As 

mentioned before, this variable is quite problematic, as capital controls implemented 

by a specific country do not change much over time ï at least not for the average 

country in our sample time period ï and if they change, they usually make one or two 

jumps up, towards greater capital openness, which are followed by a long period of 

stagnation. As such, it is hard to infer their effect on Gross capital flows, although they 

should be controlled for in the model to prevent possible omitted variable bias.   

Robustness tests in Figure 30 test the effect of adding or removing different variables. 

As usual, specification (1) is our selected model and all variants presented in this figure 

are built as 2SLS models with fixed effects. In model specification (2), we leave out 

the interaction of SBS growth and crisis dummy and obtain a less significant key 

explanatory variable and lower R2. The reduction in the coefficient, however, can be 

attributed mainly to the effect of crisis periods, as shown above. Model specification 

(3) leaves out KAOPEN and specification (4) adds the effect of exchange rate change 

from the last quarter. None of the coefficient signs changes, although in the last 

specification, VIX loses its significance. Figure 31 shows an alternative robustness test, 

by adding variables gradually and observing changes in the coefficient of 

determination. Based on both tests, the model seems relatively robust.    
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Overall, the results of model 3 support our hypothesis that there is a link between the 

development of Shadow banking sector and Gross capital flows, which, according to 

the recent literature should be able to capture financing activities better than net capital 

flows. To provide some more empirical insights in this issue, we also build a simplified 

model of current account imbalances, checking for the reflection of SBS activities in 

this measure.  

But first, we will look at a decomposition of Gross capital flows and look for a link 

between SBS and their components and check our results using an alternative definition 

of Gross capital flows instead of our endogenous variable.   

5.3.2 Decomposition and alternative model 

As mentioned previously, Gross flows can naturally be decomposed into two broad 

categories: Gross inflows and Gross outflows. For the sake of exploring the issue into 

greater depth, simplistic models of outflows and inflows separately were constructed, 

under the assumption that the same determinants apply. Figure 32 shows this model. 

Since Gross capital flows are obtained as the sum of Gross inflows and Gross outflows, 

both of which are similar in size and exhibit a very high level of correlation (reaching 

0.97), it comes as no surprise that coefficients are about half of the original coefficients 

and their effects add up to the ones reported in our main model above. What might 

come as a surprise is that the determinants of inflows and outflows which are 

statistically significant in the model are the same, with only negligible differences in 

coefficients. We believe this points out that the round tripping of capital as a likely 

explanation. 

Given that the literature on gross capital flows is still new, an alternative definition of 

gross inflows and outflows also appeared recently. Hence, we decided to test whether 

our results hold if we test the model with this alternative definition. This alternative 

model based on Janus and Riera-Crichtonôs (2013) definition of Gross capital inflows 

and outflows follows in Figure 33. The results for both Gross inflows and Gross 

outflows suggest that the changes are only negligible. The largest changes are observed 

for the real output growth differential, which in the alternative model shows a linkage 

to Gross capital inflows but not to outflows. Nonetheless, this is rather due to a small 

change in the coefficient and thus we cannot draw any strong conclusions. 
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Interestingly, more of the volatility of capital inflows and outflows is explained by the 

model with alternative definition, as the coefficient of determination is higher.  

 Model in Figure 34 attempts to further break down the Gross capital flows into the 3 

original types of flows: FDI flows, Portfolio flows and Other investment flows. The 

results confirm our initial suspicions. Chapter 4 shows that Other investment flows are 

the most volatile component of Gross capital flows, as shown by Figure 6. Some of 

this large volatility seems to be related, if not driven, by the change of non-core 

deposits of the Shadow banking system and banking system. A link to portfolio 

investment flows also appears in the model, although it is weaker than the link with 

Other investment flows. 

5.3.3 Shadow banking and current account balance 

To check back for a potential reflection of the relationship between Shadow banking 

and Gross capital flows into the Current account balance, we also ran a model 

extension. This is an extension of the model from section 5.1 and uses the same 

variables together with the growth rate of SBS. The following regression equation was 

applied:  

CApcit =  + ɓ0 + ɓ1 SBSgit + ɓ2 Creditgit + ɓ3 Reservespcit + ɓ4 IRdiffit + ɓ5 

RiskPremiumit + ɓ6 GDPdiffit + ɓ7 REERit + ɓ8 ERchit + ɓ9 VIXi + ɓ10 KAOPENit + vit 

Figure 18 shows regression results of this modified model of Current account 

imbalances with the impact of Shadow banking sector. Unlike models with Gross 

capital flows, the effect of SBS growth does not show up to be statistically significant 

in this model. This is in line with Acharya & Schnabl (2010), who did not find a 

statistically significant link between net capital flows and ABCP conduits.  

The reason for this could be either that the growth of Shadow Banking sector does not 

directly influence the Current account balance or that the Current account balance does 

not reflect the flows related to financing of SBS through non-core liabilities. As such, 

this might suggest that our findings support the observations of Borio & Disyatat 

(2015), who claim that measures based on net flows of goods or capital do not properly 

reflect financing activities. As argued by the authors, this would mean that the Current 

account balance is not a very relevant policy measure to assess financial stability and 
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that focusing on it might lead to wrong conclusions. Our ambition is not to make such 

a strong recommendation based solely on our model and instead recommend that SBS 

data should first be measured more systematically across countries and further 

empirical tests with more advanced tests to be conducted. The other model variables 

which were significant in Hypothesis 1 model remained significant and with almost 

identical coefficients. 

Figure 18: Model of Current account with SBS, results obtained through OLS 

(1), FE (2), 2SLS (3) and 2SLS with FE (4) 

 (1) (2) (3) (4) 

VARIABLES CApc CApc CApc CApc 

     

SBSg -0.0156 -0.00935 -0.0450 -0.0130 

Creditg -1.253*** -0.673*** -1.385*** -0.713*** 

Reservespc 0.147 -1.166* -0.230 -1.326** 

IRdiff  -0.207 0.145 -0.155 0.255 

RiskPremium -0.708*** 0.129 -0.719*** 0.146 

GDPdiff -0.267 0.0594 -0.289* -0.00905 

REER -0.0278 -0.0151 -0.0121 0.00211 

ERch -0.151** -0.151*** -0.391** -0.395** 

VIX  -0.0359 -0.0335** -0.0494 -0.0654*** 

KAOPEN 0.309 0.277 0.355 0.459 

Constant 4.409 1.350 3.052 2.863 

     

Observations 747 747 696 696 

R-squared 0.232 0.208 0.235 0.828 

Robust standard errors in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 

 

Robustness tests of this model are available in Figures 36 and 37 in the appendix. It 

compares the selected model (1) to a model which specifies an additional effect of SBS 

in crisis (2) and to models which leave out credit growth (3) or the size of foreign 

reserves (4). Model (2) brings somewhat different results here, with exchange rate 

losing its statistical significance and experiencing a sign change. This is accompanied 

with very high standard error and slightly reduced adjusted R-squared. This indicates 
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that the model does not fit the data so well as the chosen variation. The coefficient for 

shadow banking growth also changes and is partially reduced in crisis periods by the 

additional effect, but both are insignificant and thus cannot be distinguished from zero 

with enough confidence. The coefficients for credit growth, reserves and VIX index 

become more negative in this model specification. In model variation (3), foreign 

reserves lose their statistical significance and risk premium becomes significant 

instead, although their signs do not change. Model (4) shows only small differences 

compared to our selected model. Overall, the model is quite robust, especially when 

robustness is tested by systematically adding explanatory variables and comparing 

adjusted R2.  

5.4 Summary of results 

The results of our analysis show that growth of Shadow banking is positively related 

to gross capital flows, similarly to bank cross-border liabilities. Net capital flows, 

proxied by the current account balance (based on the approach taken by the traditional 

literature on imbalances) do not seem to reflect this relationship, although they are 

impacted by select financial variables such as the growth of credit for private sector or 

VIX index, which captures global risk aversion. Gross capital flows tend to be more 

volatile and more pro-cyclical than net capital flows. This is in line with previous 

literature on the topic. During the global financial crisis of 2008, gross capital flows 

experienced a large retrenchment, when investors from many countries were selling 

off their foreign assets. This is captured in our main model using a special crisis dummy 

variable. The additional crisis effect slashes the SBS effect on capital flows, indicating 

a likely lack of liquidity.  

We clearly need to apply caution when interpreting our results and their potential 

implications. Firstly, the definition and measurement of Shadow banking is far from 

unified and relevant statistics are often very fragmented. Secondly, as macroeconomic 

and financial phenomena are largely interconnected, it is difficult to completely rule 

out an effect of another variable. We try to compensate for this using a 2SLS model 

with fixed effects, which should be realtively robust in the light of a potential ommitted 

variable bias and heterogeneity across both time and cross-sectional units.  
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Beyond the announced hypotheses, this thesis also tried to discover further insights 

shedding light on the relationship between Shadow banking liabilities and gross capital 

flows. When gross flows were decomposed into gross capital inflows and outflows, we 

find a similar statistically significant relationship holds for both components of gross 

flows. This can be mostly explained through the very high correlation between the two 

variables and by the size of both gross capital inflows and outflows, which clearly 

dwarfs net capital flows. Gross flows were further decomposed into FDI, Portfolio 

flows and Other investment flows.11 This model hinted that the effect of shadow 

banking activities on gross flows is likely channelled through Portfolio flows and Other 

investment flows, with the latter effect being larger. Other investment flows, which 

also reflect cross-border flows between banks, were further found to be the most 

volatile component of gross capital flows, contributing to their significant 

procyclicality.  

 

The economic story which arises based on our results in hypothesis 2 and hypothesis 

modelling suggests that changes in the balance sheets of both banks and shadow banks 

can together with other variables give rise to large capital inflows and outflows when 

economic conditions are favourable. When less favourable conditions rule the markets, 

shadow banks can contribute to the flattening of gross capital flows on even to their 

retrenchment, which happens in periods of most severe crisis. This effect seems to be 

channelled mainly through Other investment flows and Portfolio flows. At the same 

time, the link of shadow banks with these global capital flows might be even stronger 

than for banks alone, as suggested by relatively higher coefficients. While we 

recommend further research into this topic before anything can be said with certainty, 

this might be a result of the usage of shadow banks by large financial groups as a tool 

for shifting the risks from their balance sheets towards investors, often located in 

foreign countries.       

 

We also tried to test for an effect of Shadow banking in an extended model of current 

account imbalances from the first hypothesis. Unlike in our gross flows model, we did 

                                                 

11 We had to leave out flows related to derivatives from our analysis, as they are not reported 

systematically across the countries in our sample. 
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not find a significant effect here. Hence, it appears that shadow banking activities are 

significantly related to gross capital flows, but not necessarily to the net capital flows. 

While there might be more reasons for this outcome, such insights are in line with 

recent streams of literature which are openly critical about net capital flows and their 

usage in policy-related research, monitoring of risks and decision making (for instance 

Borio & Disyatat, 2015, Nier et al.,2014 or Obstfeld, 2012). A comparison with 

selected authors trying to link financing activities with either gross or net capital flows 

is available below.  

Figure 19: Comparison with selected authors 

Authors Focus General description Main findings 

This study 
(2017) 

Both net and gross 
flows in Advanced 
economies (mostly EU 
and USA), quarterly 
data 

Determinants of gross 
and net capital flows, 
breakdown of gross 
flows 

Link to gross flows shown for 
Shadow banking (+ in booms; 
effect slashed in butst), bank cross-
border operations (+), output 
differential (+) and VIX (-); net 
flows do not reflect SBS activities 

Bruno & 
Shin (2014)  

Gross flows in both 
advanced and 
emerging economies 

Determinants of bank 
capital flows 

Local equity growth (+), global 
leverage (+) influence banking 
flows; close relationship between 
bank leverage and VIX (-) 

Avdjiev et 
al. (2017) 

Gross flows in both 
advanced and 
emerging economies, 
quarterly data 

Determinants of capital 
inflows, decomposed 
by borrower type 
(bank, corporate, 
sovereign); focus on 
portfolio debt flows 

Patterns vary by borrower type; 
high VIX level drives flows to 
corporates & banks down (but not 
inflows to sovereigns in advanced 
economies); CF to advanced 
economies procyclical 

Nier et al. 
(2014) 

Gross flows; focus on 
emerging economies 

Drivers of private 
capital flows in 
emerging market 
economies 

VIX has non-linear effect and 
becomes dominant factor in stress 
periods (-), global financial 
conditions play a role for more 
developed countries, output 
growth differential (+) 

Broner et 
al. (2012)  

Gross flows on a large 
sample of countries, 
annual data 

Stylized facts on gross 
capital flows, 
comparison with net 
flows 

Gross capital flows are large and 
increasingly volatile, procyclical 
and collapse during crises 
capital flows 

Acharya & 
Schnabl 
(2010)  

Net flows in advanced 
economies  

Net flows and ABCP 
conduits (a part of 
shadow banking) 

Net flows do not reflect ABCP 
activity, bank flows are likely 
influential 

 

The main contribution of this work is attempting to test for the empirical relationship 

between Gross capital flows and Shadow Banking, as there is still an acute lack of 
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empirical literature on Shadow Banking. Typical Shadow banking literature focuses on 

developing theoretical models of Shadow Banking and its impacts on the other sectors 

of the economy domestically or internationally or focus rather on estimation of the size 

of non-core liabilities. An emerging literature on mapping shadow banking activities 

brings many insights and hints at a positive relationship between Shadow banking and 

capital flows, although unclear definitions and data collection issues still complicate 

the research. We try to complement their research by providing empirical tests 

checking for aggregate effects of shadow banking on capital flows, while applying 

certain caution concerning the results. This study therefore used the size of noncore 

liabilities estimated by Harutyunyan et al. (2015) as a proxy for the size of the Shadow 

Banking System and explores its empirical impacts for gross capital flows and current 

account balance. Further contribution is achieved by providing empirical arguments 

for new stream of literature, which criticizes the prevailing focus on net flows. Thirdly, 

our focus on quarterly data and on the breakdown of capital flows provides additional 

insights into the dynamics of capital flows compared to the traditional literature 

focused largely on annual data. Possible policy implications of this study suggest that 

we should monitor Shadow banking activities closely and more thoroughly, as they 

might contribute to global liquidity conditions and volatility of capital flows.  

5.5 Future research opportunities 

While this work tries to link shadow banking with gross capital flows through 

econometric modelling, we view it as just an initial exploration of the topic which 

deserves much attention from researchers due to the growing importance of systemic 

risk and a likely role of shadow banking in this risk and well as its influence on global 

liquidity conditions. While we tried to find the link both for gross flows as an aggregate 

measure and for its key components, there are some questions that we had to leave 

unanswered.  

Firstly, much remains to explore about Shadow banking and contagion. What role does 

shadow banking play in the process? What is the influence of shadow banks relative to 

the other factors behind contagion, especially considering the interconnections with 

bank funding? These are just several examples for the way through such research could 

proceed.  
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Secondly, it is much needed to increase awareness of business activities of shadow 

banks among researches and policymakers. While potentially very complicated, an 

analysis based on company-level data could bring many news insights into the decision 

making and cross-border operations of shadow banks. It could also clarify the 

similarities and differences from another recent trend in finance, Fintech. This might 

result in a clearer disambiguation from Fintech12 and better understanding of both. 

Buchak et al. (2017) seems to be a brand-new work heading in this direction and 

documenting that the growth in the share of Fintechs in US residential loans market 

has been even faster than that of SBS, which rises questions whether shadow banks 

will be replaced by Fintechs in the future.  

As mentioned in the previous section, we would also recommend further research into 

the relative importance of banking balance sheets and the size of shadow banking 

liabilities for global capital flows and the impacts of the proportion of core and non-

core liabilities. This research might be hindered currently the data quality, but as 

measurement and data availability improves, we should be able to answer these 

questions. 

                                                 

12 An avid reader may contrast the two following articles to observe that this debate is yet at its start: 

https://www.bloomberg.com/view/articles/2017-03-28/shadow-banking-is-getting-bigger-without-

getting-better and https://www.linkedin.com/pulse/why-fintech-has-absolutely-nothing-do-shadow-

banking-philippe-gelis  
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Conclusions  

This thesis set out on a path to bring more empirical insights to a recent phenomenon 

of Shadow banking, which is a concern for policymakers and researchers dealing with 

financial stability, macroprudential policy and financial crises, but can also be seen as 

a possible alternative to bank-based financing for households and enterprises and an 

instrument of greater international risk sharing. In Macroprudential policy, shadow 

banking can be viewed as a possible source of instability and excess leverage in periods 

of financial stress.  

 

Previous studies have shown that Shadow banking is even more procyclical than bank 

lending, hence credit provision by Shadow banks can revert very fast. Also, SBS-

intermediated wholesale funding for banks can suddenly dry up, contributing to an 

overall liquidity freeze. In the last years, crisis contagion and cross-border capital flows 

were mentioned as a yet more important feature of financial crises and several 

economists mentioned a ñround trippingò of capital across the Atlantic, which played 

a role in the growth of US bank balance sheets in the run up to the crisis. Hence the 

questions arise whether these new features might be interconnected and possibly 

reinforcing each other.  

 

Given this new relevance of Shadow banking, there is still an acute lack of empirical 

literature on this topic; typical studies develop only a theoretical view on Shadow 

Banking and its importance or focus only on estimation of the size of non-core 

liabilities, which are the most common proxy for the sectorôs size without introducing 

econometric models featuring this variable. We instead aimed at bringing a concrete 

empirical contribution to the literature and constructing an econometric model linking 

Shadow banking and capital flows. When interpreting the results, however, one needs 

to bear in mind that our data is far from perfect, as the current definition and monitoring 

of shadow banking is lacking in terms of country coverage, consistency, or a clear 

sectoral definition.  
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A recent dataset capturing the size of shadow banking sector in 25 countries and the 

Euro area was leveraged to test the main hypotheses related to capital flows. From a 

methodological perspective panel data regressions are used with errors robust to 

heteroskedasticity and autocorrelation. We test different model specifications such as 

pooled OLS, fixed effects, two-stage least squares and two-stage least squares with 

fixed effects. These methods are selected, as panel data should adequately account for 

the significant heterogeneity across countries and time periods. Several countries from 

the original dataset were systematically missing observations and had to be left out to 

obtain a balanced panel. 

  

Our first hypothesis tested whether credit growth is a significant determinant of current 

account balance, our proxy for net capital flows. While this has been confirmed by 

several studies in the past, we found it a fitting question to check whether this holds on 

our more recent data sample with quarterly data, as opposed to more typical datasets 

relying on annual data on many countries. This hypothesis was not rejected, suggesting 

that there is a negative relationship between domestic credit growth and the current 

account.  

 

The second hypothesis was also not rejected, suggesting a relationship between gross 

capital flows and changes in bank cross-border liabilities exists and that it is likely 

positive. This is in line with recent theoretical literature on gross capital flows and 

makes sense since Other investment flows, which are a part of gross capital flows, 

should track banking flows, among other influences. It also suggests that decisions of 

banks have potentially large impacts on global liquidity conditions, especially in the 

case of financial centres.  

 

The third hypothesis of this study builds upon the theoretical literature on Shadow 

banking and gross capital flows and centres on their interconnections. This hypothesis 

tests whether shadow banking activities are a significant determinant of global 

imbalances. This hypothesis is not rejected when tested for gross capital flows, 

suggesting that Shadow banking might contribute to increased cross-border capital 

flows during ñnormalò economic times and to liquidity freeze during crisis periods. 

Besides standard robustness testing, this hypothesis was also tested with an alternative 

measure of gross flows, with the same result. When tested for net capital flows, proxied 
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by the current account balance, this hypothesis is rejected. This outcome seems to 

support the literature stream which is critical of net capital flows for not capturing 

financing activities. 
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Figure 20: Description of data and data sources

Variable Description Source From To Frequency Units

Gross flows Gross capital flows IMF 2001 Q42014 Q2 quarterly in Million USD

Gross inflows Gross capital inflows IMF 2001 Q42014 Q2 quarterly in Million USD

Gross outflows Gross capital outflows IMF 2001 Q42014 Q2 quarterly in Million USD

FDIflowspc FDI flows, gross IMF 2001 Q42014 Q2 quarterly in Million USD

Otherflows Other investment flows, gross IMF 2001 Q42014 Q2 quarterly in Million USD

Portfolioflows Portfolio flows, gross IMF 2001 Q42014 Q2 quarterly in Million USD

SBS Shadow banking liabilities Harutyunyan et al. (2015) 2001 Q42014 Q2 quarterly in Billion NC

Crisis Crisis Dating Duprey et al. (2016) 2000 M92014 M12monthly dummy variable

RGDPgr Real GDP growth rate OECD 2001 Q42014 Q2 quarterly per cent

IR Short term interest rate OECD 2000 Q42014 Q2 quarterly percent

GovBonds Government bonds IMF 2001 Q42014 Q2 quarterly per cent

KAOPEN KAOPEN Chinn and Ito (2006) 2001 2014 annual normalized index

VIX VIX index CBOE, FED 2001 Q42014 Q2 quarterly index

REER REER IMF 2000 Q42014 Q2 quarterly index

BMgr Broad money growth rate IMF 2000 Q42014 Q2 quarterly percent

Reserves FX Reserves IMF 2000 Q42014 Q2 quarterly million USD

BCL Bank crossborder liabilities BIS 2000 Q42014 Q2 quarterly million USD

BCC Bank crossborder claims BIS 2000 Q42014 Q2 quarterly million USD

Credit Credit to private nonfinancial sector BIS 2000 Q42014 Q2 quarterly percent GDP

NGDPbnc Nominal GDP (annualized levels) OECD 2000 Q42014 Q2 quarterly in Billion NC

NGDPmUSD Nominal GDP (annualized levels) OECD 2000 Q42014 Q2 quarterly in Million USD

CA Current account IMF 2001 Q42014 Q2 quarterly in Million USD

FA Financial account IMF 2001 Q42015 Q2 quarterly in Million USD

ER Exchange rate (period average) IMF 2000 Q42014 Q2 quarterly NC per USD
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Figure 21: Descriptive statistics 

Variable Obs Mean Std.Dev. Min Max 

GrossFlowspc 815 26.31 40.57 -130.8 249.4 

GrossInflowspc 815 13.61 19.91 -61.61 124.2 

GrossOutflowspc 815 12.70 20.87 -69.14 128.0 

FDIflowspc 815 10.32 21.39 -14.08 180.3 

Otherflowspc 815 7.919 24.84 -161.0 133.7 

Portfolioflowspc 815 8.072 10.11 -26.89 43.64 

SBSg 783 0.367 3.882 -19.65 29.66 

SBSg Crisis 583 0.208 3.219 -18.18 29.66 

Crisis 612 0.389 0.488 0 1 

GDPdiff 816 -0.525 2.708 -11.07 8.852 

IRdiff  814 0.489 2.414 -2.315 11.03 

GovBonds 814 4.580 2.614 0.582 25.40 

KAOPEN 816 1.964 0.994 -1.189 2.389 

VIX  816 20.76 8.871 11.03 58.60 

REER 816 99.34 8.845 58.01 127.1 

BMgr 816 6.224 4.674 -5.663 27.35 

ER 816 9.449 25.40 0.489 132.5 

BMg 816 6.340 4.413 -5.151 24.03 

Reservespc 815 0.0225 0.290 -1.771 2.079 

BCCg 721 0.418 5.396 -47.92 18.44 

BCLg 721 0.262 5.216 -46.48 18.77 

Creditg 750 0.598 1.409 -4.200 5.700 

RiskPremium 812 1.836 2.414 -2.530 24.70 

CApc 815 -0.587 4.637 -15.57 12.29 

FApc 815 -0.855 4.300 -14.71 10.26 

ERch 816 -0.0802 1.371 -22.33 11.26 
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Figure 22: Correlation matrix  

 

 KAOPEN VIX REER Crisis SBSg SBSg_Crisis Reservespc BCLg Creditg IR diff. Risk premium GDP diff. CApc GrossFlowspc ER change 

KAOPEN 1,000               

VIX -0,009 1,000              

REER 0,427 -0,022 1,000             

Crisis 0,028 0,441 0,106 1,000            

SBS growth 0,030 0,065 0,125 0,003 1,000           

SBSg_Crisis 0,032 0,165 0,124 0,078 0,732 1,000          

Reserves (% GDP) -0,230 0,022 -0,110 -0,071 -0,041 0,004 1,000         

BCL growth 0,018 -0,160 0,067 -0,238 0,444 0,387 -0,031 1,000        

Credit growth 0,112 0,132 0,084 0,163 0,248 0,052 -0,232 -0,063 1,000       

IR differential -0,691 0,215 -0,119 -0,087 0,256 0,308 0,120 0,152 0,170 1,000      

Risk premium 0,135 -0,045 0,040 0,333 -0,246 -0,203 -0,464 -0,190 -0,081 -0,376 1,000     

GDP differential -0,314 -0,211 -0,184 -0,461 0,198 0,123 0,273 0,251 -0,066 0,352 -0,601 1,000    

CA (% GDP) 0,117 -0,084 0,031 -0,146 -0,077 -0,086 0,181 0,035 -0,365 -0,153 -0,185 0,012 1,000   

Gross Flows (% GDP) 0,223 -0,131 0,196 -0,189 0,439 0,169 -0,045 0,443 0,093 0,030 -0,245 0,237 0,290 1,000  

Exchange rate change 0,039 -0,109 -0,004 -0,024 0,011 0,011 -0,110 -0,014 0,039 -0,001 0,026 -0,041 -0,001 0,022 1,000 
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Figure 23: Model for hypothesis 1, results obtained through OLS (1), FE (2), 2SLS 

(3) and 2SLS with FE (4) 

 (1) (2) (3) (4) 

VARIABLES CApc CApc CApc CApc 

     

Creditg -1.259*** -0.677*** -1.396*** -0.713*** 

 (0.368) (0.137) (0.376) (0.139) 

Reservespc 0.162 -1.155* -0.220 -1.316** 

 (0.752) (0.639) (0.855) (0.606) 

IRdiff  -0.217 0.137 -0.191 0.240 

 (0.159) (0.220) (0.166) (0.184) 

RiskPremium -0.706*** 0.129 -0.718*** 0.145 

 (0.198) (0.128) (0.203) (0.100) 

GDPdiff -0.270 0.0572 -0.300* -0.0128 

 (0.158) (0.0982) (0.155) (0.0949) 

REER -0.0281 -0.0153 -0.0130 0.00147 

 (0.0552) (0.0252) (0.0670) (0.0275) 

ERch -0.150** -0.151*** -0.397** -0.397** 

 (0.0624) (0.0365) (0.185) (0.162) 

VIX  -0.0359 -0.0334** -0.0493 -0.0652*** 

 (0.0221) (0.0139) (0.0323) (0.0220) 

KAOPEN 0.290 0.264 0.283 0.448 

 (0.466) (0.660) (0.434) (0.408) 

Constant 4.472 1.389 3.274 2.949 

 (5.027) (4.003) (6.120) (3.943) 

 

Fixed effects 

  

Controlled 

  

Controlled 

Observations 747 747 696 696 

R-squared 0.232 0.208 0.236 0.828 

Number of country_id  15   

Robust standard errors in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 
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Figure 24: Model 1 robustness, results obtained through 2SLS with FE 

 (1) (2) (3) (4) 

VARIABLES CApc CApc CApc CApc 

     

Creditg -0.713*** -0.708*** -0.751*** -0.761*** 

 (0.139) (0.157) (0.131) (0.131) 

Reservespc -1.316** -0.754 -1.811*** -1.919*** 

 (0.606) (0.739) (0.700) (0.692) 

IRdiff  0.240 0.190 0.123 0.159 

 (0.184) (0.150) (0.135) (0.134) 

RiskPremium 0.145 0.215*   

 (0.100) (0.113)   

GDPdiff -0.0128 -0.160** -0.0574 -0.0715 

 (0.0949) (0.0720) (0.0663) (0.0656) 

REER 0.00147 0.00946 0.0147 0.0128 

 (0.0275) (0.0232) (0.0289) (0.0302) 

ERch -0.397** -0.334** -0.452** -0.441** 

 (0.162) (0.151) (0.222) (0.184) 

VIX  -0.0652*** -0.0642*** -0.0575*** -0.0658*** 

 (0.0220) (0.0198) (0.0207) (0.0222) 

KAOPEN 0.448 1.033** 0.456  

 (0.408) (0.464) (0.417)  

Credit  -0.0567***   

Constant 2.949 8.509*** 1.600 3.057 

 (3.943) (3.218) (4.105) (3.375) 

 

Fixed effects 

 

Controlled 

 

Controlled 

 

Controlled 

 

Controlled 

Observations 696 696 704 698 

R-squared 0.828 0.848 0.826 0.826 

Robust standard errors in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 
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Figure 25: Model 1 robustness by adding variables, OLS 

 (1) (2) (3) (4) (5) (6) (7) (8) (9) 

VARIABLES CApc CApc CApc CApc CApc CApc CApc CApc CApc 

          

Creditg -1.224*** -1.115*** -1.043** -1.183*** -1.248*** -1.242*** -1.240*** -1.231*** -1.259*** 

 (0.386) (0.353) (0.351) (0.375) (0.379) (0.394) (0.396) (0.394) (0.368) 

Reservespc  2.395** 2.612** 0.189 -0.00270 0.00911 -0.0554 -0.0443 0.162 

  (0.855) (0.885) (0.753) (0.829) (0.844) (0.834) (0.855) (0.752) 

IRdiff    -0.213* -0.386** -0.348** -0.349** -0.348** -0.315** -0.217 

   (0.120) (0.147) (0.133) (0.134) (0.135) (0.141) (0.159) 

RiskPremium    -0.565*** -0.703*** -0.706*** -0.707*** -0.734*** -0.706*** 

    (0.174) (0.216) (0.217) (0.217) (0.218) (0.198) 

GDPdiff     -0.215 -0.218 -0.217 -0.270 -0.270 

     (0.127) (0.129) (0.130) (0.158) (0.158) 

REER      -0.0135 -0.0152 -0.0179 -0.0281 

      (0.0479) (0.0485) (0.0488) (0.0552) 

ERch       -0.120* -0.145** -0.150** 

       (0.0606) (0.0624) (0.0624) 

VIX         -0.0312 -0.0359 

        (0.0250) (0.0221) 

KAOPEN         0.290 

         (0.466) 

Constant 0.293 0.200 0.241 1.478 1.602 2.957 3.124 4.032 4.472 

 (1.001) (0.984) (0.991) (1.235) (1.259) (4.654) (4.711) (4.818) (5.027) 

          

Observations 750 750 749 747 747 747 747 747 747 

R-squared 0.133 0.152 0.163 0.220 0.227 0.228 0.229 0.231 0.232 

Robust standard errors in parentheses, *** p<0.01, ** p<0.05, * p<0.
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Figure 26: Model for hypothesis 2, results obtained through OLS (1), FE (2), 

2SLS (3) and 2SLS with FE (4) 

 (1) (2) (3) (4) 

VARIABLES GrossInflowspc GrossInflowspc GrossInflowspc GrossInflowspc 

     

BCLg 1.357*** 1.287*** 1.569*** 1.462*** 

 (0.244) (0.193) (0.217) (0.170) 

IRdiff  2.109 2.867** 2.221 3.276*** 

 (1.330) (0.968) (1.472) (1.146) 

GDPdiff 1.845** 1.789** 1.722*** 1.566*** 

 (0.701) (0.686) (0.632) (0.570) 

REER 0.200 0.410 0.240 0.433 

 (0.276) (0.324) (0.285) (0.343) 

VIX  -0.147 -0.195 -0.188 -0.286 

 (0.162) (0.141) (0.223) (0.201) 

KAOPEN 8.808** 6.672 9.437** 10.35 

 (3.730) (4.317) (4.172) (6.817) 

Constant -20.80 -36.41 -25.11 -46.68 

 (26.77) (37.14) (27.49) (42.04) 

 

Fixed effects 

  

Controlled 

  

Controlled 

Observations 718 718 674 674 

R-squared 0.325 0.424 0.331 0.595 

Number of country_id  15   

Robust standard errors in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 
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Figure 27: Model 2 robustness tests, results obtained through 2SLS with FE 

 (1) (2) (3) (4) 

VARIABLES GrossInflowspc GrossInflowspc GrossInflowspc GrossInflowspc 

     

BCLg 1.462*** 1.494*** 1.458*** 1.460*** 

 (0.170) (0.168) (0.174) (0.172) 

IRdiff  3.276*** 2.957** 3.621*** 3.259*** 

 (1.146) (1.183) (1.329) (1.150) 

GDPdiff 1.566*** 1.651*** 1.684*** 1.575*** 

 (0.570) (0.599) (0.537) (0.568) 

REER 0.433 0.418 0.424 0.425 

 (0.343) (0.366) (0.338) (0.343) 

VIX  -0.286 -0.258 -0.293 -0.293 

 (0.201) (0.202) (0.196) (0.201) 

KAOPEN 10.35 8.129 10.39  

 (6.817) (5.166) (7.566)  

Creditg  0.627   

  (0.973)   

RiskPremium   0.379  

   (0.557)  

Constant -46.68 -40.62 -46.07 -20.92 

 (42.04) (43.23) (42.07) (33.11) 

 

Fixed effects 

 

Controlled 

 

Controlled 

 

Controlled 

 

Controlled 

Observations 674 663 666 674 

R-squared 0.595 0.598 0.595 0.594 

Robust standard errors in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 
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Figure 28: Model 2 robustness by adding variables, OLS 

 (1) (2) (3) (4) (5) (6) 

VARIABLES GrossInflowspc GrossInflowspc GrossInflowspc GrossInflowspc GrossInflowspc GrossInflowspc 

       

BCLg 1.779*** 1.714*** 1.511*** 1.491*** 1.490*** 1.357*** 

 (0.340) (0.327) (0.311) (0.278) (0.269) (0.244) 

IRdiff   1.086 0.343 -0.00818 0.00411 2.109 

  (1.487) (1.429) (1.355) (1.544) (1.330) 

GDPdiff   2.064** 2.086** 2.077** 1.845** 

   (0.771) (0.757) (0.758) (0.701) 

REER    0.444 0.443 0.200 

    (0.285) (0.283) (0.276) 

VIX      -0.00783 -0.147 

     (0.175) (0.162) 

KAOPEN      8.808** 

      (3.730) 

Constant 14.27*** 14.17*** 16.13*** -28.48 -28.30 -20.80 

 (3.038) (3.046) (3.560) (28.70) (27.62) (26.77) 

       

Observations 720 718 718 718 718 718 

R-squared 0.198 0.208 0.260 0.279 0.279 0.325 

Robust standard errors in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 
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Figure 29: Model for hypothesis 3, results obtained through OLS (1), FE (2), 

2SLS (3) and 2SLS with FE (4) 

 (1) (2) (3) (4) 

VARIABLES GrossFlowspc GrossFlowspc GrossFlowspc GrossFlowspc 

     

SBSg 5.599*** 4.991** 7.809*** 6.786*** 

 (1.528) (1.631) (1.597) (1.748) 

SBSg_Crisis -4.091*** -2.720** -7.038*** -5.040** 

 (0.768) (1.162) (1.987) (2.516) 

GDPdiff 4.525** 4.093* 4.027** 3.385* 

 (1.834) (1.945) (1.654) (1.909) 

VIX  -0.607** -0.706** -0.789** -0.979** 

 (0.269) (0.283) (0.396) (0.475) 

KAOPEN 24.65** -1.347 25.77*** 31.80 

 (9.980) (23.04) (8.829) (39.19) 

IRdiff  2.703 3.183 2.528 3.667 

 (2.332) (2.767) (2.819) (3.645) 

REER 1.318*** 2.339*** 1.220* 1.919*** 

 (0.420) (0.684) (0.643) (0.691) 

Constant -141.4*** -182.2** -131.3** -212.4*** 

 (31.98) (59.95) (61.85) (75.65) 

 

Fixed effects 

  

Controlled 

  

Controlled 

Observations 583 583 547 547 

R-squared 0.392 0.492 0.372 0.629 

Number of country_id  12   

Robust standard errors in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 
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Figure 30: Model 3 robustness, all 2SLS with FE 

 (1) (2) (3) (4) 

VARIABLES GrossFlowspc GrossFlowspc GrossFlowspc GrossFlowspc 

     

SBSg 6.786*** 3.872* 6.950*** 6.989*** 

 (1.748) (2.259) (1.758) (1.710) 

SBSg_Crisis -5.040**  -5.138** -5.321** 

 (2.516)  (2.487) (2.499) 

GDPdiff 3.385* 2.250 3.424* 3.588* 

 (1.909) (1.437) (1.875) (1.910) 

VIX  -0.979** -1.061*** -0.906** -0.758 

 (0.475) (0.377) (0.435) (0.522) 

KAOPEN 31.80 16.11  2.948 

 (39.19) (12.50)  (48.63) 

IRdiff  3.667 4.442* 2.932 2.814 

 (3.645) (2.291) (3.254) (3.722) 

REER 1.919*** 0.819 2.091*** 2.061*** 

 (0.691) (0.707) (0.583) (0.737) 

ERch    5.830 

    (4.563) 

Constant -212.4*** -63.94 -155.4** -162.3* 

 (75.65) (85.17) (62.94) (88.69) 

 

Fixed effects 

 

Controlled 

 

Controlled 

 

Controlled 

 

Controlled 

Observations 547 734 547 547 

R-squared 0.629 0.595 0.627 0.613 

Robust standard errors in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 
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Figure 31: Model 3 robustness by adding variables, OLS 

 (1) (2) (3) (4) (5) (6) (7) 

VARIABLES GrossFlowspc GrossFlowspc GrossFlowspc GrossFlowspc GrossFlowspc GrossFlowspc GrossFlowspc 

        

SBSg 4.661*** 7.340*** 6.704*** 6.663*** 6.386*** 5.734*** 5.599*** 

 (0.341) (0.551) (0.536) (0.532) (0.522) (0.562) (0.553) 

SBSg_Crisis  -4.891*** -4.701*** -4.381*** -4.342*** -4.054*** -4.091*** 

  (0.748) (0.718) (0.721) (0.704) (0.706) (0.694) 

GDPdiff   4.135*** 3.813*** 4.860*** 3.922*** 4.525*** 

   (0.573) (0.580) (0.598) (0.670) (0.673) 

VIX     -0.533*** -0.454** -0.752*** -0.607*** 

    (0.180) (0.177) (0.201) (0.201) 

KAOPEN     30.06*** 27.74*** 24.65*** 

     (5.544) (5.559) (5.512) 

IRdiff       4.363*** 2.703* 

      (1.444) (1.468) 

REER       1.318*** 

       (0.294) 

Constant 25.09*** 30.74*** 34.65*** 45.34*** -24.93* -13.42 -141.4*** 

 (1.330) (1.650) (1.672) (3.980) (13.53) (13.97) (31.66) 

        

Observations 783 583 583 583 583 583 583 

R-squared 0.193 0.256 0.317 0.328 0.360 0.370 0.392 

Standard errors in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 
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Figure 32: Model of Gross inflows and outflows, results obtained through 2SLS 

with FE 

 (1) (2) (3) 

VARIABLES GrossFlowspc GrossInflowspc GrossOutflowspc 

    

SBSg 6.786*** 3.497*** 3.289*** 

 (1.748) (0.997) (0.756) 

SBSg_Crisis -5.040** -2.580** -2.469* 

 (2.516) (1.197) (1.341) 

GDPdiff 3.385* 1.735* 1.642* 

 (1.909) (0.953) (0.963) 

VIX  -0.979** -0.416* -0.561** 

 (0.475) (0.230) (0.246) 

KAOPEN 31.80 15.06 16.59 

 (39.19) (19.78) (19.55) 

IRdiff  3.667 1.831 1.836 

 (3.645) (1.791) (1.866) 

REER 1.919*** 0.947** 0.971*** 

    

Constant -212.4*** -105.6** -106.4*** 

 (75.65) (41.16) (35.92) 

 

Fixed effects 

 

Controlled 

 

Controlled 

 

Controlled 

Observations 547 547 547 

R-squared 0.629 0.607 0.647 

Robust standard errors in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 
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Figure 33: Comparing models of Gross inflows and outflows using alternative 

specifications, results obtained through 2SLS with FE 

 (1) (2) (3) (4) 

VARIABLES GrossInflowspc GrossInflowspcALT GrossOutflowspc GrossOutflowspcALT 

     

SBSg 3.497*** 3.621*** 3.289*** 3.165*** 

 (0.997) (0.936) (0.756) (0.824) 

SBSg_Crisis -2.580** -2.948*** -2.469* -2.100 

 (1.197) (1.119) (1.341) (1.438) 

GDPdiff 1.735* 1.390 1.642* 1.986** 

 (0.953) (0.942) (0.963) (0.982) 

VIX  -0.416* -0.429* -0.561** -0.548** 

 (0.230) (0.229) (0.246) (0.260) 

KAOPEN 15.06 8.343 16.59 23.31 

 (19.78) (19.95) (19.55) (19.97) 

IRdiff  1.831 1.655 1.836 2.012 

 (1.791) (1.744) (1.866) (2.025) 

REER 0.947** 0.997*** 0.971*** 0.921** 

 (0.370) (0.353) (0.329) (0.370) 

Constant -105.6** -94.58** -106.4*** -117.4*** 

 (41.16) (38.89) (35.92) (38.84) 

 

Fixed effects 

 

Controlled 

 

Controlled 

 

Controlled 

 

Controlled 

Observations 547 547 547 547 

R-squared 0.607 0.595 0.647 0.640 

Robust standard errors in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 

 

 

  



Appendix   

 

Figure 34: Breakdown by type of capital flows, results obtained through 2SLS 

with FE 

 (1) (2) (3) (4) 

VARIABLES GrossFlowspc FDIflowspc Portfolioflowspc Otherflowspc 

     

SBSg 6.786*** 0.871 0.767*** 5.149*** 

 (1.748) (0.550) (0.175) (1.560) 

SBSg_Crisis -5.040** -0.800 -0.764** -3.484 

 (2.516) (0.840) (0.320) (3.016) 

GDPdiff 3.385* 0.342 -0.0145 3.049 

 (1.909) (0.446) (0.362) (1.897) 

VIX  -0.979** -0.130 -0.567*** -0.280 

 (0.475) (0.324) (0.0816) (0.528) 

KAOPEN 31.80 37.00 33.39** -38.74 

 (39.19) (26.37) (13.77) (28.34) 

IRdiff  3.667 3.061** 3.679*** -3.074 

 (3.645) (1.319) (0.697) (3.264) 

REER 1.919*** -0.0928 -0.288 2.299*** 

 (0.691) (0.385) (0.193) (0.840) 

Constant -212.4*** -61.96 -27.59 -122.4 

 (75.65) (54.28) (28.88) (80.39) 

 

Fixed effects 

 

Controlled 

 

Controlled 

 

Controlled 

 

Controlled 

Observations 547 547 547 547 

R-squared 0.629 0.608 0.404 0.444 

Robust standard errors in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 
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Figure 35: Model of Current account with SBS, results obtained through OLS 

(1), FE (2), 2SLS (3) and 2SLS with FE (4) 

 (1) (2) (3) (4) 

VARIABLES CApc CApc CApc CApc 

     

SBSg -0.0156 -0.00935 -0.0450 -0.0130 

 (0.0508) (0.0580) (0.0688) (0.0710) 

Creditg -1.253*** -0.673*** -1.385*** -0.713*** 

 (0.366) (0.135) (0.373) (0.137) 

Reservespc 0.147 -1.166* -0.230 -1.326** 

 (0.775) (0.643) (0.864) (0.612) 

IRdiff  -0.207 0.145 -0.155 0.255 

 (0.164) (0.231) (0.178) (0.201) 

RiskPremium -0.708*** 0.129 -0.719*** 0.146 

 (0.199) (0.128) (0.203) (0.101) 

GDPdiff -0.267 0.0594 -0.289* -0.00905 

 (0.164) (0.102) (0.162) (0.100) 

REER -0.0278 -0.0151 -0.0121 0.00211 

 (0.0555) (0.0251) (0.0670) (0.0281) 

ERch -0.151** -0.151*** -0.391** -0.395** 

 (0.0618) (0.0364) (0.189) (0.162) 

VIX  -0.0359 -0.0335** -0.0494 -0.0654*** 

 (0.0223) (0.0140) (0.0330) (0.0220) 

KAOPEN 0.309 0.277 0.355 0.459 

 (0.482) (0.674) (0.477) (0.435) 

Constant 4.409 1.350 3.052 2.863 

 (5.116) (4.012) (6.152) (4.058) 

Observations 747 747 696 696 

R-squared 0.232 0.208 0.235 0.828 

Number of country_id  15   

Robust standard errors in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 
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Figure 36: Robustness tests for model of Current account with SBS, results 

obtained through 2SLS with FE 

 (1) (2) (3) (4) 

VARIABLES CApc CApc CApc CApc 

     

SBSg -0.0130 0.0615 -0.0387 -0.00794 

 (0.0710) (0.152) (0.0831) (0.0691) 

SBSg_Crisis  -0.152   

  (0.161)   

Creditg -0.713*** -0.801***  -0.675*** 

 (0.137) (0.208)  (0.144) 

Reservespc -1.326** -1.724*** -0.280  

 (0.612) (0.659) (0.683)  

IRdiff  0.255 0.515 0.102 0.318 

 (0.201) (0.328) (0.215) (0.213) 

RiskPremium 0.146 0.105 0.297*** 0.236* 

 (0.101) (0.141) (0.102) (0.124) 

GDPdiff -0.00905 -0.0926 0.0652 0.00683 

 (0.100) (0.129) (0.112) (0.0979) 

REER 0.00211 -0.111 -0.0152 -0.0150 

 (0.0281) (0.0845) (0.0319) (0.0273) 

ERch -0.395** 2.854 -0.278 -0.338*** 

 (0.162) (6.377) (0.234) (0.110) 

VIX  -0.0654*** -0.0929*** -0.0791*** -0.0683*** 

 (0.0220) (0.0218) (0.0288) (0.0234) 

KAOPEN 0.459 -10.16 1.457 0.529 

 (0.435) (6.935) (1.576) (0.433) 

Constant 2.863 40.35*** 2.036 4.387 

 (4.058) (14.82) (5.550) (3.983) 

 

Fixed effects 

 

Controlled 

 

Controlled 

 

Controlled 

 

Controlled 

Observations 696 517 726 696 

R-squared 0.828 0.824 0.795 0.826 

Robust standard errors in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 

 



Appendix   

 

Figure 37: Robustness for Current account with SBS model by adding variables, OLS 

 (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 

VARIABLES CApc CApc CApc CApc CApc CApc CApc CApc CApc CApc 

SBSg -0.0924 0.0107 0.00877 0.0399 -0.0228 -0.0140 -0.0109 -0.0112 -0.00804 -0.0156 

 (0.0712) (0.0331) (0.0324) (0.0393) (0.0449) (0.0421) (0.0481) (0.0481) (0.0487) (0.0508) 

Creditg  -1.232*** -1.121*** -1.066*** -1.172*** -1.241*** -1.237*** -1.235*** -1.227*** -1.253*** 

  (0.387) (0.350) (0.351) (0.369) (0.377) (0.389) (0.391) (0.389) (0.366) 

Reservespc   2.394** 2.621** 0.147 -0.0268 -0.0102 -0.0754 -0.0587 0.147 

   (0.851) (0.886) (0.802) (0.863) (0.885) (0.875) (0.896) (0.775) 

IRdiff     -0.227* -0.380** -0.345** -0.347** -0.345** -0.313** -0.207 

    (0.124) (0.148) (0.135) (0.135) (0.136) (0.141) (0.164) 

RiskPremium     -0.573*** -0.707*** -0.709*** -0.710*** -0.736*** -0.708*** 

     (0.181) (0.218) (0.218) (0.218) (0.218) (0.199) 

GDPdiff      -0.213 -0.216 -0.215 -0.268 -0.267 

      (0.129) (0.132) (0.133) (0.163) (0.164) 

REER       -0.0129 -0.0145 -0.0174 -0.0278 

       (0.0494) (0.0500) (0.0504) (0.0555) 

ERch        -0.121* -0.145** -0.151** 

        (0.0604) (0.0622) (0.0618) 

VIX          -0.0310 -0.0359 

         (0.0257) (0.0223) 

KAOPEN          0.309 

          (0.482) 

Constant -0.498 0.294 0.200 0.245 1.495 1.611 2.899 3.064 3.984 4.409 

 (1.055) (1.001) (0.984) (0.990) (1.245) (1.262) (4.790) (4.845) (4.985) (5.116) 

Observations 783 750 750 749 747 747 747 747 747 747 

R-squared 0.006 0.133 0.152 0.164 0.220 0.227 0.228 0.229 0.231 0.232 

Robust standard errors in parentheses, *** p<0.01, ** p<0.05, * p<0.1   


