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Preface
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Part 1
Introduction

The main subject of this habilitation thesis is to follow the historical path from decomposition
techniques in function spaces to sparse decompositions and sparse recovery, which finally resulted
into the novel area of compressed sensing. We start with a brief historical overview of function
spaces and their decomposition properties, which we use also to introduce some basic notation.
As we are not able to cover all the topics of the theory of function spaces in this short survey,
we refer to [2, 3, 65, 75, 76, 102, 83, 107] for much more details and further references. Our
selection of the topics is mainly governed by our interest in decomposition techniques. In the
second part, we sketch the basic aspects of the area of compressed sensing. The material in
these two parts is by no means new and is essentially taken over from [117] and [14].

Decomposition techniques

The very first traces of the study of function spaces may be found already in the second half
of eighteen century. This period was devoted to the study of classical spaces of continuous and
continuously differentiable functions. A new era of function spaces started with the pioneering
work of Sobolev [99, 100, 101] (with some forerunners [53, 94]). The theory of distributions
became an essential tool, which allowed to achieve new results (e.g. embedding theorems)
applicable in the study of partial differential equations.

In later years, the area became an object of a vastly growing interest. More and more function
spaces were defined with the help of explicit norms. In the parallel, the advantages of the
techniques of Fourier analysis (like Littlewood-Paley theory) became evident. In this connection,
the Hardy spaces H,(A) (cf. Section 1.2) played a crucial role.

During the 60’s and 70’s of the last century, the well structured scales of Besov and Triebel-
Lizorkin spaces, cf. Definition 1.1, emerged from the variety of function spaces available so far.
They exhibit several advantages. Many classical spaces may be identified as Besov or Triebel-
Lizorkin spaces for a special choice of parameters. Furthermore, their definition is given in
terms of distributions and Fourier analysis and these spaces have “good” properties from the
Fourier-analytic point of view, cf. [108, Section 2.2.3]|. Also the spaces with fractional (or even
negative) smoothness could be incorporated easily into these two scales. On the other hand, the
definition of Besov and Triebel-Lizorkin spaces involves a certain smooth dyadic decomposition
of unity, which makes it look much more complicated than that of Sobolev spaces.

Further essential breakthrough was achieved in the work of Frazier and Jawerth [51] and [52]
(with an important forerunner being [28]). It was discovered that spaces of functions and
distributions may be characterized in terms of their decomposition properties. They considered
the decomposition formula f = ZQ< froQ)g for all f € S'(R?), where @ runs over all dyadic
cubes of R? and (g and 1) are shifts of dilations of special functions ¢ and .

A similar approach was then followed in all other decomposition techniques, which appeared
afterwards. They all say, roughly speaking, that a function (or a distribution) f belongs to a
certain function space (say By ,(R?)) if, and only if, it may be written in a form

f = Z)\jmaj,m, (01)
7m

where \;,, are (real or complex) scalars and a;,, are certain special building blocks. Fur-



thermore, the (quasi-)norm of f in the given function space is in some sense equivalent to the
(quasi-)norm of the sequence A = (Ajm);m in an appropriate sequence space (i.e. by, in the
case of Besov spaces).

Of course, the formula (0.1) gives arise to many questions, like the uniqueness of the decompo-
sition or the linearity of the dependence of A on f. For example, in the decomposition of Frazier
and Jawerth the mapping f — {(f, ¢0)}q is linear, but it is not an isomorphism between the
given function space and the corresponding sequence space.

But three properties of the building blocks a; ,, appearing already in [51] and [52] are common
to most of all the known decomposition techniques. Those are smoothness, vanishing moment
conditions and localization.

e Quite naturally, the basic building blocks are supposed to exhibit at least the same degree of
smoothness as the functions (or distributions) in the function space under consideration. Due
to the very weak convergence of (0.1) (which is usually assumed to converge in S’(R%)), the
smoothness of the building blocks is not limited from above. As the classical Haar wavelets are
not even continuous, the question of minimal smoothness required in (0.1) has also been studied,
cf. [110].

e The necessity of the moment conditions becomes clear when dealing with singular distributions.
Therefore, the number of moment conditions needed grows with s (the smoothness of the space)
decreasing, cf. Theorem 1.8. Let us point out that one possible way how to achieve (even an
infinite number of) vanishing moments is to work with a function, whose Fourier transform has
its support bounded away from zero.

e Finally, the localization of the building blocks is also necessary. One may observe that for
p > 1 overlapping building blocks would allow to consider decompositions of f with arbitrarily
small norm of the sequence of coefficients A = (\j ) m. This corresponds to no localization
conditions needed in the decomposition theorem of H,(R%), 0 < p < 1 of Coifman [28], cf.
Theorem 1.4.

During last two decades, various different decomposition techniques appeared. They are usually
named after the building blocks used, so that we speak about atomic, molecular, quarkonial
or wavelet decomposition. Furthermore, these decompositions were adapted to a number of
different function spaces (anisotropic spaces, spaces with dominating mixed smoothness, spaces
of Morrey and Campanato type, ...). Last, but not least, the methods were adapted to spaces
on domains.

We want to point out, how the theory of decomposition techniques is helping to deal with
problems in the theory of function spaces. It turns out (and it has been like that since the work
of Frazier and Jawerth) that many classical problems may be much more easily formulated and
handled in the language of sequence spaces. We shall deal here mainly with Sobolev and trace
embeddings of function spaces and their properties.

Sparse recovery

The huge interest in these techniques was driven by the large number of applications based on
or making a use of them, i.e. signal processing in many disciplines (like medicine or geology),
algorithm design, data compression or numerical analysis to name at least a few of them. Actu-
ally, the theory of decompositions developed into a subject on its own under the term of “frame
theory”. The corresponding tools became more and more important with another driving force
of applied science - the growing dimensionality of the problems we deal with nowadays. The



necessity of processing larger and larger data sets (which can be often interpreted as larger and
larger decompositions of continuous objects) lead to the development of special techniques. The
most important tools in this area make a heavy use of the following observations: Although
the dimensionality of the underlying problem grows rapidly with our ability to measure more
and more data, its intrinsic dimension stays low. The highdimensional data sets are therefore
well structured - and the most simple structural assumption on a vector in R™ is that most of
its coordinates are zero, or at least very small. This observation is nowadays a basis for many
algorithms in electric engineering, including the well known JPEG2000 format.

The real breakthrough in this field came with the advent of theory of compressed sensing of
Donoho [41] and Candés, Romberg, and Tao [17, 19], cf. also [18]. In its most simple form,
this theory proves that a sparse vector z € R™ can be recovered effectively (i.e. in the polyno-
mial time) from a small number m of carefully chosen linear and non-adaptive measurements
(aj,z),i = 1,...,m, where m grows only linearly in the number of non-zero components of x
and logarithmically in the dimension n. Furthermore, the recovery is stable with respect to noise
and to small defects of sparsity, cf. [16, 20]. And last, but not least, the recovery is provided
by the very well known LASSO algorithm of Tibshirani [105]. The methods used in this area
combine powerful techniques of concentration of measure [67], geometry of Banach spaces [68],
optimization theory and linear programming [54]. Following our survey chapter [14], we give
more details on compressed sensing in Section 2.

The plan of this survey is as follows. In Section 1, we present a historically oriented overview of
decomposition techniques in function spaces, Section 2 introduces the basic concepts of sparse
recovery and compressed sensing. Finally, Section 3 discusses the results of the papers, which
are part of this cumulative thesis. As mentioned already above, the material in the Sections 1
and 2 is essentially taken over from [117] and [14].

1 Decomposition techniques in function spaces

1.1 Definitions and basic notation

In this section we give the necessary notation and the definitions of the function spaces considered
in this work.

We denote by R the set of all real numbers and by R¢ the d-dimensional Euclidean space.
Furthermore, N stands for the set of all natural numbers, Z for the set of all integers and C for
the set of all complex numbers.

We denote by S(RY) the Schwartz space of all complex-valued rapidly decreasing infinitely
differentiable functions equipped with the usual topology and its dual by S’(R?).
The Fourier transform of ¢ € S(R?) is given by
Fol®) = s [ plale €7, e R
(27)/2 Jga

with ins inverse denoted by

Flp() = ——

- i€x d

(2n) 172 /Rd p(x)e~*dr, €€ R

Both F and F~! are extended to S’(R?) by duality. We often write ¢ as a shortcut for Fi and
@V for F~1op.

Although we are mainly interested in function spaces of Besov and Triebel-Lizorkin type (as
defined in Section 1.1.2), we first collect the definitions of (some of) the classical function spaces.



1.1.1 Classical spaces

(i)

(iii)

The space of all complex-valued bounded and uniformly continuous functions is denoted
by C(R%) and is equipped with the norm || f|C(R?)| = sup,cpra | f()]-

Let m € N. Then we denote by C™(RRY) the space of all functions on R%, such that Df €
C(R?) for all multiindices « with |a| < m. The norm is then given by ||f|C™(R%)| =
max|a|<m [ D*fIC(RI)]].

The Lebesgue spaces Lp(Rd), 0 < p < oo are spaces of measurable functions, for which

1/p
£ Lp(RY)|| := </Rd \f(x)\pdw> . if0<p<oo

€SS SUPycRrd | f(2)], ifp=o0
is finite. Sometimes, we write only || f||, instead of || f|L,(R?)| for short.

Let 1 <p < oo and k € Ny. Then the Sobolev space Wf(Rd) is defined by
WERY) = {f € S'(RY) : D*f € Lp(R?) if |a| < k}.

Here, the derivatives are interpreted in the distributional sense. One of the cornerstones of
the theory of Sobolev spaces is the embedding property (usually called Sobolev embedding)

Wy (RY) < Wyt (RY) (L.1)
if 0 < k1 < kg are non-negative integers, 1 < pg < p1 < oo and

d d
ko— — =k — —. (1.2)
Po p1
When considering the spaces on domains, then (under conditions which we shall discuss
in detail later) (1.1) becomes even compact.

An essential effort was devoted to the extension of the theory of function spaces also to
spaces with fractional (or even negative) smoothness. One of the reasons for that is hidden
already in (1.2) - for given pg, p1 and ko, the optimal k; may be a fractional real number.
The classical way is represented by Hélder spaces C*(R?). Let s > 0 be not an integer.
Then we define

C*(RY) = { f e CEl(RY (1.3)

Do — D>
wwwW:mWWW+2h§’ﬁﬁwj@um}
Ty

|ar|=[s]
Here, s = [s] + {s} with 0 < {s} < 1 is a decomposition of s into its integer and fractional
part.

The closely related Zygmund spaces C*(R?) are obtained by replacing the first order by
second order differences in (1.3). The definition of the (classical) Besov spaces reflects a



similar idea. It works with the decomposition of the smoothness parameter s = [s]™+{s} T,
where 0 < {s}* < 1. Let s >0 and 1 < p,q < co. Then

Ay o(RY) = {f € WEIT(RY) : | £IA] o(RY| = | fIWET (RY)] (1.4)

dh 1/q
—S + «
+ Z (/ |~ AR D f||§|h|d> <OO}7 (1.5)

lal=

where A?g are the usual second order differences of g. If ¢ = oo, only notational changes
are necessary. Let us refer to [108, Section 2.2] for other spaces (i.e. Slobodeckij spaces
and Bessel potential spaces) with fractional smoothness.

1.1.2 Besov and Triebel-Lizorkin spaces

We give a Fourier-analytic definition of Besov and Triebel-Lizorkin spaces, which relies on the
so-called smooth dyadic resolution of unity. Let o € S(R?) with

px)=1 if |z|<1 and ¢(z)=0 if |z|> (1.6)

w\w

We put pg = ¢ and ¢j(z) = ¢(2772) — p(2791z) for j € N and » € R% This leads to the
identity

o

Z(pj(x)zl, z € R%

j=0

Definition 1.1. (i) Let s € Rand 0 < p, ¢ < oo. Then B3, (R?) is the collection of all f € S'(R?)
such that

1/q
1135, (B = (Z 2% (0, F)V|L, <Rd>uq) (7

is finite (with the usual modification for ¢ = 00).

(ii) Let s € R,0 < p < 0o and 0 < ¢ < co. Then F;q(Rd) is the collection of all f € S'(R?) such
that

(1.8)

11175841 = | (f% 2ﬂ'sqr<¢jf>V<->q)l/qu(Rd)
2

is finite (with the usual modification for ¢ = 00).

Remark 1.2. (i) The spaces B;Q(Rd) and szq(Rd) are independent on the choice of the function
¢ as soon as it satisfies (1.6). Unfortunately, if p = oo in the F-case (which was excluded
in Definition 1.1), then this is no longer true and a different approach is necessary. We
shall not go into details and refer to the recent monograph [120].

(ii) Let s e R, 0 < p < oo and 0 < ¢ < oo. Then the embedding

d d

2R,

is an easy consequence of the Definition 1.1.

10



(iii) Let —o00o <81 <sp <00, 0<py<p <oo, 0<q<q <oowith
d d

so—— =8 — —.
Po D1
Then the classical Sobolev embedding (1.1) has its counterpart also for Besov and Triebel-
Lizorkin spaces

B;quo(Rd) %B;}’ql(Rd) and F;gyoo(Rd) <—>F;117q0(Rd). (1.9)

Furthermore, the Jawerth-Franke embedding [50, 59] states that

(RY) — F51 (RY). (1.10)

d d
E* (RY) < Bt (R%) and B S

0,00 P1.,P0 P0,P1

(iv) The books [108, 88, 13] describe the stage of the theory of function spaces of Besov and

Triebel-Lizorkin type as it stood in the late 1970’s. For the more modern aspects of this
theory we refer to the books of Triebel [109, 112, 113] and to [120].

(v) We use this place to introduce the symbols
0p = max(1/p—1,0), oy = max(1/p—1,1/q —1,0)

and

Ug:dmax(l/p—l,()), ag dmax(1/p—1,1/¢ —1,0).

q =
These quantities play an important role in the theory of this spaces and shall be used
frequently later on.

(vi) Definition 1.1 covers many of the classical spaces defined by derivatives and/or differences
(cf. Section 1.1.1 for some examples). Especially,

B ooRY) =C*RY) if 5> 0,

B (R =C*RY) if s>0, s&N,

By, (RY) =A5 (RY) if s>0, 1<p<oo, 1<g<ox,
ES,(RY) =WS,RY) if s>0, seN, 1<p<oo.

(vii) Definition 1.1 of isotropic Besov and Triebel-Lizorkin spaces has numerous modifications
and extensions, which lead to specific function spaces, for example anisotropic spaces,
spaces of generalized smoothness or spaces of variable smoothness and/or integrability.

1.2 Hardy spaces

The history of atomic decompositions is closely related to Hardy spaces H,,. In its original form,
the Hardy space Hp(A) is a space of holomorphic functions on the unit disc A :={z € C: |z| <
1} satisfying
1 2 . 1/p
)= s (5 [T lseepar) <.
0<r<1 \ 2T Jo

This definition (which goes back to F. Riesz) was extended to functions of real variables by C.
Fefferman and E. M. Stein in [46]. The space H,(R?),0 < p < oo is a space of f € S'(R?), such
that

(Mg f)(x) :=sup|(f * ®;)(z)|, z€R?

t>0

11



is in Lp(R?Y). Here ® € S(R?) with [ ®(z)dz = 1 is arbitrary and ®y(z) = t~®(x/t).
Furthermore,
LF1Hp(RY)|| = [|Ma f1Lp(RY)]|

is a quasinorm on Hp(Rd). Different choices of ® lead to equivalent quasinorms. If 1 < p < oo,
then H,(R%) coincides with L,(R%). But for 0 < p < 1, one obtains new function spaces of
distributions on R,

The first atomic decomposition of H,(RY) with d = 1 and 0 < p < 1 was given in [28] and
generalized to d > 1 in [66]. It uses the notion of p-atoms on the real line.

Definition 1.3. Let 0 < p < 1. A p-atom is a real-valued function b on R such that
f_oooo b(z)xFdr = 0,0 < k < [1/p] — 1, k € Ny, and the support of which is contained in an
interval I for which sup,cg |b(z)| < [I|7V/P.

The quantity [1/p] is the integer part of 1/p. The corresponding decomposition theorem then
takes the following form.

Theorem 1.4. ([28]) A distribution f lies in HP(R), 0 < p < 1 if, and only if, it can be written

in the form
oo
f = Z Odibi,
i=0
where «; are in R, b; are p-atoms for i € N and

AllfIHPR)|P < ) leil” < B fIHP(R)|”.
=0

Here the constants A, B > 0 depend only on p.

1.3 Besov and Triebel-Lizorkin spaces

M. Frazier and B. Jawerth extended in [51, 52] the method of Coifman to a huge variety of other
function spaces. They studied the decomposition formula f = 3>, (f,pq)¥q for f € &' (RY).

Here, @ runs over all dyadic cubes of R¢ and @ and g arise through shifting and dilating of
special functions ¢ and ¥. These functions are smooth, rapidly decreasing and possess compactly
supported Fourier transform. The mapping

Set f = ({(freq))e

is called ¢-transform. Theorem 2.2 of [52] then states that S, maps the homogenous Triebel-
Lizorkin space Fqu(Rd) into a special sequence space f; ;, which is defined through the (quasi)norm

1/q

Mgl == | [ Do(1QI" gl () ,

Q
p

where the sum runs again over all dyadic cubes of R?, |Q| stands for the Lebesgue measure of
Q@ and xq is the characteristic function of Q.

Furthermore, the inverse ¢-transform defined as

Ty: A= (Ao = Y_Aqtq
Q

maps fﬁq onto Fpﬁq(Rd) and Ty, 0 S, is the identity on inq(Rd).

12



Remark 1.5. e Frazier and Jawerth worked mainly with the homogenous function spaces
and stated only in Section 12 of [52] the necessary modifications needed to deal with
inhomogeneous spaces.

e Unfortunately, the ¢-transform S, is no isomorphism between Flf’q(Rd) and f; ie. S,

. 7q7
does not map Fps’q(Rd) onto f, .. This was essentially improved using the theory of

wavelets.

e The theory of [52] applies exactly to those function spaces which admit some sort of
Littlewood-Paley characterization. This is in a very good agreement with the the obser-
vation of Triebel (see [108, Section 2.2.3]), who divided the function spaces into good and
bad spaces according to their Fourier-analytic properties. Let us mention on this place
that some prominent function spaces (like L;(RY), Lo (R?) or C(R%)) are considered as
bad function spaces from this point of view.

e The condition on vanishing moments of Coifman is incorporated in [52] through the as-
sumption, that the support of the Fourier transform of ¢ and ¢ stays away from zero.
The new condition of [52] is that the building blocks 1 are essentially localized on the
dyadic cube @ (i.e. rapidly decreasing outside ). This is reflected in all other decompo-
sition techniques which involve both the vanishing moments condition and some kind of
localization of the building blocks.

The central role in the theory of decomposition of function spaces is played by the atomic
decomposition. We give the version as presented by Triebel in Section 1.5 of [112]. First, we
define the corresponding building blocks. Let us observe that in contrast with Definition 1.3,
the localization of the atoms is required.

Definition 1.6. (i) Let v € Ny and m € Z% Then we denote by Q,, the closed cube in
R? with sides parallel to the coordinate axes, centered at 2~Vm, and with side-length 27*1.
Furthermore, ¢ Q,,, stands for the cube in R? concentric with Q,,, and with side length ¢27*1.

(ii) Let K € Ny and ¢ > 1. A continuous function a : R? — C for which there exist all derivatives
D%a if |a| < K is called a 1x-atom if

supp a C ¢ Qo,m for some m € z?

and
|D%(z)| <1 for |a| < K. (1.11)

(iii) Let K € No,L > 0, and ¢ > 1. A continuous function a : R? — C for which there exist all
derivatives D% if |o| < K is called an (K, L)-atom if

suppa C ¢Qym for some v € N,m € Z,
|D*(z)a| < 21 for |o| < K, (1.12)
and

/ zPa(z)dz = 0 for |8] < L.
R4

Also the sequence spaces used in the frame of Besov and Triebel-Lizorkin spaces are somewhat
more complicated compared to Theorem 1.4. We present a version, which reflects all the three
parameters of the corresponding function spaces.
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Definition 1.7. If 0 < p,q < o0, s € R and
A={d\m€C:veNy,mezZY (1.13)
then we define

(s a/p\ /4
b= {2 I = (20 (X )™ ) < (1.14)
v=0

meZa
and

o 1/q
g = {A: AL = H (Z 3 \2”8Amxm<->|q> 7, (RY

v=0mezd

< oo} (1.15)

with the usual modification for p and/or ¢ equal to co. Here y,, stands for the characteristic
function of Q..

The atomic decomposition of Besov and Triebel-Lizorkin spaces is then given very much in the
spirit of Theorem 1.4 and it goes back in a similar form to [51] and [52].

Theorem 1.8. ([112], Theorem 1.19) (i) Let 0 < p < 00, 0 < g < o0, s € R. Let
K € Ny, L > 0 with
K>sandL>Jg—s

be fized. Then f € S'(RY) belongs to B;’q(Rd) if, and only if, it can be represented as

f= Z Z Avm@um, unconditional convergence being in S'(R?), (1.16)

v=0mezd

where for fived ¢ > 1, aym are 1x-atoms (v = 0) or (K, L)-atoms (v € N) and X\ € by,.
Furthermore,

1£1B5.g(RY)|| ~ inf [ Alo5,|

are equivalent quasi-norms where the infimum is taken over all admissible representations (1.16).
(ii) Let 0 <p <00, 0< qg<o00,seR. Let K € Ng,L >0 with

K>sandL>agq—s

be fized. Then f € S'(RY) belongs to sz,q(Rd) if, and only if, it can be represented by (1.16),
where for fived ¢ > 1, aym are 1x-atoms (v = 0) or (K, L)-atoms (v € N) and X\ € f, .
Furthermore,

1S, (RY) | ~ inf X5 |

are equivalent quasi-norms where the infimum is taken over all admissible representations (1.16).

Nowadays, a large variety of decomposition techniques is available in the literature. We shall
present (a variant of) one of the most important one - the wavelet decomposition theorem. It
removes some of the obstacles of Theorem 1.8. The first is the implicit definition of atoms - atoms
are building blocks satisfying certain properties but may vary from one function to the other.
The other sometimes inconvenient feature of Theorem 1.8 is the dependence of the coefficients
A in the optimal decomposition (1.16) on the distribution f. Due to some applications it would
be desirable that this dependence is linear. Unfortunately, this does not follow from the theory
of atomic decompositions.

We do not aim to give an overview of the vast area of wavelets. We recall only the minimum
needed later on and point to [36, 77, 118] as standard references. The following theorem of
Daubechies ensures the existence of compactly supported wavelets.
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Theorem 1.9. ([35, 36]) For any k € N there are real-valued compactly supported functions

Yo, 1 € CF(R)

satisfying
/ta%(t)dt: 0, a=0,1,....k—1,
R
such that
(2" : v € Ng,m € Z}
with

Yo(t —m) ifv=0,m¢ec7Z,
me<t) - 2_l v—1 .
291 (2t —m) ifreNmeZ

is an orthonormal basis in La(R).

Wavelets on R may be obtained as tensor products of one-dimensional wavelets. With their
help we obtain the following characterization of Besov and Triebel-Lizorkin spaces.

Theorem 1.10. ([111], Theorem 19) Let 0 < p,q < oo, s € R and k € N with k >

max(s, od—s). Let g, 11 be the Daubechies wavelets of smoothness k. Let E = {0,1}%\(0,...,0).
Fore—(el,.. eq) € E let
d
Uo(z) =[] ve,(x;), z=(21,...,2a) €R?.
j=1
(i) Then
d
\I/(x—m):HwO(xj—mj) m=(mq,...,my) € Z%,
j=1
2V§1d1116(2”_1:c—m) ec E,veN,meZz¢

is an orthonormal basis in La(R%).
(ii) Let f € S'(RY). Then f € B;q(Rd) if, and only if, it can be represented as

f= Z Am¥(x —m) + Z Z Z XS, 27V2W,(2V e — m), convergence in S'(RY) (1.17)

mez? veNe€E mezd
with
Al = (3 Pnl)? (Zz”s DS (Y er)’ ) <00
mezZd e€E mezd

appropriately modified if p = oo and/or ¢ = oo. The representation in (1.17) is unique, the
complex coefficients (Am)meza and (A\);,)eep veny mezd depend linearly on f and the mapping,
which associates to f € B;q(Rd) the sequence of coefficients, is an isomorphic map of Bf,q(]Rd)
onto b},

Pq

(iii) Let f € S'(R%). Then f € F; (Rd) if, and only if, it can be represented as

f= Z A ¥(z —m) + Z Z Z XS 27V2Q, (27" e —m), convergence in S'(R?) (1.18)

meza veNeeFE mezd
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with
1/q

1 o0
Bl = (D2 )"+ [ 2707903 > ol m(@) ||| < oo
v=1

meZd e€E mezd
P
appropriately modified if p = oo and/or ¢ = oco. The representation in (1.18) is unique, the
complex coefficients (Am)mezd and (A\),)ecEvenymezd depend linearly on f and the mapping,
which associates to f € szq(Rd) the sequence of coefficients, is an isomorphic map of F;Q(Rd)
onto 15 .
Pq

Remark 1.11. The wavelet decomposition has several very convenient advantages. The decompo-
sition (1.17) is unique and its coefficients depend in a linear way on f. Furthermore, it provides
an isomorphism between the corresponding function and sequence spaces. On the other hand,
the structure of the compactly supported wavelets from Theorem 1.9 is rather complicated. For
example, it is known that the their support must grow linearly with k. In particular, there are
no compactly supported infinitely differentiable wavelets.

1.4 Spaces on domains

Let © be a bounded domain. Then one may easily modify the definitions given in Section 1.1.1 to
obtain function spaces on ). Unfortunately, Definition 1.1 relies essentially on the use of Fourier
transform and does not allow such an easy modification. Therefore, the Besov and Triebel-
Lizorkin spaces on 2 are usually defined by restriction. Let D(Q2) = C§°(Q2) be the collection of
all complex-valued infinitely-differentiable functions with compact support in Q and let D’(Q)
be its dual - the space of all complex-valued distributions on 2.

Let g € S'(RY). Then we denote by g|f its restriction to €

(9l € D'(Q),  (9I)(¥) =g(¥) for v € D(Q).
Definition 1.12. Let Q be a bounded domain in R%. Let s € R, 0 < p,q < oo with p < oo in
the F-case. Let A}, stand either for Bj, or Fy,. Then

A3 (Q) ={f eD'(Q):3g € A5 (RY) : gl = f}

and
1145, (Q)]] = inf ||g| A5, (R,

where the infimum is taken over all g € A;Q(Rd) such that g|Q2 = f.

Although Definition 1.12 is an easy and convenient way how to define function spaces on domains,
an intrinsic characterization of these spaces is necessary on many occasions. It turns out that
under only minor regularity assumptions on Q (i.e. Lipschitz boundary), the spaces may be
characterized by differences (in a fashion similar to Section 1.1.1). As this will not be needed in
the sequel, we only refer to [112, Section 1.11] for details and further references.

We shall later need the existence of a universal extension operator as it was given by Rychkov
[96]. This result (with many forerunners for which we refer to references given in [96]) states,
that if 2 has Lipschitz boundary then there is a common bounded linear extension operator Ext :
As (Q) — A5 (R?) for all admissible s, p and g. Another important fact will be the existence of
atomic and wavelet decomposition techniques adapted to function spaces on domains. We shall
return to this point in Section 1.2.
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2 Sparse recovery and compressed sensing

2.1 Introduction and notation

Compressed sensing is a novel method of signal processing, which was introduced in [41] and
[18] and which profited from its very beginning from fruitful interplay between mathematicians,
applied mathematicians, and electrical engineers. The mathematical concepts are inspired by
ideas from a number of different disciplines, including numerical analysis, stochastic, combina-
torics, and functional analysis. On the other hand, the applications of compressed sensing range
from image processing [42], medical imaging [72], and radar technology [12] to sampling theory
[80, 114], and statistical learning.

In this section we collect the basic mathematical ideas from numerical analysis, stochastic, and
functional analysis used in the area of compressed sensing to give an overview of basic notions,
including the Null Space Property and the Restricted Isometry Property, and the relations be-
tween them. Most of the material in this section can be proven with elementary methods from
approximation theory and stochastic and we refer to [14] for details. We hope that this presenta-
tion will make the mathematical concepts of compressed sensing appealing and understandable
both to applied mathematicians and electrical engineers. In this and that form, similar material
appeared already in many one-semester courses around the world, including my lectures given
in Berlin and Prague. Let us stress that the material presented in this section is by no means
new or original, actually it is nowadays considered classical, or “common wisdom” throughout
the community.

We refer also to more extensive summaries of compressed sensing [34, 48, 49] for more details
and further references.

As the mathematical concepts of compressed sensing rely on the interplay of ideas from linear
algebra, numerical analysis, stochastic, and functional analysis, we start with an overview of
basic notions from these fields. We shall restrict ourselves to the minimum needed in the sequel.

By £} we denote the space R™ equipped with the (quasi-)norm

(Zn: |z V”)l/p, p € (0, 00);
j=1

Jally = (2.1)
max |z, p = 00.
If € R", we can always find a permutation o : {1,...,n} — {1,...,n}, such that the nonin-
creasing rearrangement x* € [0,00)" of z, defined by T; = |z4(j| satisfies

x] >y > >y > 0.

If T"c {1,...,n} is a set of indices, we denote by |T'| the number of its elements. We shall
complement this notation by denoting the size of the support of z € R™ by

lzllo = [supp(x)| = [{j : z; # O},

Note, that this expression is not even a quasinorm. The notation is justified by the observation,
that

lim ||z||2 = ||= for all = € R".

ti o] = [

Let k be a natural number at most equal to n. A vector € R™ is called k-sparse, if ||z]jo < k
and the set of all k-sparse vectors is denoted by
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Finally, if k£ < n, the best k-term approximation oy (x), of € R™ describes, how well can x be
approximated by k-sparse vectors in the £;-norm. This can be expressed by the formula

(3 @), peoo)

ok(T)p = infk lz —2|lp = j=k+1 (22)

zZ€EX
*
Tpit1s p = 0.

Linear operators between finite-dimensional spaces R” and R™ can be represented with the help
of matrices A € R™*". The entries of A are denoted by a;;, i =1,...,mand j=1,...,n. The
transpose of a matrix A € R™*" is a matrix AT € R"™™ with entries (AT);; = a;;. The identity
matrix in R™*" or C"*™ will be denoted by 1.

There is a number of ways how to discover the landscape of compressed sensing. The point of
view, which we shall follow in this section, is that we are looking for sparse solutions = € R" of a
system of linear equations Az = y, where y € R™ and the m x n matrix A are known. We shall
be interested in underdetermined systems, i.e. in the case m < n. Intuitively, this corresponds
to solving the following optimization problem

min ||z||p  subject to y = Az. (FPo)
z

Unfortunately, it can be shown that this problem is numerically intractable if m and n are
getting larger. Then we introduce the basic notions of compressed sensing, showing that for
specific matrices A and measurement vectors y, one can recover the solution of (Fp) in a much
more effective way.

2.2 Basis pursuit

The minimization problem (FPy) can obviously be solved by considering first all index sets T' C
{1,...,n} with one element and employing the methods of linear algebra to decide if there is
a solution z to the system with support included in 7. If this fails for all such index sets, we
continue with all index sets with two, three, and more elements. The obvious drawback is the
rapidly increasing number of these index sets. Indeed, there is (Z) index sets T' C {1,...,n}
with & elements and this quantity grows (in some sense) exponentially with & and n.

We shall start our tour through compressed sensing by discussing that even every other al-
gorithm solving (Pp) suffers from this drawback. This will be formulated in the language of
complexity theory as the statement, that the (Py) problem is NP-hard. Before we come to that,
we introduce the basic terms used in the sequel. We refer for example to [6] for an introduction
to computational complexity.

The P-class (“polynomial time”) consists of all decision problems that can be solved in polyno-
mial time, i.e. with an algorithm, whose running time is bounded from above by a polynomial
expression in the size of the input.

The NP-class (“nondeterministic polynomial time”) consists of all decision problems, for which
there is a polynomial-time algorithm V' (called verifier), with the following property. If, given
an input «, the right answer to the decision problem is “yes”, then there is a proof 3, such that
V(a, B) = yes. Roughly speaking, when the answer to the decision problem is positive, then the
proof of this statement can be verified with a polynomial-time algorithm.

Let us reformulate (Pp) as a decision problem. Namely, if the natural numbers k,m,n, m x n
matrix A and y € R™ are given, decide if there is a k-sparse solution x of the equation Az = y.
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It is easy to see that this version of (Fp) is in the NP-class. Indeed, if the answer to the problem
is “yes” and a certificate z € R"™ is given, then it can be verified in polynomial time if z is
k-sparse and Ax = y.

A problem is called NP-hard if any of its solving algorithms can be transformed in polynomial
time into a solving algorithm of any other NP-problem. We shall rely on a statement from
complexity theory, that the following problem is both NP and NP-hard.

Exact cover problem

Given as the input a natural number m divisible by 3 and a system {7} : j = 1,...,n} of
subsets of {1,...,m} with |T}| = 3 for all j = 1,...,n, decide, if there is a subsystem of
mutually disjoint sets {T; : j € J}, such that (J,c;Tj = {1,...,m}. Such a subsystem is
frequently referred to as exact cover.

Let us observe, that for any subsystem {7} : j € J} it is easy to verify (in polynomial time) if
it is an exact cover or not. So the problem is in the NP-class. The non-trivial statement from
computational complexity is that this problem is also NP-hard. The exact formulation of (FPp)
looks as follows.

flo-minimization problem
Given natural numbers m,n, an m X n matrix A and a vector y € R™ as input, find the
solution of

min||zl]jo s.t. y= Az
z

Theorem 2.1. The {y-minimization problem is NP-hard.

The fp-minimization problem is NP-hard, if all matrices A and all measurement vectors y are
allowed as inputs. The theory of compressed sensing shows nevertheless, that for special matrices
A and for y = Ax for some sparse x, the problem can be solved efficiently.

In general, we replace the ||z||o in (Py) by some ||z, for p > 0. To obtain a convex problem, we
need to have p > 1. To obtain sparse solutions, p < 1 is necessary, cf. Figure 1.

22 22

S

Az =y

21

Figure 1: Solution of S, = argmin||z||, st. y=Azforp=1andp=2
z€R?

We are therefore naturally led to discuss under which conditions the solution to (Fy) coincides
with the solution of the following convex optimization problem called basis pursuit

min ||z||; s.t. y= Az, (Pr)
z
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which was introduced in [25]. But before we come to that, let us show, that in the real case
this problem may be reformulated as a linear optimization problem, i.e. as the search for the
minimizer of a linear function over a set given by linear constraints, whose number depends
polynomially on the dimension. We refer to [54] for an introduction to linear programming.

Indeed, let us assume that (P;) has a unique solution, which we denote by x € R™. Then the
pair (u,v) with u = 27 and v = 27, i.e. with

zi, x;2>0 0 xz; >0
u_]: 7 J =™ and Uj: ’ J =
0, T < 0, —Zj, x; < 0,

is the unique solution of

n
min » (u; +v;) s.t. Au—Av=yand uj >0and v; >0 forall j=1,...,n. (2.3)
u,vER =
If namely (u/,v") is another pair of vectors admissible in (2.3), then 2’ = v’ — ¢’ satisfies Az’ =y
and 2/ is therefore admissible in (P;). As z is the solution of (P;), we get
n n n
D (i) = llall < 2’ =D fuf — v <Y (uf + ).
j=1 j=1 j=1
If, on the other hand, the pair (u,v) is the unique solution of (2.3), then = u — v is the unique
solution of (P;). If namely z is another admissible vector in (P}), then v/ = 2™ and v/ = 2~ are
admissible in (2.3) and we obtain
n

n n
llly =D g —vil <Y (uj+05) <D (uf+5) = |l2[h-
o j=1

J=1

Very similar argument works also in the case when (P;) has multiple solutions.

2.3 Null Space Property

If T c{1,...,n}, then we denote by T°¢ = {1,...,n} \ T the complement of T in {1,...,n}.
If furthermore v € R™, then we denote by vy either the vector in RI”!, which contains the
coordinates of v on T, or the vector in R", which equals v on T and is zero on T°¢. It will be
always clear from the context, which notation is being used.

Finally, if A € R™*™ is a matrix, we denote by Ap the m x |T'| sub-matrix containing the
columns of A indexed by T. Let us observe, that if z € R™ with T' = supp(z), that Az = Apxr.

We start the discussion of the properties of basis pursuit by introducing the notion of Null Space
Property, which first appeared in [26].

Definition 2.2. Let A € R™*" and let k € {1,...,n}. Then A is said to have the Null Space
Property (NSP) of order k if

lvr]li < ||vpells  for all v € ker A\ {0} and all T C {1,...,n} with |T| < k. (2.4)

Remark 2.3. (i) The condition (2.4) states that vectors from the kernel of A are well spread, i.e.
not supported on a set of small size. Indeed, if v € R™\ {0} is k-sparse and T' = supp(v), then
(2.4) shows immediately, that v can not lie in the kernel of A.

(ii) If we add ||vpe|l1 to both sides of (2.4), we obtain |[v||1 < 2||vre||1. If then T are the
indices of the k largest coordinates of v taken in the absolute value, this inequality becomes
H?}Hl < QUk(v)l.
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Theorem 2.4. Let A € R™" and let k € {1,...,n}. Then every k-sparse vector x is the
unique solution of (P1) with y = Ax if, and only if, A has the NSP of order k.

Remark 2.5. Theorem 2.4 states that the solutions of (Py) may be found by (P;), if A has the
NSP of order k£ and if y € R™ is such that, there exists a k-sparse solution x of the equation
Az = y. Indeed, if in such a case, Z is a solution of (F), then ||Z||p < ||z]lo < k. Finally, it
follows by Theorem 2.4, that & is also a solution of (P;) and that x = Z.

In the language of complexity theory, if we restrict the inputs of the y-minimization problem to
matrices with the NSP of order k£ and to vectors y, for which there is a k-sparse solution of the
equation Az = y, the problem belongs to the P-class and the solving algorithm with polynomial
running time is any standard algorithm solving (P;), or the corresponding linear problem (2.3).

2.4 Restricted Isometry Property

Although the Null Space Property is equivalent to the recovery of sparse solutions of under-
determined linear systems by basis pursuit in the sense just described, it is somehow difficult
to construct matrices satisfying this property. We shall therefore present a sufficient condition
called Restricted Isometry Property, which was first introduced in [18], and which ensures that
the Null Space Property is satisfied.

Definition 2.6. Let A € R™*™ and let k € {1,...,n}. Then the restricted isometry constant
0k = 6x(A) of A of order k is the smallest 6 > 0, such that

(1—8)||z])3 < ||Az]|3 < (1 +0)||z|]3 for all =€ %. (2.5)

Furthermore, we say that A satisfies the Restricted Isometry Property (RIP) of order k with the
constant & if 6 < 1.

Remark 2.7. The condition (2.5) states that A acts nearly isometrically when restricted to
vectors from Xj. Of course, the smaller the constant dx(A) is, the closer is the matrix A to
isometry on Y. We will be therefore later interested in constructing matrices with small RIP
constants. Finally, the inequality 6;(A) < d2(A) < -+ < 0k (A) follows trivially.

The following theorem shows that RIP of sufficiently high order with a constant small enough
is indeed a sufficient condition for NSP.

Theorem 2.8. Let A € R™*™ and let k be a natural number with k < n/2. If dyx(A) < 1/3,
then A has the NSP of order k.

Combining Theorems 2.4 and 2.8, we obtain immediately the following corollary.

Corollary 2.9. Let A € R™*" and let k be a natural number with k < n/2. If dox(A) < 1/3,
then every k-sparse vector x is the unique solution of (P1) with y = Ax.

2.5 RIP for random matrices

From what was said up to now, we know that matrices with small restricted isometry constants
fulfill the null space property, and sparse solutions of underdetermined linear equations involving
such matrices can be found by ¢;-minimization (P;). We discuss in this chapter a class of matrices
with small RIP constants. It turns out that the most simple way is to construct these matrices
by taking its entries to be independent standard normal variables.
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We denote until the end of this section

1 le e W1in
A= " : .. : , 2.6
v B (26)
wWml - Wmn
where w;j,t =1,...,m,j = 1,...,n, are i.i.d. standard normal variables. We shall show that

such a matrix satisfies the RIP with reasonably small constants with high probability.

2.5.1 Concentration inequalities

If wi,...,wy, are (possibly dependent) standard normal random variables, then E(w? + --- +
w2) =m. If wi,...,wn, are even independent, then the value of w% + -+ +w?, concentrates very

strongly around m. This effect is known as concentration of measure, cf. [67, 68, 79].

Lemma 2.10. Let m € N and let wy, . .., wn, be i.i.d. standard normal variables. Let 0 < & < 1.
Then o

P? 4+ +wd > (1+e)m) < e 2E/27¢/3
and o

P(w?+ -+ w? < (1—e)m) < e 72"/,

Using 2-stability of the normal distribution, Lemma 2.10 shows immediately that A defined as
in (2.6) acts with high probability as isometry on one fixed = € R™.

Theorem 2.11. Let x € R™ with ||z||]2 = 1 and let A be as in (2.6). Then
P([llAz]3 1] > ) < 267 B2 < gm0 (2.7)

for 0 <t <1 with an absolute constant C > 0.

Remark 2.12. (i) Observe, that (2.7) may be easily rescaled to
P(|I 42l — 23| > tlz]3) < 2¢O, (2.8)

which is true for every z € R"™.

(ii) A slightly different proof of (2.7) is based on the rotational invariance of the distribution
underlying the random structure of matrices defined by (2.6). Therefore, it is enough to prove
(2.7) only for one fixed element x € R™ with ||z||z = 1. Taking x = e; = (1,0,...,0)7 to be the
first canonical unit vector allows us to use Lemma 2.10 without the necessity of applying the
2-stability of normal distribution.

2.5.2 RIP for random Gaussian matrices

The proof of restricted isometry property of random matrices generated as in (2.6) is based on
two main ingredients. The first is the concentration of measure phenomenon described in its
most simple form in Lemma 2.10, and reformulated in Theorem 2.11. The second is the following
entropy argument, which allows to extend Theorem 2.11 and (2.7) from one fixed x € R™ to the
set Y of all k-sparse vectors.

Lemma 2.13. Let t > 0. Then there is a set N C S" ! = {z € R": ||z|]2 = 1} with
(i) IN| < (1+2/t)" and
(ii) for every z € S"~1, there is a x € N with ||z — z|2 < t.
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With all these tools at hand, we can now state the main theorem of this section, whose proof
follows closely the arguments of [7].

Theorem 2.14. Letn > m > k > 1 be natural numbers and let 0 < e <1 and 0 < d < 1 be
real numbers with

m > 05_2<k In(en/k) + ln(2/5)>, (2.9)
where C > 0 is an absolute constant. Let A be again defined by (2.6). Then

P(0x(A) <6) >1—e.

2.5.3 Lemma of Johnson and Lindenstrauss

Concentration inequalities similar to (2.7) play an important role in several areas of mathematics.
We shall present their connection to the famous result from functional analysis called Johnson-
Lindenstrauss lemma, cf. [60]. The lemma states that a set of points in a high-dimensional
space can be embedded into a space of much lower dimension in such a way that the mutual
distances between the points are nearly preserved. The connection between this classical result
and compressed sensing was first highlighted in [7], cf. also [64].

Lemma 2.15. Let 0 < e <1 and let m, N and n be natural numbers with
m > 4(e%/2 —€3/3) "' In N.
Then for every set {z',. .. ,iL‘N} C R™ there exists a mapping f : R — R™, such that

(=o' =I5 < (') = f@)F < A+ o)’ — a5, ije{l,....,N}. (210

2.6 Stability and robustness

The ability to recover sparse solutions of underdetermined linear systems by quick recovery al-
gorithms as /1-minimization is surely a very promising result. On the other hand, two additional
features are obviously necessary to extend this results to real-life applications, namely

e Stability: We want to be able to recover (or at least approximate) also vectors x € R",
which are not exactly sparse. Such vectors are called compressible and mathematically they
are characterized by the assumption that their best k-term approximation decays rapidly
with k. Intuitively, the faster the decay of the best k-term approximation of x € R" is,
the better we should be able to approximate x.

e Robustness: Equally important, we want to recover sparse or compressible vectors from
noisy measurements. The basic model here is the assumptions that the measurement
vector y is given by y = Ax + e, where e is small (in some sense). Again, the smaller the
error e is, the better we should be able to recover an approximation of x.

We shall show that the methods of compressed sensing can be extended also to this kind of
scenario. There is a number of different estimates in the literature, which show that the technique
of compressed sensing is stable and robust. We will present only one of them. Its proof is a
modification of the proof of Theorem 2.8, and follows closely [16].
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Inspired by the form of the noisy measurements just described, we will concentrate on the
recovery properties of the following slight modification of (P;). Namely, let n > 0, then we
consider the convex optimization problem

min |[z]1 st [|Az —ylla <. (P1n)
z€R?

If n =0, (P1,,) reduces back to (Py).

Theorem 2.16. Let o < /2 —1 and |le||a < n. Then the solution & of (Pi,) satisfies

Cop(z)1

where C, D > 0 are two universal positive constants.

l = &ll2 <

2.7 Optimality of bounds

When recovering k-sparse vectors one obviously needs at least m > k linear measurements. Even
when the support of the unknown vector would be known, this number of measurements would
be necessary to identify the value of the non-zero coordinates. Therefore, the dependence of
the bound (2.9) on k can possibly only be improved in the logarithmic factor. Theorem 2.18
that even that is not possible and that this dependence is already optimal as soon as a stable
recovery of k-sparse vectors is requested. The approach presented here is essentially taken over
from [49].

The proof is based on the following combinatorial lemma, which plays also a fundamental role
in coding theory.

Lemma 2.17. Let k < n be two natural numbers. Then there are N subsets T1,...,Tn of
{1,...,n}, such that

0\ k/2
. S (1

(i) N = (4k) ’

(ii) |T;| =k for alli=1,...,N and

(1it) |T; NTj| < k/2 for all i # j.

The following theorem shows that any stable recovery of sparse solutions requires at least m
measurements, where m is of the order kln(en/k).

Theorem 2.18. Let k < m < n be natural numbers, let A € R™*" be a measurement matriz,
and let A : R™ — R"™ be an arbitrary recovery map such that for some constant C' > 0

|z — A(Ax)||2 < C’M for all z e R"™ (2.12)

Vk

Then
m > C'kIn(en/k) (2.13)

with some other constant C' depending only on C.
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Part 11
Results of the thesis

After giving the general background in the first part, we discuss in the second part the results
of the thesis. Essentially, we browse through the included publications one after another and
comment on its main results. Due to the amount of the material, we shall be very brief and
refer to the original publications for details.

For better readability, the results are grouped into four areas, namely

Function spaces

Compressed sensing and related topics

Ridge functions

Applications in machine learning

3 Results on function spaces

The results in this section deal with function spaces, mostly with its decomposition techniques.
They were published in the following works:

[P1] J. Vybiral, A new proof of Jawerth-Franke embedding, Rev. Mat. Complut. 21 (2008),
75-82.

[P2] J. Vybiral, Widths of embeddings in function spaces, J. Compl. 24 (2008), 545-570.

[P3] J. Vybiral, Sobolev and Jawerth embeddings for spaces with variable smoothness and
integrability, Ann. Acad. Sci. Fenn. Math. 34:2 (2009), 529-544.

[P4] C. Schneider and J. Vybiral, Non-smooth atomic decompositions, traces on Lipschitz do-
mains, and pointwise multipliers in function spaces, J. Funct. Anal. 264 (5) (2013),1197—
1237

[P5] H. Kempka and J. Vybiral, Spaces of variable smoothness and integrability: Characteriza-
tions by local means and ball means of differences, J. Fourier Anal. Appl. 18 (4) (2012),
852-891.

3.1 A new proof of Jawerth-Franke embedding

The classical Sobolev embedding (1.9) is in this frame of function spaces complemented by
the Jawerth-Franke embedding (1.10), which describes the B to F' and F to B embedding
in the limiting case. The classical proofs of Jawerth and Franke [50, 59] used heavily the
interpolation theory. We provided an alternative proof. Based on isomorphisms between function
and sequence spaces, it is a straightforward observation that (1.10) holds if, and only if, the same
is true for the sequence spaces by, , and f, ..

The proof given in [P1] is largely self-contained, without any interpolation theory. The main
ingredient is the fact that the sequence spaces by, , and f; . have the lattice structure. Namely,
if (Avm)vm and (X, )ym are two sequences with |Ay,,| < [X,,,| for all v € Ny and m € Z4,
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then [[A[bg I < |IN'[b; ,Il. This observation allows to use techniques like the non-increasing

rearrangement of a sequence or function.

The main advantage of this technique seems to be its universality. Since its introduction in [P1],
the same approach was used to provide Jawerth-Franke type embeddings for function spaces of
dominating mixed smoothness [55], function spaces defined by their subatomic decompositions
[98] and to spaces built upon Morrey spaces [56].

3.2 Widths of embeddings in function spaces

To describe the properties of infinite-dimensional objects (like function spaces, or operators
between them), one may use several different tools. The prominent role among them is played
by the theory of s-numbers as developed by Pietsch, cf. [92]. Roughly speaking, one associates
to every linear operator 7' from one (quasi-)Banach space X into another (quasi-)Banach space
Y a (non-increasing) sequence of non-negative real numbers s, (7). The properties of T' are
then reflected in the speed of the decay of s,(7"). This approach takes it motivation from
approximation theory, where it was intuitively used already in the nineteenth century. We refer
to [92, 23] for further details.

Let © be a bounded Lipschitz domain and let 0 < p1,p2,q1,92 < o0 and s1,s2 € R be real
numbers with

1 1
81—82>d(f—f> . (3.1)
p1 P2/ +
Then the embedding
1d: B, () — B2, (Q) (3.2)

is compact. Using Theorem 1.10 and the existence of a universal extension operator due to
Rychkov [96], the question may be reduced to the corresponding problem on the sequence space
level. We obtain

sn(Zd: B3, () — B2, (Q)) ~ su(id : bl — bi), (3.3)

p1q1 P2q2

where b;,;lQ is a certain variant of the spaces b;q as described in Theorem 1.10 adapted to function
spaces on domains.

The discretization technique was used in connection with s-numbers and embeddings of function
spaces already in [73] and [71]. We refer also to [69] and [93] for the survey of the state of the
art as it was in the second half of 1980’s and to [70] for a more modern presentation. The
main aim of the presented paper [P2] was to collect the known facts, to extend the results
to the case of quasi-Banach spaces and to fill some minor gaps left up to that time. Finally,
we remark that the behavior of s-numbers in connection with function spaces with dominating
mixed smoothness was studied in the classical book of Temlyakov [103] and in the more recent
papers [10, 11, 43, 44].

Before we discuss the results, let us define the three most important s-numbers, namely the
approximation, Kolmogorov and Gelfand numbers.

The approximation numbers of the operator T describe, how well may this operator be approx-
imated (in the operator norm) be finite rank operators.

Definition 3.1. Let X,Y be two quasi-Banach spaces and let T € £(X,Y).

e For n € N, we define the nth approximation number by

an(T) =inf{||T — L|| : L € L(X,Y),rank(L) < n}. (3.4)
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e For n € N, we define the nth Kolmogorov number by

dn(T) = inf{||QXT| : N cC Y,dim(N) < n}.

Here, Q% stands for the natural surjection of Y onto the quotient space Y/N.

e For n € N, we define the nth Gelfand number by
en(T) = nf{||TJY| : M cC X, codim(M) < n}.
Here, J ]\)5[ stands for the natural injection of M into X.

This definition goes back to Pietsch [91] and Tikhomirov [106].

Paper [P2] uses the wavelet decomposition techniques to reduce the question to the sequence
space level, cf. (3.3), and the known results on these widths on the sequence space level to
provide asymptotic behaviour of widths of (3.2). As the results depend typically on a number

of parameters, we do not present them here and refer to [P2] for details.

3.3 Sobolev and Jawerth embeddings for spaces with variable smoothness

and integrability

Paper [P3] studies the spaces of variable smoothness and integrability as introduced recently by

L. Diening, P. Hasto, and S. Roudenko in [40].

The definition of these spaces is based on the Lebesgue spaces of variable integrability. The
modern era of interest in these spaces dates back essentially to the paper by Kovacik and

Rékosnik [63].

Definition 3.2. Let p : R? — (0,00) be a measurable function. Then the space L,.)(R?)
consists of all measurable functions f : R? — [—00, 00] such that || f|L,(R%)|| < co, where

p(z)
£ Ly (RY)|| = inf{A > 0: / (’f(m)’) dr <1}
R4 )\
is the Minkowski functional of the set {f : [gq |f(z)[P®dz < 1}.

To ensure that Lp(.)(Rd) are quasi-Banach spaces, we assume that

p~ = inf p(x)>0.
z€R4

Furthermore, to avoid the known difficulties of the Triebel-Lizorkin scale for p = oo, we require

also that
p" = sup p(z) < oo,
rER4
hence we assume that
0<p := inf p(z) < p(x) < sup p(z) = pT < oo, xeRL
z€R4 z€R4

(3.7)

This allows to define Triebel-Lizorkin spaces of variable smoothness and integrability by assum-

ing that s,p and ¢ in Definition 1.1 are (locally integrable) functions of x.
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Definition 3.3. Let s : R? = R, p: R% — (0,00) and ¢ : R? — (0, 00] be measurable functions.

Then F;((")) q(‘)(Rd) is the collection of all f € S’(R%) such that

> - 1/q(-)
1150 @1 = | (200, YOI R <00 (38)
=0

(with the usual modification for g(x) = oo). Here, the sequence (¢;);en, is the decomposition
of unity used in Definition 1.1.

This definition places (almost) no conditions on the functional parameters s,p and g. Unfor-
tunately, in that case the spaces may depend on the choice of the decomposition of unity - an
effect very well from the theory of F5 -spaces, cf. [120]. Therefore we pose some regularity
restrictions (identical to those made in [40]).

Definition 3.4. Let g be a continuous function on R¢,

(i) We say that g is 1-locally log-Hdélder continuous, abbreviated g € Cio_gloc(Rd), if there exists
¢ > 0 such that

C d .
glz) —g(y)| < forall z,y € R® with |z —y|c <1.
90 =9 G 17— o) o=l
Here, ||2]/oo = max{|z1],...,|zq|} denotes the maximum norm of z € R?.

ii) We say that g is locally log-Hélder continuous, abbreviated g € Clo8 (R4 , if there exists ¢ > 0
1

oC
such that c

< . z,y e RL
log(e +1/]x —yl)

lg(z) — g(y)|

(iii) We say that g is globally log-Hélder continuous, abbreviated g € C'°8(R%), if it is locally
log-Holder continuous and there exists ¢ > 0 and go, € R such that

¢ d
xr) — < ——, zeR%
9(2) = 0| <
Definition 3.5. (Standing assumptions of [40]). Let p and ¢ be positive functions on R?
such that %, % € C°8(R%) and let s € Cllg’cg (RY) with s(x) > 0 and let s(z) have a limit at infinity.

Remark 3.6. Our approach in [P3] was based on the results of [40]. Especially, to ensure that the
norm (3.8) does not depend on the choice of the decomposition of unity, it was necessary to pose
the standing assumptions throughout. Later on, Kempka [62] proved that (3.8) gives equivalent
quasi-norms for different decompositions of unity also for a wider range of parameters.

We introduce the sequence spaces associated with the Triebel-Lizorkin spaces of variable smooth-
ness and integrability. We shall use again the notation of the dyadic cubes as given in Definition
1.6. If

'y:{’yjme(C:jENo,meZd},

—00 < 8(x) < 00, 0 < p(z) < 00 and 0 < ¢(x) < oo for all z € RY, we define

[e) ] 1/q()
a0l = [ (Z 200 himlOm) &) 39)

7=0 mezd

— Z Z 2j5(')\7jm’ij<')‘Lp(')(eq('))H'

J=0 mezd
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()

Establishing the connection between the function spaces F;(.') q(.)(Rd) and the sequence spaces

f;((:)) 4() Was the main aim of [40]. Following [51] and [52], these authors investigated the prop-
erties of the ¢-transform (as discussed briefly in Section 1.3 and denoted by S,) and obtained

the following result.

Theorem 3.7. ([40], Corollary 3.9) Under the Standing assumptions of [40]
IF1FE) sy RO~ 1S £1128) o

with constants independent of f € F;(("iq(‘)(Rd).

Although the technique of non-increasing rearrangement fails in many aspects in the frame of
variable-exponent Lebesgue spaces, it was possible to use some ideas from [P1] and to prove
the embedding theorem for the sequence spaces. If the first summability index ¢(-) should be
replaced by co (as one would guess from (1.9)), we have to assume that so(x) is strictly larger
than si(z), i.e. inf,cga(so(x) — si(z)) > 0.

Theorem 3.8. ([P3], Theorems 3.1 and 3.2) Let —oo < s1(x) < sp(z) < 00, 0 < pp(z) <
p1(z) < oo for all z € R with 0 < py < pf < oo. Let so, p%) € % (RY) and

1-loc

d

r € R%.
po(x)

so(x) — = s1(z) —

pi(x)’
(i) Let q(x) = oo for allz € RY or 0 < ¢~ < q(z) < 0o for all x € RY. Then
s0(") s1(°)
Toot)a0) 7 Tm(at-
(ii) Let

. . 1 1
£:= xlenﬂgd(so(x) —s1(z)) = dxlenﬂgd (po(x) - p1(a:)) > 0. (3.10)

Then, for every 0 < q < o0,
so() s1(-)
Too(r00 7 Tt
Using the theory of [40], our results can be translated immediately into embeddings of function
spaces.

Theorem 3.9. ([P3], Theorem 3.4) Let sg,s1,po,P1,q,90 and g1 be continuous functions
satisfying the Standing assumptions of [40] with so(x) > s1(x) and po(x) < pi(x) for all x € R?
and

d d 4
Sol\x) — = s1(x) — , x € R%
0( ) pO(:E) 1( ) p1($)
(i) Then
so(°) d s1() d
.00y R = B L5, (RY):
(ii) If moreover
inf (so(z) — s1(z)) = d inf (7 — L) ,
z€R? zeRi\po(z)  p1(x)

then

so(") d s1(7) d
Fp§(~)7qo(~)(R ) = le('),ql(’)(R )-
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The proof of Theorem 3.9 follows directly from the corresponding estimates on the sequence
space level (cf. Theorem 3.8) and the properties of the p-transform (cf. Theorem 3.7). One
may observe that the conditions posed on the sequence space level are much milder than those
of Theorem 3.7.

Let us remark that using the recent results of Kempka [62], one can obtain a connection between

F;(()) o) (R%) and f;(()) o) for a larger set of parameters, which would then lead to an improvement
of Theorem 3.9.

3.4 Non-smooth atomic decompositions, traces on Lipschitz domains, and
pointwise multipliers in function spaces

There are several definitions of Besov spaces B, (R") to be found in the literature. Two of
the most prominent approaches are the Fourier-analytic approach using Fourier transforms on
the one hand and the classical approach via higher order differences involving the modulus of
smoothness on the other. These two definitions are equivalent only with certain restrictions on
the parameters, in particular, they differ for 0 <p <1l and 0 < s < n(% —1), but may otherwise
share similar properties.

In [P4] we focused on the classical approach, which introduces Bj ,(R") as those subspaces of
L,(R™) such that

1 d 1/q
15185, )l = IR+ ([ et )

is finite, where 0 < p,q < 00, s > 0, r € N with r > s, and w,(f,t), is the usual r-th modulus
of smoothness of f € L,(R™). Choosing different values of r > s leads to the same space in
the sense of equivalent quasi-norms. These spaces occur naturally in nonlinear approximation
theory, especially in the case p < 1 where they are needed in the description of approximation
classes for the classical methods such as rational approximation and approximation by splines
with free knots.

We developed the so-called non-smooth atomic decompositions of these spaces, where the con-
ditions (1.11) and (1.12) get replaced by the less restrictive ||a(2_j-)|Bg(R”)|| <1

This allowed us to prove

Theorem 3.10. Letn > 2,0 < p,q < oo, 0< s <1, and let Q be a bounded Lipschitz domain
in R™ with boundary I'. Then the operator

ol
tr: Byy” () — B3, (T) (3.11)
1s linear and bounded.

Theorem 3.11. Let n > 2 and € be a bounded Lipschitz domain with boundary I'. Then for
0<s<1and0<p,q<oco thereis a bounded (non-linear) extension operator

— s41
Ext : B, (T) — By, (Q). (3.12)

The existence of non-smooth atomic decompositions was then further used to characterize the
trace space also in the limiting cases and to derive statements about pointwise multipliers. We
refer to [P4] for details.
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3.5 Spaces of variable smoothness and integrability: Characterizations by
local means and ball means of differences

If .
— -1 3.13
5> 0y n/(lnin(p,l) ) (3.13)

in the B-case and )
= _ 1 .14
5> 0pg="n (min(p,(b D > (3.14)

in the F-case, Besov and Triebel-Lizorkin spaces with constant indices may be characterized
by expressions involving only the differences of the function values without any use of Fourier
analysis. Paper [P5] shows that the same is true also for spaces with variable indices. Let us
first give the necessary notation.

Let f be a function on R™ and let h € R™. Then we define
ALf(z) = f(z+h) = f(z), @ E€R™,
The higher order differences are defined inductively by
AV f(z) = ALAY (@), M =2.3,...

This definition also allows a direct formula
M

A sy i= 1 (M) s o -y (3.15)

Jj=0

By ball means of differences we mean the quantity

@ = [

|h|<t

AY f ()| dh = /B A f()|dh,

where B = {y € R" : |y| < 1} is the unit ball of R”, ¢t > 0 is a real number and M is a natural
number.

Let us now introduce the (quasi-)norms, which shall be the main subject of our study. We define

1FIESE) o R 1= [ 1Ly (R™))] (3.16)
oo o d @)
</0 +—s(@)q(x) (diwf(l‘))q( )t)

and its partially discretized counterpart

+

Ly (R™)

IFIES) o R = 11| Ly (R (3.17)
00 1/q(z)
+ ( Z 2ks(x)(1(ai) (déwkf(x))q(x)> Lp(,)(Rn)
k=—0o0

— 11 @)+ | (20 @) "

Lp(->(fq(->)H :

The norm || f \F;((f)) ()(]R”)H** admits a direct counterpart also for Besov spaces, namely

sq\:
1336y RO 5= W1y (RO -+ | (2008 1 0) @)

o)
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where £,(.)(Ly(.y) is the (quasi-)Banach space of sequences of functions introduced in [5].

p(
Using the notation introduced above, we may now state the main result of [P5].

Theorem 3.12. (i) Let p,q € P8(R") with p*,q" < 0o and s € C’llzf(R"). Let M € N with

M > st and let

Clog\$s) ( )

s >0, 4 |1+ -min(p—,q¢ )| . (3.19)

Then

5()
Fo()a()

and || - |F ¢ (R”) | and || - |F (]R”)H are equivalent on 0 (R™). The same holds for

(R") = {f € Ly (R") N S'(R™) : || FES ., (RM)|* < o0}

().a() p()4()
IFIESE) o R
(ii) Let p,q € P°8(R™) and s € Cllgf(R”) Let M € N with M > st and let
og(1 o _
s >0, |1+ clog(1/q) +4 x(5) ‘p (3.20)
n n
Then

B B = (] € Ly (R) N8R : [[1]BL) ) R < o0}
s(-)
(-

and || - |B (R”)H and || - ]B )(R")H** are equivalent on Bp e

Remark 3. 13 Let us comment on the rather technical conditions (3.19) and (3.20).

(R™).

e If min(p~,¢~) > 1, then (3.19) becomes just s~ > 0. Furthermore, if p, ¢ and s are
constant functions, then (3.19) coincides with (3.14).

o If p~ > 1, then (3.20) reduces also to s~ > 0 and in the case of constant exponents we
again recover (3.13).

We refer to [P5] for the proof of this assertion. We only mention that it is based on the local
mean characterization. In the isotropic case, this tool goes back to Rychkov [95], for spaces with
variable indices it was developed in [P5].

4 Compressed sensing and related topics

In this part we review the results of this thesis, which are connected directly to the theory of
compressed sensing. They were published in one survey chapter and four research papers:

[P6] H. Boche, R. Calderbank, G. Kutyniok, and J. Vybiral, A Survey of Compressed Sensing,
First chapter in Compressed Sensing and its Applications, Birk&user, Springer, 2015

[P7] A. Hinrichs and J. Vybiral, Johnson-Lindenstrauss lemma for circulant matrices. Random
Struct. Algor. 39(3) (2011), 391-398

[P8] J. Vybiral, A variant of the Johnson-Lindenstrauss lemma for circulant matrices, J. Funct.
Anal. 260(4) (2011), 1096-1105

[P9] J. Vybiral, Average best m-term approximation, Constr. Approx. 36 (1) (2012), 83-115

[P10] M. Fornasier, J. Haskovec, and J. Vybiral, Particle systems and kinetic equations mod-
eling interacting agents in high dimension, SIAM: Multiscale Modeling and Simulation,
9(4)(2011), 1727-1764
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4.1 A Survey of Compressed Sensing

In December 2013, Holger Boche (Technical University Munich), Robert Calderbank (Duke
University), Gitta Kutyniok and Jan Vybiral (both Technical University Berlin) organized the
MATHEON workshop on Compressed Sensing and its Applications (CSA2013). The proceedings
of this workshop with contributions from the plenary and invited speakers were then published
by Birkh&user, Springer. This chapter was the introductory one, its main aim was to present the
most important aspects of the theory of compressed sensing with self-contained proofs, accessible
also to non-mathematicians. This chapter was mainly based on the book [49] and the course
on the subject given by the last author at TU Berlin. We followed this chapter closely in our
introduction of compressed sensing in Section 2.

4.2 Johnson-Lindenstrauss lemma for circulant matrices

In papers [P7] and [P8] we studied the possibility of using circulant matrices in the random
dimensionality reduction as described by the Johnson-Lindenstrauss lemma 2.15.

The original proof of Johnson and Lindenstrauss [60] uses (up to a scaling factor) an orthogonal
projection onto a random k-dimensional subspace of RY. We refer also to [33] for a beautiful
and self-contained proof. Later on, this lemma found many applications, especially in design
of algorithms, where it sometimes allows to reduce the dimension of the underlying problem
essentially and break the so-called “curse of dimension”, cf. [57] or [58].

The evaluation of f(x), where f is a projection onto a random k dimensional subspace, is a very
time-consuming operation. Therefore, a significant effort was devoted to

e minimize the running time of f(z),
e minimize the memory used,
e minimize the number of random bits used,

e simplify the algorithm to allow an easy implementation.

There has been an enormous effort to provide improved constructions of Johnson-Lindenstrauss
mappings [1, 4, 74, 15] and references therein. Let us recall that the close connection between
Johnson-Lindenstrauss lemma and the Restricted Isometry Property is nowadays well under-
stood, cf. [7] and [64].

Papers [P7] and [P8] investigated the possibility of using structured random matrices for di-
mensionality reduction. Let us give the necessary definitions and the statement of the theorem
proven in [P7].

Let a = (ag,...,aq—1) be independent identically distributed random variables. We denote by
M, i, the partial circulant matrix

ap ai a ... Ag—q

ad—1 ap aj . QAg—29

Ma,k = aq—2 ad—1 ao N L
ad—k+1 Aad—k+2 Qd—k+3 --- Qd—k
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Furthermore, if ¢ = (5, ..., 4_1) are independent Bernoulli variables, we put

0 ... 0
D%: . . .
0 0 ce. Ad—1

The main result of [P7] was then the following statement.

Theorem 4.1. Let x1,...,x, be arbitrary points in R, let ¢ € (0, %) and let k = Q(e 2 log3 n)
be a natural number. Let a = (ag,...,aq—1) be independent Bernoulli variables or independent
normally distributed variables. Let Mgy, and D, be as above and put f(x) = ﬁMakD%aj.

Then with probability at least 2/3 the following holds

(1= Ollei — sl < 1F (@) — F@)I3 < A+ e)llas —2il3, g =1.....n.

The proof is based on decoupling the dependencies of the randomness used in the entries.
Obviously, the main disadvantage of Theorem 4.1 is the high dependence of k on n. This
was improved in [P8], where a similar theorem was proven with k = Q(¢~2log®n). The proof
techniques used in [P8] differ essentially, and are of more geometric nature.

4.3 Average best m-term approximation

The concept of best m-term approximation was defined in (2.2) and is the main prototype of
non-linear approximation, cf. [104, 37]. Moreover for 0 < p < ¢ < oo, we introduce the best
m-term approximation widths
obl:= sup opn(z)4.
||zl p<1
The use of this concept goes back to Schmidt [97] and after the work of Oskolkov [87], it was
widely used in the approximation theory, cf. [32, 38]. It is well known that

972 (m + VITVP < P8 < (m DYV = 0,12, (4.1)

The proof of (4.1) is based on the simple fact that (roughly speaking) the best m-term approx-
imation error of x € ¢, is realized by subtracting the m largest coefficients taken in absolute
value. Hence,

1/q
<Z?‘;m+1(m;)q> , 0<q< oo,

* _ * —_
LTint1 = Supj2m+1 35']-, q = o0,

om(T)q =

where x* = (27, 25,...) denotes the so-called non-increasing rearrangement [12] of the vector
(lza], |2l |s], - ).

Let us recall the proof of (4.1) in the simplest case, namely ¢ = co. The estimate from above
then follows by

m+l 1/p
om (@)oo = SUp =} < <(m +1)7! Z@)p) < (m 4 1)7VP||z|,. (4.2)
j>m~+1 j=1

The lower estimate is supplied by taking

m+1
z=(m+1)7""> e, (4.3)

j=1

34



where {e;}72, are the canonical unit vectors.

For general ¢, the estimate from above in (4.1) may be obtained from (4.2) and Hoélder’s in-
equality
1-0

oo Y

o
o

The estimate from below follows for all ¢’s by simple modification of (4.3).
The discussion above exhibits two effects.

1
6
lzllq < llzll, - llz]] where P =

(4.4)

(i) Best m-term approximation works particularly well, when 1/p — 1/q is large, i.e. if p <1
and g = oo.

(ii) The elements used in the estimate from below (and hence the elements, where the best
m-term approximation performs at worse) enjoy a very special structure.

Therefore, there is a reasonable hope that the best m-term approximation could behave better,
when considered in a certain average case. We now present the definition of the so-called average
best m-term widths, which were the main subject of our study in [P9].

First, we observe that

om(z1,...,2n))g = om((e121, ..., enn))qg = om((|21], - - -, |Znl))q

holds for every z € R™ and ¢ € {—1,+1}". Also all the measures, which we shall consider, are
invariant under any of the mappings

(xl,...,itn)—)(815(31,...,5”33”)7 86{-1,4—1}”
and therefore we restrict our attention only to R} in the following definition.

Definition 4.2. Let 0 < p<g< oo and let n > 2 and 0 < m <n — 1 be natural numbers.

(i) We set

AP = {(t1,. .o tn) €RY D0 ) =1}, p < 00,
P {(tl, Ce ,tn) € Ri max;=1,.n tj = 1}, p = 0.

(ii) Let u be a Borel probability measure on Ap. Then
10 = [ am(a)adula)
Ap
is called average surface best m-term width of id : £y — €y with respect to fu.

(iii) Let v be a Borel probability measure on [0, 1] - A7. Then
)= [ anl@advla)
[0,1]-An
is called average volume best m-term width of id : £; — £y with respect to v.
Following the classical works from geometry of Banach spaces [8, 9, 47, 78, 79, 81, 82] we were

able to characterize these widths for classical measures on A} including the normalized Lebesgue

measure, the n — 1 dimensional Hausdorff measure restricted to the surface of Ag, and for the

so-called cone measure. We refer to [P9] for the detailed statements of the results.
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4.4 Particle systems and kinetic equations modeling interacting agents in
high dimension

The starting point of [P10] is the well-known Cucker-Smale model, introduced and analyzed in
[30, 31], which is described by

i; = v; € RY, (4.5)
1 N
0 = NZQ(H@ — @jlleg) (05 —vi), i=1,...,N. (4.6)
j=1
The function g : [0,00) — R is given by g(s) = ﬁ, for 8 > 0, and bounded by g(0) = G > 0.

This model describes the emerging of consensus in a group of interacting agents, trying to align
(also in terms of abstract consensus) with their neighbors. One of the motivations of the model
from Cucker and Smale was to describe the formation and evolution of languages [31, Section
6], although, due to its simplicity, it has been eventually related mainly to the description of
the emergence of flocking in groups of birds [30]. In the latter case, in fact, spatial and velocity
coordinates are sufficient to describe a pointlike agent (d = 3 + 3), while for the evolution of
languages, one would have to take into account a much broader dictionary of parameters, hence
a higher dimension d > 3 + 3 of parameters, which is in fact was the case of our interest in
[P10].

We investigated dynamical systems of the type
N
i(t) = fi(Da(t) + > fi(Da(t))z;(t), (4.7)
j=1

where we use the following notation:

e N € N - number of agents,

o z(t) = (z1(t),...,zn(t)) € RN where z; : [0,T] = R% i=1,...,N,

o fi :RVXN L Re  j=1... N,

o fij RN SR 4 j=1,...,N,

e D:RUN s RNXN Dy = (|| — ijZg)f-Yj:l is the adjacency matriz of the point cloud z.

We assumed that the governing functions f; and f;; are Lipschitz. The system (4.7) describes
the dynamics of multiple complex agents z(t) = (z1(t),...,zn(t)) € RV interacting on
the basis of their mutual “social” distance Dz(t), and its general form includes several models
for swarming and collective motion of animals and micro-organisms, aggregation of cells, etc.
Several relevant effects can be included in the model by means of the functions f; and f;;, in
particular, fundamental binary mechanisms of attraction, repulsion, aggregation and alignment
[22, 30, 31, 86, 61].

In [P10] we applied the following strategy for dimensionality reduction of such dynamical sys-
tems. To decide if some effects occurred during the evolution of the dynamical system, it is
often not necessary to know the full trajectory of the system. For the Cucker-Smale system we
might be interested, if flocking occurred or not - but this can be very well guessed also from
any lowdimensional projection of the system. We therefore first apply Johnson-Lindenstrauss
embedding of the initial data and then calculate the solution path in the lower dimension. It
turns out that (at least for small period of time) the result of this lies close to the projection of
the solution of the original (highdimensional) dynamical system.
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5 Ridge functions

It is very well known, cf. [83], that approximation of smooth functions is (at least in some
settings) intractable in high dimensions. Therefore, the aim of the next group of papers was to
study approximation of well structured multivariate functions, which take a form of a ridge, i.e.

fz)=ga-z), zeRY zeq. (5.1)

Here, one assumes that both the ridge vector a € R? and the univariate function g (sometimes
also called ridge profile) are unknown. Although the formula (5.1) is rather simple, it revealed
couple of features:

(i) Typical structural assumptions posed on multivariate functions are linear (i.e. the function
belongs to some Banach space, which is of course linear). In contrary, (5.1) is non-linear
and may serve as a prototype of non-linear function classes useful for multivariate problems.

(ii) Although the formula (5.1) is rather simple, the tractability of the approximation of ridge
functions runs through several of the tractability classes considered in the field of Infor-
mation Based Complezity, cf. [84, 85], depending on the assumptions made on a and g
(and on the domain ).

(iii) For certain assumptions on a, the theory of compressed sensing comes in as an useful tool.

The results reported in this section were based on [27, 39, 119] and were published in the
following papers.

[P11] M. Fornasier, K. Schnass, and J. Vybiral, Learning functions of few arbitrary linear pa-

rameters in high dimensions, Found. Comput. Math. 12 (2) (2012), 229-262

[P12] A. Kolleck and J. Vybiral, On some aspects of approximation of ridge functions, J. Appr.
Theory 194 (2015), 35-61

[P13] S. Mayer, T. Ullrich, and J. Vybiral, Entropy and sampling numbers of classes of ridge
functions, Constr. Appr. 42 (2) (2015), 231-264

5.1 Learning functions of few arbitrary linear parameters in high dimensions

Paper [P11] exploited the straightforward formula

of

390(5) =lg'(a-&la-¢ (5.2)

to get the access to scalar products of a with carefully chosen directional vectors ¢. Furthermore,
replacing derivatives with first-order differences allowed for a sampling algorithm based on ran-

domly chosen sampling points and polynomial or even logarithmic complexity in the dimension
d.

To be more precise we define two sets X', ® of points. The first

X={&esT j=1,...,mx}, (5.3)
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contains the my sampling points and is drawn at random in S~! according to the probability
measure pgi—1. For the second, containing the mg derivative directions, we have

B A . 1 1, with probability 1/2,

* = {@lEIﬁW(wg/V"”J'¢““Vﬁm@{ —1, with probability 1/2,
i=1,...,mg, and £ =1,...,d}. (5.4)
Actually we identify ® with the mg¢ X d matrix whose rows are the vectors ;. To write the

mx X mg instances of (5.2) in a concise way we collect the directional derivatives ¢'(a - &;)a,
j=1,...,my as columns in the d x my matrix X, i.e.,

X =(d(a-&)a",....d(a &Emny)al), (5.5)
and we define the mg X my matrices Y and £ entrywise by

€

and
€

S0l V2 F(Gij)eil- (5.7)
We denote by y; the columns of Y and by €; the columns of £, j = 1,...,my. With these

matrices we can write the following factorization

Eij =

X =Y — €. (5.8)

Under the additional assumptions that a € R? is sparse, (5.8) may be interpreted as compressive
measurements of a with noise, and it is therefore possible to use the methods of sparse recovery
to approximate a. We therefore proposed the following algorithm.

Algorithm:

e Given mg,my, draw at random the sets ® and X as in (5.3) and (5.4), and
construct Y according to (5.6).

o Set #j = A(y;) := arg miny,—q. || 2 -
o Find
jo=arg  max ||| (5.9)
Jj=1,...mx 2
o Seta= iﬂjo/H@jOHEg'
o Define g(y) = f(a"y) and f(z) := g(a - z).

Using recent Chernoff bounds for sums of positive-semidefinite matrices, and classical stability
bounds for invariant subspaces of singular value decompositions, we were able to provide (prob-
abilistic) guarantees on the performance of this algorithm in approximating ridge function (5.1).
Furthermore, the general case f(z) = g(Ax), where A € R¥*? is a matrix, was also considered.

5.2 On some aspects of approximation of ridge functions

In [P12] we addressed several issues of analysis of ridge functions, which were left open in the
previous works. The first aspect was the change of the domain from unit ball to unit cube, i.e.
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we considered functions
f@)=g((a,2)), ze[-1,1]%

As the unit cube is much larger than the unit ball (a fact which is described in many ways in the
analysis of convex bodies) it is usually much more difficult to approximate a function on a unit
cube than on a unit ball. With the non-linear class of ridge functions the situation is different -
the larger domain can be used to learn the ridge direction a more accurately. The crucial notion
of our analysis was the sign of a vector sign(z), which is taken componentwise. Although this
mapping is not continuous, its scalar product with the vector x itself not only gives the £1-norm
of the original vector, but the mapping y — (y, sign(x)) becomes continuous at .

The second issue discussed in [P12] was the subject of noisy sampling. As the methods used so far
were based on first order differences, their stability was an important question. We proposed an
algorithm, which involves the Dantzig selector of Candés and Tao [21]. This recovery algorithm
can deal with random noise much more effectively than the classical /;-norm minimization.
Especially, the effect of noise folding is completely avoided with this approach. As intuitively
expected, the distance parameter of the first order differences has to be optimized - if it is too
small, any small perturbation of the function values affects heavily the differences. If it is too
large, the first order differences do not approximate the first derivatives well any more.

Finally, we considered the class of shifted radial functions f(x) = g(||a — x||3). It turned out
that the approach developed so far can easily be translated to this setting.

5.3 Entropy and sampling numbers of classes of ridge functions

The paper [P13] discussed the approximation of ridge functions from the point of view of Infor-
mation Based Complexity, paying attention to optimality of the known algorithms and to lower
bounds on the error of approximation. We considered ridge functions defined on the unit ball

Q=Bl={zeR? : ||z, <1}.

Let @ > 0 denote the order of Lipschitz smoothness. Further, let 0 < p < 2. We define the class
of ridge functions with Lipschitz profiles as

RGP = {f: Q=R ¢ f(@)=ga-2), |glup,1y <1 llal, <1} (5.10)

In addition, we define the class of ridge functions with infinitely differentiable profiles by
Ry7={f: Q=R : f(z)=gla-2), |glleei-11 <1, llafl, <1}

The concept of entropy numbers is central to this work. They can be understood as a measure
to quantify the compactness of a set w.r.t. some reference space. For a detailed exposure and
historical remarks, we refer to the monographs [23, 45]. The k-th entropy number ey (K, X) of
a subset K of a (quasi-)Banach space X is defined as

2](771

er(K,X) = inf {8 >0: K C U (z; + eBx) for some 1, ..., 9% 1 € X}. (5.11)
j=1

Note that e, (K, X) = inf{e > 0: N.(K, X) < 2¥~1} holds true, where

n
N(K, X) = min{neN: Tty an€X: K C U(g:j+sBX)} (5.12)
j=1
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denotes the covering number of the set K in the space X, which is the minimal natural number
n such that there is an e-net of K in X of n elements. We can introduce entropy numbers for
operators, as well. The k-th entropy number ex(7") of an operator T': X — Y between two
quasi-Banach spaces X and Y is defined by

ex(T) = en(T(Bx),Y). (5.13)

The main result on entropy numbers of classes of ridge functions obtained in [P13] was the
following theorem.

Theorem 5.1. Let d be a natural number and o > 0. For the entropy numbers of RZ"Q mn
Lo () we have

max (k™% 27?) < (RS, Loo) <

~

1 ik < codlogd,
{ = Cai08 (5.14)

k™% 1k >cydlogd,
for some universal constant c,, > 0 which does not depend on d.

As the decay of these entropy numbers resembles very much the behaviour of the entropy
numbers of univariate Lipschitz functions, we can conclude that, when speaking in terms of
entropy, classes of ridge functions with Lipschitz profile are essentially as compact as the class
of univariate Lipschitz functions. Consequently, these classes must be much smaller than the
class of multivariate Lipschitz functions.

The situation changes dramatically, when we come from entropy numbers to the so-called sam-
pling numbers. These numbers describe the minimal worst-case error when approximating func-
tions from a certain class using only a limited budget of function values, which we are allowed
to take. It turned out that without any additional assumptions on ¢ and a, the problem is
intractable. Interestingly, when changing the assumptions on a and g, the problem belongs to a
number of different tractability classes considered in Information Based Complexity. Assuming,
on the other hand, that |¢’(0)| > s > 0 allows to use the techniques of compressed sensing and
restore tractability.

6 Applications in machine learning

[P14] A. Kolleck and J. Vybiral, Non-asymptotic analysis of ¢1-Support Vector Machines, sub-
mitted

[P15] L. M. Ghiringhelli, J. Vybiral, S. V. Levchenko, C. Draxl, and M. Scheffler, Big data of
materials science - Critical role of the descriptor, Phys. Rev. Lett. 114, 105503 (2015)

6.1 Non-asymptotic analysis of /,-Support Vector Machines

Support vector machines (SVM) are a group of popular classification methods in machine
learning. Their input is a set of data points zi,...,zm € R? each equipped with a label
y; € {—1,+1}, which assigns each of the data points to one of two groups. SVM aims for binary
linear classification based on separating hyperplane between the two groups of training data,
choosing a hyperplane with separating gap as large as possible.

Since their introduction by Vapnik and Chervonenkis [115], the subject of SVM was studied
intensively. We will concentrate on the so-called soft margin SVM [29], which allow also for
misclassification of the training data and are the most used version of SVM nowadays.
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In its most common form (and neglecting the bias term), the soft-margin SVM is a convex
optimization program

1 m
min ~[w|3 +A) & subject to yi(zi, w) > 1§
weR? 2 —
éERm =1
and & >0 (6.1)

for some tradeoff parameter A > 0 and so called slack variables &;. It will be more convenient
for us to work with the following equivalent reformulation of (6.1)

m

min » [1 —y;{z;,w)]+ subject to |wl|e <R, (6.2)
weR? i
where R > 0 gives the restriction on the size of w.

The aim of [P14] was to analyze the ¢;-based variant of SVM, which was introduced in [121]
and which performs well when looking for sparse classifiers, i.e. when w € R? is supposed to
have only few non-zero coordinates. Hence, we denote by a the minimizer of

m

min » [1 —y;(z;,w)]4 subject to |Jw|; < R. (6.3)

d
weR 1

The setting of our work, which we will later on refer to as “Standing assumptions”, was the
following.

Standing assumptions:

(i) a € R? is the true (nearly) sparse classifier with ||a|l2 = 1, ||la|; < R, R > 1, which
we want to approximate;

(il) x; =r3;, T; ~N(0,Id),i =1,...,mareii.d. training data points for some constant
r > 0;

(iii) y; =sgn((z;,a)), i=1,...,m are the labels of the data points;
(iv) a is the minimizer of (6.3);

(v) Furthermore, we denote

K = {weR?| Jul; < R}, (6.4)
falw) = - D71~ pafami ] (6.5)
=1

where the subindex a denotes the dependency of f, on a (via y;).

Using the methods of concentration of measure and of probability theory in Banach spaces
[67, 68], we could estimate the performance of (6.3) under the “Standing assumptions”.

Theorem 6.1. Let d > 2, 0 < e < 0.18, r > /271(0.57 — we)~! and m > Ce=?r?R?log(d) for
some constant C'. Under the “Standing assumptions” it holds

|~ i
[l

o) < (s + i) (6.6)
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with probability at least
1 —yexp (—C"log(d)) (6.7)
for some positive constants v,C’,C" .

If a € R? is s-sparse, then (simply by Hélder’s inequality) ||a||; < v/s and we may take R = /s
in Theorem 6.1. The logarithmic dependence of m on d and the linear dependence of m on s
are the main achievements of Theorem 6.1 and explain the practical success of £;-SVM in many
different areas. On the other hand, we conjecture that the dependence of m on ¢ and r is not
optimal and could be improved by more detailed analysis.

6.2 Big data of materials science - Critical role of the descriptor

The last paper selected for this cumulative thesis arose from the collaboration with colleagues
from Fritz-Haber Institute in Berlin. They have been interested in speeding up the discovery of
new materials. Nowadays, important material properties may be calculated ab initio from the
known molecular structure of the material. Essentially, the only inputs of these calculations are
the nuclear numbers of the atoms in the molecule. Nevertheless, any such calculation takes quite
long amount of time. As the number of potential new materials is in thousands (and hundreds
of thousands), it is not feasible to calculate all of them through.

Instead of that, we would be interested in a very quick (but inaccurate) calculation of such
properties, which could (at least roughly) predict, were the interesting materials are to be found.
Afterwards, these preselected materials could indeed be treated by the full scale computation.

As a model example we have chosen the prediction of the crystal structure of binary compound
semiconductors, which are known to crystallize in zincblende (ZB), wurtzite (WZ), or rocksalt
(RS) structures. In 1970 Phillips and van Vechten (Ph-vV) [116, 90] analyzed the prediction or
classification challenge and came up with a two-dimensional descriptor, i.e., two numbers that
are related to the dielectric constant and the nearest-neighbor distance in the crystal [116, 90].
Figure 2 shows their conclusion. Clearly, in this representation ZB/WZ and RS structures
separate nicely: Materials in the upper left part crystallize in the RS structure, those in the
lower right part are ZB/WZ. Thus, based on the ingenious descriptor d = (E},, C') one can predict
the structure of unknown compounds without the need of performing explicit experiments or
calculations. Several authors have taken up the Ph-vV challenge and identified alternative
descriptors [122, 89, 24].

We have therefore selected N = 82 binary compounds and calculated the property P - the
difference in LDA energy (AFE) between RS and ZB for the given atom pair AB. Then we
were searching for a descriptor that minimizes the Root Mean Square Error (RMSE), given by
V/(1/N)||P — Dcl|3. The order is such that element A is the one with the smallest electronega-
tivity EN, defined according to Mulliken: EN = 1/2 (IP4+EA). IP and EA are atomic ionization
potential and electron affinity evaluated as the energy of the half-occupied Kohn-Sham orbital
in the half positively and half negatively charged LDA atom, respectively. For systematically
constructing the feature space, i.e., the candidate components of the descriptor, and then select-
ing the most relevant of them, we implement an iterative approach. We start from 7 atomic
features for atom A: IP(A) and EA(A), H(A) and L(A), the energies of the highest-occupied and
lowest-unoccupied Kohn-Sham (KS) levels, as well as 75(A), rp(A), and rq4(A), ie., the radius
where the radial probability density of the valence s, p, and d orbital is maximal. Besides,
information regarding the isolated AA, BB, and AB dimers was added to the list, namely their
equilibrium distance, binding energy, and HOMO-LUMO KS gap (a total of 9 more features).
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Figure 2: Ground-state structures of 68 octet binary compounds, arranged according to the
two-dimensional descriptor introduced by Phillips and van Vechten [116, 90]. Both descriptors
and classification derive from experimental data. Because of visibility reasons only 10 materials
are labeled for each structure.
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Figure 3: Calculated energy differences of the 82 octet binary materials, arranged according
to our optimal two-dimensional descriptor. For visibility reasons, not all materials are labeled.
Seven ZB materials with predicted AE > 0.5 eV are outside the shown window.

Next, we define rules for linear and non-linear combinations of the just mentioned 23 starting
features. Ome can easily generate a huge number of candidate descriptors, e.g., all thinkable
but not violating basic physical rules. In the present study we used about 10000 candidates
subdivided such to be used in different iterations, where we refined the feature space.

We form (non-)linear combinations of the starting features, which we expect to be potentially
of some causal significance. In the language of kernel ridge regression we design a kernel and
we do it by using physical insight. In this way we can check new mechanisms that are tested
one against each other. Due to the limited set of data points, the list cannot be exhaustive
because LASSO (and actually any other method) has difficulties in selecting between two highly
correlated features. In our case, for instance, r; and r, for the same atom have a large correlation
(Pearson’s index larger than 0.95, in other words the two 82-dimensional vectors of the feature
rs and 7, are almost collinear).
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Figure 4: Error of a linear fit for Zunger’s descriptors (left figure) and for our best pair (right
figure). Each symbol represents one material, which was left out from training and afterwards
forecasted by the description found. Especially materials with high AE;p4 are predicted by
our method with much higer accuracy (see the right-bottom zoom of the figures).

Our procedure identifies as best (i.e., yielding the lowest RMSE) one-, two-, and three-dimensional
(1D, 2D, and 3D) descriptors. These are the first, the first two, and all three of the following
features:
IP(B) —EAB) |rs(A) —rp(B)]  [rp(B) —rs(B)]
rp(A)? exp(rs(A)) T exp(ra(A) +75(B))”

The extensions of this method to problems closer to real-life questions is currently the subject
of further research.
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ABSTRACT

We present an alternative proof of the Jawerth embedding

Fpog(R") < Byl (R"),
where
—00 <81 <8 <00, 0<po<ps<oo, 0<g<oo
and
n n
So— — =81 — —.
Po p1

The original proof given in [3] uses interpolation theory. Our proof relies on
wavelet decompositions and transfers the problem from function spaces to se-
quence spaces. Using similar techniques, we also recover the embedding of
Franke [2].
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Introduction

Let B,,(R") and F, (R") denote the Besov and Triebel-Lizorkin function spaces,
respectively. The classical Sobolev embedding theorem can be extended to these two
scales.

Theorem 0.1. Let —0o < 51 < 89 < o0 and 0 < pg < p1 < 0o with
n n

So— — = 8 — —. 1
Opo ! b1 ()

(i) If 0<qo < q1 < o0, then

B, (R") — B3, (R™),

Podgo p14g1
(ii) If 0 < qo,q1 < 00 and p; < o0, then

Fpoao (R") — Fplg, (R"). (2)
We observe that there is no condition on the fine paramters qg,q; in (2). This
surprising effect was first observed in full generality by Jawerth, [3]. Using (2), we
may prove
FpoaR™) — Fjp, (R") = By, (R”)
and

By, (R") = Fpo, (R") — FJ! (R")

PoPo PoPo

for every 0 < ¢ < oco. But Jawerth [3] and Franke [2] showed that these embeddings
are not optimal and may be improved.

Theorem 0.2. Let —00 < $1 < 9 < 00, 0 < po < p1 <00, and 0 < g < oo with (1).
(i) Then

Fpoa(R") — Bplp (R™). (3)
(ii) If p1 < oo, then
Byop, (R™) — F1 (R"). (4)

The original proofs (see [2,3]) use interpolation techniques. We rely on a differ-
ent method. First, we observe that using (for example) the wavelet decomposition
method, (3) and (4) are equivalent to

S0 . S1 S0 c S1
Poq bplpo and bpopl p1q (5)
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under the same restrictions on parameters sqg, S1, Po, P1, ¢ as in Theorem 0.2. Here,
by, and f,, stands for the sequence spaces of Besov and Triebel-Lizorkin type. We
prove (5) directly using the technique of non-increasing rearrangement on a rather
elementary level.

All the unimportant constants are denoted by the letter ¢, whose meaning may
differ from one occurrence to another. If {a,}52; and {b,}32; are two sequences of
positive real numbers, we write a,, < b, if, and only if, there is a positive real number

¢ > 0 such that a, < cb,,n € N. Furthermore, a,, = b, means that a,, < b, and
simultaneously b,, < a,

1. Notation and definitions

We introduce the sequence spaces associated with the Besov and Triebel-Lizrokin
spaces. Let m € Z™ and v € Ny. Then @, ,, denotes the closed cube in R™ with
sides parallel to the coordinate axes, centred at 27¥m, and with side length 27%. By
Xvm = XQ.,.. We denote the characteristic function of @, ,. If

A={Am:veENy,meZ"},
—00 < s <00, and 0 < p,q < 00, we set

oo q %
gl = (23 o))
v=0

meZ"

appropriately modified if p = co and/or ¢ = co. If p < 0o, we define also

[e'e) l/q
AL = H(Z 5 2"8Amxym<->|q)

v=0meZn

Ly (R")

The connection between the function spaces B, (R"), F, (R") and the sequence
spaces by, f,, may be given by various decomposition techniques, we refer to [7, chap-
ters 2 and 3| for details and further references.

As a result of these characterizations, (3) is equivalent to (5).

We use the technique of non-increasing rearrangement. We refer to [1, chapter 2]

for details.

Definition 1.1. Let u be the Lebesgue measure in R™. If A is a measurable function
on R”, we define the non-increasing rearrangement of h through

h*(t) =sup{ A > 0: p{z € R" : |h(z)| > A} >t }, t € (0,00).
We denote its averages by

1

t
h**(t):g/o h*(s)ds, t>0.
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We shall use the following properties. The first two are very well known and their
proofs may be found in [1, Proposition 1.8 in chapter 2, Theorem 3.10 in chapter 3].

Lemma 1.2. If 0 < p < o0, then
17| Lp(R™)[| = [|h* | Ly (0, 00) |
for every measurable function h.
Lemma 1.3. If 1 <p < oo, then there is a constant c, such that
[P [ Lp(0, 00) | < ¢p|h™ [ Lp(0, 0) |
for every measurable function h.

Lemma 1.4. Let hy and hy be two non-negative measurable functions on R™. If
1 <p< oo, then

[P+ ha | Lp(R™)[| < [[27 + B3 | Ly (0, 00)-

Proof. The proof follows from Theorems 3.4 and 4.6 in [1, chapter2]. O

2. Main results

In this part, we present a direct proof of the discrete versions of Jawerth and Franke
embedding. We start with the Jawerth embedding.

Theorem 2.1. Let —00 < 51 < 59 <00, 0 <pyg < p1 <00, and 0 < g <oo. Then

. n n
R A T
Proof. Using the elementary embedding
o fpg 1 0<qo =g <00 (6)

and the lifting property of Besov and Triebel-Lizorkin spaces (which is even simpler
in the language of sequence spaces), we may restrict ourselves to the proof of

1 1
where s = n(— — —)
bPo D1

s ¢ 0
Po© bplpo’

Let A € f5 __ and set

P00

h(xz) = sup 2"° Z [Avm| xpm ().

ve€No czn
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Hence

[Avm| <2778 iélf h(z), veNy, meZ"
TEQy m

Using this notation,
A Fpoooll = 1 | Lo (R™)]|

and

= —un . Po/P1
A bglp(,Il”“ < E 2 ( E a:elg,f,m h(:c)pl)
v=0

mezZ"
00 00 Po/p1
<Y g (Z h*(2”"k)p1> |
v=0 k=1

Using the monotonicity of h* and pg < p; we get

0 00 po/p1
A8, 0 < 3 2w (Z 2 (2n 1) h*(z-""2"l>m)
vr=0

1=0
o0 o0 0
S Z 9—vn Z QnZEh* (27un2nl)po'
v=0 =0
We substitute j = [ — v and obtain

& 0o
N8l D0 30 27 iy

o o
_ Z 2nj%h*(2jn)p0 Z 2nu(§—(1’—1>
Jj=—00 v=—j

~o Y 29I R B | L (0,00) [P = [Ih | L (R™)].

j=—o00
If p1 = o0, only notational changes are necessary. U

Theorem 2.2. Let —00 < s1 < s9 < 00,0 < pg < p1 <00, and 0 < g < oco. Then

. n n
L M 50_]70:‘31_1771'
Proof. Using the lifting property and (6), we may suppose that s; =0 and
0< q < po-
By Lemma 1.4, we observe that

ISRl = | (i ) |Aum|unm<x>)1/q

v=0megzZn

LPl (Rn)
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may be estimated from above by

1/q

: (7)

505 M) | Ly (0.0

v=0m=0

where A, = {A,m}2_, is a non-increasing rearrangement of A\, = {A,m }mezn and
Xvm 18 a characteristic function of the interval (27""m,27""(m + 1)).

Using duality, (7) may be rewritten as

sup (/ (Z D Al Xum(z ) dx)l/q = sup (Z > 2_”"/\ngum)1/q, (8)

v=0m=0 v=0m=0

where the supremum is taken over all non-increasing non-negative measurable func-
tions g with ||g | Lﬁ(O )| <1 and gum = 2" [ g(z)Xom(x) dz. Here, § is the
conjugated index to 2. Similarly, a stands for the conjugated index to %".

We use twice Holder s inequality and estimate (8) from above by

o I 1\ 1/p1 o I BN\ 77
~ PO le%
(E 2”"< A’Z?n) ) -sup<§ 2”"(2 93m> ) 9)
v=0 =0 9 \v=0 m=0

m=

Since sg = ”(p% — 171) and pl( S0 — pﬂo) = —n, the first factor in (9) is equal to
A 650, [l To finish the proof, we have to show that there is a number ¢ > 0 such
that

holds for every non-increasing non-negative measurable functions g with ||g | Lz(0, 00)]|
< 1. We fix such a function g. Using the monotonicity of g, we get

0o oo 2(l+1)n 27V (mt1) a
D G = 2”" g(z) dx
m=0

l 0 m= 2“7 2 m

oo g—vngln
< 2ln 21/n/ x dr < 2ln ** 2([ v)n
Sr(on [ i) <5 )
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We use 1 < < a, Lemma 1.3 and obtain

=0

00 oo 1/8
—vn nt ok —v)n
S(ZQ 3 2mE (gr)d (2l >>)

v=0 =0

oo P 5 1/B
< < Z 2kng Z 2un(a—1)(g**)ﬁ(2kn)>

k=—oc0 v=—k

[eS) 1/8
,S ( Z 2kn(g**)ﬁ(2kn)>
k=—oc0
S g™ 1 Lp(0,00)[| < cllg | Lp(0,00)] < c.
Taking the %—power of this estimate, we finish the proof of (10). O

The Theorems 2.1 and 2.2 are sharp in the following sense.

Theorem 2.3. Let —00 < 51 < 59 <00, 0 <pg < p1 <00, and 0 < qo,q1 < 0o with

n n
So—— =81 — —.
Po P
(i) If
PSQO - bpiqﬂ (11)
then q1 > po-
(ii) If p1 < o0 and
bpoao — fpiars (12)

then qo < p1.

Remark 2.4. Using (any of) the usual decomposition techniques, the same statements
hold true also for the function spaces. These results were first proved in [4].

Proof. (i) Suppose that 0 < ¢; < py < 0o and set

y w2’ iy eN and m =0,
Avm = .
0, otherwise.
A simple calculation shows that |[A | fyo, || < oo and [|A | b5, || = co. Hence, (11)

does not hold.
(ii) Suppose that 0 < p; < go < o0 and set
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yarorGr—s) gf veN and m=0,

)\ =

o 0, otherwise.
Again, it is a matter of simple calculation to show, that |[A | b0 [ < oo and
[A| £k, || = oo. Hence, (12) is not true. O
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Abstract

We study the approximation, Gelfand and Kolmogorov numbers of embeddings in function spaces of
Besov and Triebel-Lizorkin type. Our aim here is to provide sharp estimates in several cases left open in the
literature and give a complete overview of the known results. We also add some historical remarks.
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1. Introduction

Let Q C R? be a bounded domain, 1< p<oo and let k be a natural number. We denote by
W’; (€2) the Sobolev spaces of functions from L ,(Q) with all distributive derivatives of order
smaller or equal to kin L ,(Q). If

1 1
kl—k2>d<———> , (L)
P1 P2/ 4+

and the boundary of Q is Lipschitz then W;ﬁ} (Q) is continuously embedded into WI% (Q). This
theorem goes back to Sobolev [55].

If the inequality in (1.1) is strict, the embedding is even compact, cf. [48,31]. During the
second half of the last century, this fact (and its numerous generalizations) found its applications
in many areas of modern analysis, especially in connection with partial differential (and pseudo-
differential) equations.
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Later on, mathematicians started to be interested in measuring the quality of compactness of
the embedding

. wk k
I: Wpi(Q) — ng(Q).

The very first question is, of course, how to measure compactness. During the years, several
methods were developed. The most popular one assigns to / a non-increasing sequence of non-
negative real numbers, say {s,(/)},cn, often based on specific approximation quantities, and
measures the decay of s, as n tends to infinity.

Let us present this approach on the following example. Let X and Y be Banach spaces and let
T : X — Y be a bounded linear operator between them. Then the nth approximation number of
T is defined by

an(T) =inf{||T — L|| : L € £(X,Y), rank (L) <n}, neN, (1.2)

where L£(X, Y) is the space of all bounded linear operators mapping X into ¥ endowed with the
classical operator norm and rank L denotes the dimension of L(X). Hence, we measure how well
the operator 7 may be approximated by finite rank operators. If lim;,_, o a,(T) = 0, then T is
compact. And in some sense, the faster the sequence {a, (T')},,cN tends to zero, the more compact
Tis.

There are many other ways, how to define a sequence {s,(7T")},en for an operator T € L(X, Y)
such that the decay of {s,} describes in some sense the compactness of T; we refer to [43,44,6],
where the axiomatic theory of the so-called s-numbers can be found.

It was observed by many authors, that even in the most simple case

id:ﬁ;"] —>Z’;}2, me N
it is surprisingly difficult to calculate (or at least estimate) the approximation numbers, as well as
the other s-numbers, corresponding to id. The complexity of the problem may be demonstrated
by the fact that in several cases the proofs are based on probabilistic arguments and no optimal
constructive approximation procedure is known up to now.

As a part of the good news is that these results may be combined with the discretization
technique of Maiorov [37] to get direct counterparts for embeddings between function spaces.
Nowadays, there are many discretization techniques well known and studied in the literature. Let
us mention at least spline and wavelet decompositions and the ¢-transform, cf. [8,7,49,64,23,11,
16,17].

The research in this area was complicated also by another regretful phenomena, namely com-
munication problems between several groups working on the field. This effect was already pointed
out by Caetano [4] and Pietsch [45, Section 6.2.6]. Also the separation of the Russian mathemat-
ical school causes some obstacles. Many breakthroughs achieved by Kashin, Gluskin and others
were published in Russian. The nicely written dissertation of Lubitz [36] was written in German,
never translated into English and never published.

The aim of this paper is rather extensive. We wish to

give an overview of known results in this area,

collect some historical references,

close several minor gaps left open until now,

present the power of the discretization method, but also its limits,
provide an easy reference to the results about function spaces.
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Several overviews may already be found in the literature, cf. [46,34,35,45]. Unfortunately, they
sometimes restrict themselves to d = 1, state the results only implicitly, or deal only with integer
smoothness parameters s1, s2 € N. Here, leaded by the needs of possible applications, we shall
study three types of s-numbers, namely approximation, Kolmogorov and Gelfand numbers, with
respect to embeddings of function spaces defined on Lipschitz domains. This generalization is
not particularly interesting from the standpoint of functional analysis, but is of course crucial as
far as the applications are concerned.

2. Function and sequence spaces
2.1. Notation

We use standard notation: N denotes the collection of all natural numbers, Z the collection
of all integers, R? is the Euclidean d-dimensional space, where d € N, and C stands for the
complex plane. Let S (R?%) be the Schwartz space of all complex-valued rapidly decreasing,
infinitely differentiable functions on R¢ and let S"(R) be its dual, the space of all tempered
distributions.

Furthermore, L p(le ) with 0 < p < oo are the classical Lebesgue spaces endowed with the
(quasi-)norm

(f d |f(x)|pdx)l/p, 0<p<oo,
IAILp RN = { esssup £ (), p = oc.

xeR?

Fory € S (Rd ) we denote by
V(& = F)© = o7 fR LT Y@ dx, x e R

its Fourier transform and by " or F !y its inverse Fourier transform. Through duality, F and
F~! are extended to S’ (RY).
If {a,}°2, and {b,,}ff’=1 are two sequences of non-negative real numbers, we write a, <b, if

there is a constant ¢ > 0, such that a, <c b, for all natural numbers n. The symbols a, >b, and
an ~ b, are defined similarly.

2.2. Function spaces

We give a Fourier-analytic definition of Besov and Triebel-Lizorkin spaces, which relies on the
so-called smooth dyadic resolution of unity. Let ¢ € S(RY) with

() =1if [x|<1 and @) =0 if [x|>3. (2.1

We put ¢y = ¢ and ¢;(x) = ¢(27/x) — (27 F1x) for j € N'and x € R?. This leads to the
identity

o0
Yo =1, xeR.
j=0
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Definition 2.1. (i) Lets € R,0 < p, g <oo. Then B3, (R?) is the collection of all f € §'(RY)
such that

. 1/q
LF1BS, (RO = | D 27(p; HYIL,RD ] < oo 2.2)
Jj=0

(with the usual modification for g = 00).
(i) Lets € R,0 < p < 00,0 < g<o0. Then F;q([Rd) is the collection of all f € S'(RY)
such that

o 1/q
LA 1ES, RO = [ Y 2710; YOI | ILp(RD| < o0 (2.3)
j=0

(with the usual modification for ¢ = 00).

Remark 2.2. Werecommend [40,59,60,51,61] as standard references with respect to these classes
of distributions. Extensive historical overviews, remarks and comments may be found in [60,
Chapter 1], [61, Chapter 1] and [45, Chapter 6.7]. Let us mention that the spaces B;q(Rd) and

F ; q (R4) do not depend on the choice of ¢ in the sense of equivalent (quasi-)norms. Many classical
function spaces are included in these two scales.

1. If 1 < p < oo, then the Littlewood—Paley theorem states that
FI?Z(Rd) = L,(RY).

2. Letl < p <oocands € N. Then
F,(RY) = W3 (RY)

are the classical Sobolev spaces.
3. Lets > 0,5 € N. Then

Bl (R = C'(RY)
are the Holder—Zygmund spaces.

On the other hand, many important function spaces (especially L (RY), Loo(R?), BV (R)—the
space of functions with bounded variation and C*(RY)—the space of functions with all partial
derivatives of order smaller or equal to k uniformly continuous and bounded) are not included.

If X and Y are two topological vector spaces, we write X < Y if X is continuously embedded in
Y. The following embeddings describe the interplay between these function spaces and the Besov
scale.

BY (R?) = Li(R?) — BY (RY),
BY [(RY) = C(RY) = Loo(RY) = BY (R,
B* [(RY) = CK(R?) — BE (RY). (2.4)

In many cases it will be possible to use the Fourier-analytical methods in the framework of Besov
spaces and afterwards, simply by applying these simple continuous embeddings, to derive the
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same results also for the “bad” spaces L ([R?d ), Loo(Rd) and Ck(Rd). The same procedure may
be used also for the Triebel-Lizorkin scale because of

d d d
B;,min(p,q)([R ) = Fls,q(lR ) = B;,max(p’q)([R ). (2.5)

Remark 2.3. If 0 < p; < p2 <00, 0 < g1, g2 <00 and s < 51, then the following version of the
Sobolev embedding is true, see [2], [40, Chapters 3 and 11] and [58, Section 2.8.1]:

. . . d d
By (R < BZ (RY), ifs — TR
There are several modifications of this embedding, which result in compact mappings. The first
possibility is to restrict to function spaces on smooth bounded domains, the second involves
weighted spaces and another one considers the so-called radial spaces, i.e. spaces of radial sym-
metric functions. We concentrate on the first possibility and refer to [61, Chapter 6], [54] for the
second and third approach.

Let Q be a bounded domain. Let D(Q) = C3°() be the collection of all complex-valued
infinitely differentiable functions with compact support in Q and let D’ () be its dual—the space
of all complex-valued distributions on €.

Letg € § (RY). Then we denote by g|Q its restriction to Q:

@l e D', @EOW) =gW) for Y e DQ).

Definition 2.4. Let Q be a bounded domain in R?. Let s € R, 0 < p, g <oo with p < o0 in the
F-case. Let A‘;, q stand either for B;,q or F ;q. Then

ALg@ = {f € D'(Q) : 3g € A}, (RY) : 5|Q = )

and
1£1A%, (@) = inf ||g| A3, (RD)]],

where the infimum is taken over all g € A}, (R9) such that g|Q = .

1 1
Intrinsic characterization of B;,’q Q,s >0, =d|[——-1 = d max (— — 1, O) are
+ 4
known to exist in case of Lipschitz domains, see [12—14] and [61, Section 1.11.9].

2.3. Sequence spaces

In this section we comment on the discretization techniques mentioned in the Introduction.
First, we describe the situation on RY. Therefore, we introduce the sequence spaces bj) q and

give a wavelet decomposition theorem for Besov spaces on R?. Good references in our context
are [8,11,23,38,39,63,64].

Second, we deal with bounded domains Q C R?. The wavelet decomposition techniques may
be adapted also to these function spaces, cf. [9,61], but unfortunately, there are still open problems
in this setting. To avoid these gaps, we use the theory on R? and combine it with suitable extension
and restriction operators.
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Theorem 2.5. For any k € N there are real-valued compactly supported functions
Vo ¥ € CE(R)
satisfying
/ Y (1)dt =0, oa=0,1,...,k—1,
R
such that
(2", :veNg,m e Z}
with

Yot —m) if v=0,meZ,

Yo () = {2£¢1(2V11 —m) if veNmeZ

is an orthonormal basis in L, (R).

Remark 2.6. This theorem was first proven by Daubechies in [10]. The functions y, and i/ are
therefore usually called Daubechies wavelets. We refer to [63, Theorem 19] for the proof of the
next theorem.

Theorem 2.7. Let 0 < p,g<00,s € Rand k € N with k > max(s, 6, — s). Let Yy, Y| be the
Daubechies wavelets of smoothness k. Let E = {0, l}d \N@,...,0). Fore = (e1,...,eq) € E let

d
Y, (x) = ]_[n//ej(x,), x=(x1,...,xq) € R
j=1

(i) Then

d

Yx—m) =[] Yolxj —mj), m=(my,...,mg) € 74,
j=1

27,2 x — m), ecE,veN,meZz?

is an orthonormal basis in Lz(Rd).
(ii) Let f € S'(R?). Then f € B;Q(Rd) if, and only if, it can be represented as

f=) dnPa=—my+> > 3" 2, 27,2 x —m) (2.6)

meZz? veN e€E 74

with

S =

o
o d
AL = Y ml? | D2 ST g, <00
v=1

mez? ecE \;uez?

appropriately modified if p = oo and/or ¢ = o0. The representation in (2.6) is unique,
the complex coefficients {im},, 7 and {45} ecE.veNg.meZ4 depend linearly on f and the
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mapping, which associates to f € B;q(Rd) the sequence of coefficients, is an isomorphic
s d s
map of By, (R?) onto bpq.

2.4. s-Numbers

Given p € (0, 1], we say that the quasi-Banach space Y is a p-Banach space if the inequality
Ix + yIYIP<IxYI? + IyIY 17, x,yeY

is satisfied.

We recall a few basic facts of the theory of s-numbers. We refer to [44,6] for further details. In
this theory, one associates to every linear operator 7 : X — Y (X and Y quasi-Banach spaces) a
sequence of scalars

si(T)zs(T) = --- 20.

Let W, X, Y, Z be (quasi-)Banach spaces and let Y be a p-Banach space, 0 < p <1. If the rule
s: T — {s,(T)},eN satisfies

S IT|| =s1(T)=52(T) = --- >0.

(82) ), ((S+T)<sp(T) + sy (S) forall S, T € L(X,Y)andm,n € N.

(S1) sy, (STU)|IS|Is, (DU | forall U € LW, X), T € L(X,Y),S € LY, Z)and n € N.
(S4) Ifrank T < n, then s,(T) = 0.

(S5) sp(1 : £a2(n) — Lr(n)) =1

then the s, (7') are called s-numbers of the operator 7.

Letus point out, that we shall not use (S4) and (S5) in what follows. Hence, our approach applies
alsotoruless : T — {s,(T)},en Which satisfy only (S1)—(S3). Such rules are called pseudo-s-
numbers in [43, Chapter 12] and cover also the concept of entropy numbers with ||T|| > s1(T) in

(S1).
Let
Id - B;‘lql(Q) — Bzzm Q) 2.7
be compact, i.e.
1 1
s]—s>d|l — —— | . 2.8)
P1 P2 +
We denote by
. d
ext : B;‘lql Q) — B;‘lql (R%) 2.9)

a bounded linear extension operator. A convenient reference for this is Rychkov, cf. [52], but
see also the references given there. Here we use the Lipschitz smoothness of dQ. The natural
restriction will be denoted by
. RS2 d 52
re : quz(R ) — quz(Q).

Clearly, it also represents a bounded linear operator.

Let k > max(sy, 0y, — $1, $2, 0, — 52) be a natural number and let V) be the mapping which
associates to each f € B!, (R?) its wavelet coefficients with respect to the Daubechies wavelets
of smoothness k, as described in Theorem 2.7. Our choice of k ensures that Theorem 2.7 may
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be applied to both, B, Piay (R?) and B;? Prn (R?), simultaneously and that W~ is a bounded linear

operator, which maps b*2 g, 1sOmorphically onto B Paga (RY).

Finally, we adapt the sequence spaces b’ pq to the function spaces on domains.

Definition 2.8. (i) Let M = {M,}}°, be a sequence of non-negative integers. We say that M is
admissible, if there is some vy € N and two positive real constants c1, ¢ such that

M, =0 forallv < v
and
vd vd
12 <My <2, v,

() If0 < p,g<oo,s € R, E = {0, 1}" \NO,...,0),M = {MV}OOO is an admissible sequence
and

A={lkk=1,..., Moy U{Aj, :e€ E,ve N, ke M},
we set

1
q

q
My
1205, 1= | 3 1l? sz““)‘fz (ZM |I’> : (2.10)
k=1

ecE \k=1

S

again appropriately modified if p = oo and/or ¢ = 0o

Let now Q be a bounded Lipschitz domain in R? and let the number k € N describing the
smoothness of the wavelets be fixed. Then we collect those wavelets, whose support intersects Q:

{m e 7% : supp¥(- —m) N Q # @} if v=0,

My = { mez¢:3ecE:supp¥, 2" —m)NQ£@) ifv>1.

We observe that the sequence M = {M,}2 ) with

M, = #(M,) = number of elements of M,, v e Ny

is an admissible sequence in the sense of Definition 2.8.
With a slight abuse of notation, there is a natural projection operator P : b‘;, s b‘;;w and a

natural embedding operator Q : b;’éw — b;q.
Using the weak multiplicativity property (S3) of s-numbers and the commutative diagram

ext d w P s1,M

P1111 (Q) BPllll([R ) p|41 bPllcﬂ
Ia'l lid
d s2,M

quz (Q) BPZ‘IZ (R ) bpzqz b[72242

we conclude that

sn(Zd)Ssp(id), neN.
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To obtain the reverse inequality, we first set

, {meZd:supp‘P(-—m)CQ} if v=0,
M, = g - : (2.11)
{mezZ¥:VYeeE :suppWV.2""" - —m) C Q} ifv>1.
Again, we observe that the sequence M’ = {M,}7°, with
M, = #(M,)) = number of elements of M/, ve Ny
is an admissible sequence in the sense of Definition 2.8.
If we use (S3) and
s 0 3 w-!
Yo — Bpgy = Bra®) —— B, @
id’l lId
M P’ ; w K t K
b Vi < Bpa®) < BR,©.
we get the inequality.
sp((dYSsp(Zd), neN.
Hence
sp(id)<s,(Zd)<s,(id), n e N. (2.12)

It tells us, roughly speaking, that we may restrict ourselves to sequence spaces and all the results
translate also into the language of function spaces. Before we start with the study of s, (id) and
sp(id’), we make another simplification. The (finite) sum over ¢ € E in (2.10) comes from the
theory of multivariate wavelet decompositions, but has no influence on the s-numbers.

If M = {M,}}2, is an admissible sequence, we set

1

q

q
00 M, P
11,5 M v(s—2)
by = [ Y2 (ZMW)
0 k=1

y=|

It follows that

sp(Zd : B! (Q) — B%

~ . 1S M s,M
P14 gy () ~ su(id bpq g bpq )

~ sp(id : b5 — b5, (2.13)

Remark 2.9. Formulas (2.12) and (2.13) represent the main result of this section and is of a crucial
importance for our study of s-numbers of (2.7). We have proved (2.13) under the assumption that
Q is a bounded domain in R? with Lipschitz boundary. Using more sophisticated tools from
the theory of function spaces, it may be proven that (2.13) holds also for more general classes
of domains, at least under some restrictions on the parameters s1, 52, p1, P2, q1, g2- A detailed
inspection of our proof shows that (2.13) is true anytime there is a bounded linear extension
operator (2.9) and its counterpart for Bf,zm (Q). We refer to [62, Section 4.3.4] for a detailed
treatment of these questions.
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3. Approximation numbers

Definition 3.1. Let X, Y be two quasi-Banach spacesandlet 7 € £(X, Y).Forn € N, we define
the nth approximation number by

a,(T) =inf{||T — L|| : L € L(X,Y), rank(L) < n}.

In the setting of Banach spaces, this definition goes back to Pietsch [41] and Tikhomirov [57].
The generalization to quasi-Banach spaces may be found in [15, Section 1.3.1]. In this section,
we characterize the approximation numbers of (2.7) with (2.8).

First, we recall some lemmas which we shall need on the sequence space level. Lemma 3.2
is taken from [22] and Lemma 3.3 in the case 1< pp < p; < oo may be found in [43, Section
11.11.5]. The proof may be directly generalized to the quasi-Banach setting 0 < py < p1 < o0.

For 0 < p < oo, we set

if l < p<oo,

’ p—1
P =11 if p= o0,
00 if 0 < p<I.

Lemma 3.2. For 1<n<m < ocoand 1 <p; < pr <00, we define
1 1

P m
€ 1 L_ L
<min{1,ml’2n_2} 2 m if 2<p1 < p2<00,
1 _ 1 . 1 1 .
®(m, n, p1, p2) = max{m?2 71, min{l,mP2n"2}- [T =23 0f 1<p1 <2< p2<00,

1 _ 1

P P2

r1

2

1 1 =
oy D1 n
max{mr2 i, [1— o

(D(m,n, pPi, p2) lf 1<P1 < ngp/la
®(m, n, p5, p}) if max(pi, p}) < p2<oo.

Then if 1< p1 < pa<ooand (py, p2) # (1,00)

} if 1<p1 <p2<2

and

Y(m,n, p1, p2) =

a,(id : E;’}l — E'IZ’Z) ~ ®@m,n, p1, p2), 1<n<m < oo.

The constants of equivalence may depend on py and py but are independent of m and n.

Lemma 3.3. If 1<n<m < ocoand 0 < p < p1 <00, then

11
a,(id : E;’,’l — E’;‘z) =(m-—n+1)r r,
Lemma 3.4. Let 0 < p<1.

(1) Let 0 < A < 1. Then there is a number c¢; > 0 such that

anlid : 07 — €2 <~ G.1)

Jn

holds for all natural numbers n and m with m* < n<m.
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(i) There is a number ¢ > 0 such that
c
Vn

Proof. Let A = (a,-)j);."/.:1 be an m x m matrix. Then

an(id : € — €)= n=1. (32)

1> %00

TAILCET, L)1 = AL, €)1 = max laj,j|
L= m

for every 0 < p<1. Hence, the approximation numbers of id : £} — €7, do not depend on
0 < p<1 and it is enough, when we prove Lemma 3.4 only for p = 1.

The first part follows from a combinatorial result of Kashin, cf. [26,27] and [43, Section
11.11.11]:

Let O < 4 < 1 and m” <n <m be natural numbers. Then there are m £3-unit vectors { f;}'2 | C
R", such that

|(fiafj)|<% if i # J.

We set A = (ai,j);r,lj=1 with a; j = (fi, fj). Then A is a matrix with rank A<n and |/ —
ALY, L) < 3—5

The proof of the second part follows trivially from the result of Stechkin, cf. [56] and [43,
Section 11.11.8]:

a1\ 12
an(idzﬁ’l”—>£’§’)=<—m nt )

m

and
lid : ¢ — 5 = /m. O

Theorem 3.5. Let —00 < s < 51 < o0 and 0 < py, p2, g1, g2 <00 with (2.8). Let Q C R? be
a bounded Lipschitz domain. Then (2.7) is compact and forn € N

51— ( L ) either 0 < p1<p2<2,
o)y f

an(Zd)y~n T T\ or  2<p<pa<o0, (3.3)
or 0 < pp<p1<o0,

_S1is2  11
an(Xd)y~n~ @ Tr2 if0<pr <2< pr<o0

- 1 1 1
and 1% > — = max <l -, —) , 3.4
d P P2 P

sj=s 11 'min(l'/ypz) _ 1 1 1
an(Id)%n( LT p2> : l'fu<—=max(1——’_)
d p P2 D
and either 1 < p; <2 < pp =0

or) < p; <2< pr <00, 3.5)

an(Td)y~n~ T T2 if 0<pi<1 < py=o0. (3.6)
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Proof. Approximation numbers form an additive and multiplicative scale of s-numbers. This fact
may be verified directly, or the reader may consult [43, Section 11.2] in the Banach space settings
and [15, Section 1.3] for the extension to quasi-Banach spaces.

Hence (2.12) applies to approximation numbers and we may restrict ourselves to sequence
spaces.

The estimates covered by (3.3)—(3.5) are known. We refer to [15, Section 3.3.4] and [4]. The
proof given in [15] is rather complicated, but [4] uses an approach very similar to ours.

Itremains to prove the only missing case (3.6). We use Lemma 3.4 to estimate the approximation
numbers of

(51— -4 .
id - bAplqu;I =1, (2\(s1 Pl )ngllv) — Ly, (2\32(2”0\') = bg}’%,

where M = {M,}{2, is an admissible sequence. Let

o — L
idy 12" M gy —0,1,2, .

denote the identity operator between the finite dimensional building blocks of the considered
sequence spaces. With a slight abuse of notation, we get

o
id = Zidv, (3.7)
v=0
which, combined with the additivity of approximation numbers, leads to

Ny N> 00
aPd)< Y afdy+ Y aPGd)+ Y llidyl|
v=0 v=N;+1 v=Nor+1

where N| < N» are natural numbers, n’ — 1 = Z{,szo(nv — 1) and @ = min(1, ¢»). We set

My +1 ifO<VEN,
M= pltap-0d i N 1<V N,

where

0<oc<2<———> 3.8)

and

Here, [a] denotes the integer part of a real number a.
For this choice we get

Ny
n'=3 (ny— 1)+ 1a2Md g T x g,
v=0
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A simple calculation shows that there is a number A > 0 such that M{,1 <ny<M,. Hence

0 if0<VE N,
] c —y(s—-L
W, () S Y ™ 6750 i Ny 1<V,

J1y

and

Ny
> aP(idy) =0,
v=0

0 iaye S G e R oD o(5 )
Z an‘,(ldw)< Z wécn 2 Z 2 71 <n P1 ;
v=N;+1 v=N;+1 v v=Ni+1
00
—vor(s— ) i7i+l>
Z llidy || Z 2 ¢ 1’1) (‘1 172),
v=Ny+1 V—N2+l

It follows, that there is a constant ¢ > 0 such that
_(s_1 41
acn(id),sn (d pl+2)a n=1,

which is equivalent to

(s L1
an(id)<n (=5+3), > 3.9)
The proof of the reverse inequality to (3.9) follows easily from the second part of Lemma 3.4.
Let M’ = {M}}}2, be an admissible sequence. Then, for v v

—y(s— -4
an(id) > an(id)>2"" ") . —

if n = | 4:]. This leads to

(s_1 41 M,
oo 40, 12 []

and by means of the monotonicity of the approximation numbers the result follows. [

Remark 3.6. We have used the open case (3.6) to demonstrate the typical use of the wavelet
decomposition method and (2.12). Also (3.3)—(3.5) could be proven exactly in the same manner.
For example, the proof of (3.5) in [4] follows along this line.

Remark 3.7. Although the results were stated only for Besov spaces, with the aid of (2.4) and
(2.5) we may extend them also to Triebel-Lizorkin spaces, Sobolev and Lebesgue spaces and
C(Q), L1(Q) and L, (£2). We return to this point later on.

Remark 3.8. The first estimates on approximation numbers of Sobolev embeddings of function
spaces were obtained by Kolmogorov [30], who dealt with the Hilbert space case p1 = g1 = p2 =
g» = 2. Later on, Birman and Solomyak [3] studied the embeddings of Sobolev spaces. Finally,
Kashin [29] observed the effect of “small smoothness" expressed by (3.5). In the framework of
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Besov spaces the results are contained in [15,4]. Nowadays, the proof of (3.3)—(3.5) could be done
very similar to the proof of (3.6), only using Lemmas 3.2 and 3.3 instead of Lemma 3.4.

4. Kolmogorov and Gelfand numbers

In this chapter we deal with Kolmogorov and Gelfand numbers. To begin with we recall their
definition and describe their decay in connection with Sobolev embeddings of Besov spaces. We
use the symbol A CC B if A is a closed subspace of a topological vector space B.

Definition 4.1. Let X, Y be two quasi-Banach spaces and let 7 € L(X, V).

(i) For n € N, we define the nth Kolmogorov number by
dy(T) = inf{||Q,yVT|| N CcCY,dim(N) < n}.

Here, QX/ stands for the natural surjection of ¥ onto the quotient space Y /N.
(i) For n € N, we define the nth Gelfand number by

cn(T) = inf{||TJﬁ|| M CC X, codim(M) < n}.
Here, J A}j stands for the natural injection of M into X.

Clearly, the notion dimension of a subspace is purely algebraic and may be freely used also in
the setting of quasi-Banach spaces. We refer to [50, Section 1.40] for the definition of a quotient
subspace in the framework of general topological vector spaces (including quasi-Banach spaces
as a special case). Finally, the codimension of a subspace may be defined as the dimension of the
quotient space.

Both, Gelfand and Kolmogorov numbers, are additive and multiplicative s-scales. This follows
directly from Definition 4.1, but the reader may wish to consult [44, Sections 2.4, 2.5] for the
proof in the Banach space case. The generalization to p-Banach spaces is obvious and causes no
complications. Also the following relations are trivial:

cn(T)<an(T),  dn(T)<an(T), neN. 4.1

The Gelfand and Kolmogorov numbers are dual to each other in the following sense, cf. [44,
Section 11.7.6-7]: If X and Y are Banach spaces, then

en(T*) = dn(T) (4.2)
for all compact operators 7 € L(X, Y) and

dy(T*) = cp(T) 4.3)
forall T € L(X,Y).

The following result is due to Gluskin, cf. [21,22] with [56,24,26,27] as forerunners. It gives a

very precise information on the behaviour of d,, (id : Z;,”I — Eg’z) in the Banach space setting.
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Lemma 4.2. For |<n<m < oo and 1 < p1, pa <00, we define

1 _ 1
(m—n+1)rn n if 1<py<pi<oo,
1 1
P m
L 1 1L
(min{l,m”2n2}> 3 if 2<p1 < p2<00,
1 1
®(m, n, p1, p2) = PPy
01 1 _ 1
max{mr2 ri, J1—2 Pt 2} f 1<p < p2<2,
11
max{mr2 71, if 1sp1 <2< prsco.
1 1
min{l, mr2n"2} - /1 — &}

Then
dn(id : U} — U5) ~ ®(m,n, p1, p2), 1<n<m < o0,

if p2 < 0o. The constants of equivalence may depend on p1 and p; but are independent of m and
n.
Furthermore, there are two constants ¢y, and Cp, such that

) m m em\\3/2
Cpy@(m, 1, pr, 00) <dy(id : €1 — £2) < Cp, ®(m, n, pi, 50) <log (—))
n
for 1 < py<oo.
Again we shall add some estimates which apply to quasi-Banach spaces.

Lemma 4.3. If 0 < p>» < p1 <00, then there is a constant ¢ > 0 such that

1 _ 1
dien11(63) 0202 1, neN,

where [cn] denotes the upper integer part of cn.

Proof. If p> > 1, then the result is a special case of [43, Section 11.11.4], which states that

1_7
d, (" A"y =(m—n+1)r2 ;. 1<n<m.

m
P’ " p2
Let us mention that (in contrast to Lemmas 3.3 and 4.8) the estimate

d,,(@g’l,é’;lz) =m—n-+ l)%_ﬁ, 1<n<m<oo
is not true for Kolmogorov numbers if 0 < py < p; <oo and py < 1. Simple counterexamples
can be constructed directly.

If p» < 1 the proof is based on an inequality between entropy numbers and Kolmogorov
numbers. First, we recall the basic facts about entropy numbers. Let 7 : X — Y be a bounded
linear operator between two quasi-Banach spaces X and Y and let Uy and Uy be the unit ball of X
and Y, respectively. If k € N, we define the kth entropy number e, (7') as the infimum of all ¢ > 0
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such that
zkfl

TWx) C | J () +eUy) forsome yp,....y*  €7.
j=1

We refer to [43,15] for detailed discussions of this concept, its history and further references.
The following Lemma may be found in [1], cf. also [5] and [47, Section 5].

Lemmad44. If « > 0and 0 < p < 1, then there is a constant ¢y, > 0 such that for all
p-Banach spaces X and Y, all linear mappings T : X — Y and all n € N we have

sup k*ex(T) < ¢y, p sup k*di(T).
k<n k<n

2n

We apply this lemmato 7" = id : E%,’f — ¢, and combine it with the estimate (cf. [53])

k 11
ex(T)227m(2n)r2 71, k,neN.
This leads to

11
n*nr2 1< sup k*dy (T).
k<n

Hence, for every n € N there is a k;,, <n such that
L _ 1 1 _ 1
n* 2 1 <k (T) <k*(2n)72 71, (4.4)

We conclude that there is a constant 1 >¢ > 0 such that n >k, >cn for all n € N. Finally, we
insert this estimate into (4.4) and the result follows. [

It is an obvious fact that the convex hull of the unit ball of E'I’,‘, 0 < p < 1, is the unit ball of
£7'. This can be combined with the following simple observation, cf. [35, Section 13.1].

Lemma 4.5. Let X be a Banach space and let K C X. We define by

d,(K, X) =inf {sup in}lt/ lx =yl : N CCY,dim(N) < n}

xeK Y€

the nth Kolmogorov number of the set K.
Then

dn(K5 X) = drl(conv K5 X)’

where conv K is the convex hull of K.

Theorem 4.6. Let —00 < 57 < 51 < o0 and 0 < p1, p2,q1, g2 <00 with (2.8). Let Q C R? e
a bounded Lipschitz domain. Then (2.7) is compact and forn € N

(4.5)

T either 0 < p1<py<2
~ d PP 1 = Dl
dn(Zd) ~n T, 0 < prp<pr<oo,
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S|

dy(Zd)~n~ "7 if 2 < pi<pr<oo

and ,
d 21 _ 1
2 m
l’fz(_flﬂ2+¢_¢)
d,(Zd)~n? d 'nom if 2 < p1<pa<o0
1 1
S| — 82 157 — 5
and < A pZ’
d 21 _ 1
2 m

(_u+¢_1) ]
d,(Zd)~n\ ¢ ' 2 if0<pr <2< pr<oo

S —§

and H=% > L,

d p1
LZ(_H—Yz L_L)
d,(Zd)~n? T fO<pr<2<pr<oo

1 1 —

and — — — < 1% L
P12 d 4

561

(4.6)

4.7)

(4.8)

4.9)

Proof. Lubitz [36] used the results of [21] and was able to prove (4.5)—(4.9) if 1 < p1, p2 <ooup
to a certain logarithmic gap. This gap originates from using only the weaker results of [21] instead
of the sharp inequalities in [22]. Using [22] and the method of Lubitz (which is very similar to
the discretization method presented above), the proof of (4.5)—(4.9) in the Banach space setting

follows immediately.
Hence, we concentrate on the proof of

(B) 45 if0< pp<p1<ococand0 < pr < 1,

@) 4.5)if0< p; < p2<2and0 < p; < 1,
— 1
(®) 4.8)if0 < py < 1,2 < py<ooand d” > —,
P1
. 1 1 s1 — 82 1
&) @®if0<pr<l,2<py<owand —— — < < —.
P P2 d p1

Let us mention that all the estimates from above follow from the estimates given in Theorem 3.5

and (4.1). We shall give the proof of the estimates from below in following three steps.

Step 1: Proof of (&).

The proof of (4.5) can be finished in the same manner as in the proof of Theorem 3.5. Namely,

if M = {M}}%2, is an admissible sequence, we get for v v

(e oy d o d L_L
dy(id) > dy (idy) 22" 2o ) Ly

forn = [% . M",] where c is the constant from Lemma 4.3. This leads to

51— I
dyid)>n~"7, n=[§-M;], V.

Again the monotonicity of the Kolmogorov numbers completes the proof.

Step 2: Proof of (®) and ().
It follows from Lemma 4.5, thatif 0 < p; < land 2 < pr <00

du(E ) = dy (€], ), 1<n<m < o0,

(4.10)
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M/
The proof of (#) follows from (4.10), (4.2), Lemma (4.2) and the choice n = I:?Vi|

2
The proof of (<) follows in the same way, but with n = |:(M;) P2 i|
Step 3: Proof of (Q).
We generalize the idea of Lemma 4.5 to p-Banach spaces, namely we show that for 0 < p; <
p2<2

dn (L}, £,) = dn (€

" ), 1<n<m < co. .11

min(l1, p2)*

If p» > 1, this follows immediately from Lemma 4.5. If py <1, we show that

d,,(@;fl,ﬂ’;‘z)>dn(Em, p2)>d (6212, 6;72) (4.12)
Here, E,, = {e,} L, C R™ ande; = (0,...,0,1,0,...,0) are the canonical unit vectors having

all but one components 0 and the ith component 1.
Of course, (4.12) implies one half of (4.11), the second one being obvious. From (4.12), only
the second inequality needs a proof. Let N CC £, =Y be such that

SUP lnf le: = yllp, <1+ &)dn(Em, €))
i=l1,.

with dim N < n. Hence, to every e¢; € E,, there is an f; € N such that
lei = filly <1+ &)*dy(Em. £,).

m
To every x € ¢}, x Z xje; with Z |x; |72 <1 we associate X(x) = infi € N. The
i=1 i=1

estimate

dn(id:E Zm Y2 < sup inf ||x —y||

Ixllpy <1YEN
P2
< sup x —F@IR = sup (e — f7)
Ixllp, <1 lxllpy <1 .
< sup anl(e, NP = sup Dx,v’znel fill:
Ixllpy <152 Ixllp, <15y
< sup le 1P2(1 + &)*P2dy (E, €)1
Hx”ngll 1
< (1 +0)*2dy (Ep, )P

m>=py

finishes the proof of (4.12).
The proof of () follows in the same way as in the first and the second step. [J

Now, we turn our attention to Gelfand numbers. First, we collect some information about
c,(id: E”‘ — E’”) cf. [22], (4.2) and (4.3).
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Lemma 4.7. For |<n<m < oo and 1 < p1, pa <00, we define

1

1 _ 1
(m—n+1r"n if 1<pr<p1<oo,
1 1
pL_ m
1—-L 1 11
(min{l,m "ln_Z}) po2 if 1 <p1 < p2<2,
1 1
®@m, n, p1, p2) = . n
11 I _ L
max{mr2 P, [l -1 2 2} if 2<p; < pp<o0,
1 _ 1
max{m?r2 P,
. 1-L 1 .
min{l,m 7”1n"2} x 1—%} if 1 <p1<2 < pr<oo.

Then, if p1 > 1,
c,,(id:ﬂ';'I — EZ’Z) ~ ®@m,n, p1, p2), 1<n<m < oo.

Furthermore, there are two constants ¢p, and Cp, such that
Com m em\\3/2
e Wm,n, p2) Scu(id: € — €3) <Cp¥om.n. p) (log (22))
where

_1L
n' " if 1< pr<2,

Y(m,n, pp) = 1 1 _
.m~3 %—1” if 2< pr<oe.

min {1, max {m P2

The proof of this lemma follows by (4.2) or (4.3) and Lemma 4.2.

Lemma 4.8. If 0 < p» < p; <00, then

1 _ 1L
en(ly,, €p,) = (m —n + 1) 71,

The proof of this lemma follows literally [44, Section 11.11.4].

Lemma 4.9. Let O < p < 1. Then there is a real constant ¢ > O such that

1 1

277
n
cn(id: 0 — €5 <c |:—i| ;o 1<n<m < oo.
P log (1+2)

Proof. This lemma slightly generalizes a result of Kashin [28], which was later improved by
Gluskin [22] and Garnaev and Gluskin [20]. We closely follow the presentation given in [35,
Chapter 14].
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Lety = (y1, ..., yu) be a multivector, with y;, ..., y, € §™=1 the unit sphere of R™. We set
, + ce . + s
Fon(t,y) = [Ce, y)I [(x yn)l’ ——
n
We equip the space
S = Sl ox g
n times

with the natural rotation invariant probability measure P. Then (cf. [35, Lemma 4.1, Chapter 14])
we have the following.

Lemma 4.10. For any x € S andm, n>2

1 3 1—e™, n>2,
P{yezm,n:m<F(xsy)<ﬁ}> 1 _

Let / and m be natural numbers with 1 </ <m. Let b’l’] denote the unit ball of 6’[’}. We denote by

b;,"’l the subset of all vectors from bg whose coordinates are of the form ’7‘, k € Z. Then there is
areal constant ¢ > 0 such that for any natural number n <m with

1/p
1= |2 n >1
2¢ log (1 + ﬁ)
n
there exists a multivector y = (y1, ..., y,) such that for all x € b?’l
: [xll2 < F(x,y) < ) [lx]] (4.13)
X X X, x—F—IX . .
sym 2 VS

To prove it, we need to estimate the number of the elements of b;“ from above. It could be done
directly, but we prefer to use known results. Observe that the mutual £7 distance of the points in

b]’?’l is at least % Hence, if M;"’l = #bfg’l (i.e. the number of elements of blrf’l) is greater than 2"
for some natural number 7, then

1
enlid: € — €0)> 5. (4.14)

But, according to [53] and [15, Section 3.2.2], there is a constant ¢ such that

m 1/p
log (1 + —)
n

en(id:ﬁ’;—>£ro"0)<5 _— , I<n<m. (4.15)
n

Note that according to [65], this estimate is known to be even an equivalence if logm <n <m.
From (4.14) and (4.15), it follows that if

log (l + %) v

1 ~
—>c| —— ,

21 n
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then MZ” <2" < ¢". This, combined with Lemma 4.10 ensures the existence of the
multivector y.

Let b'! be as above and let b be a unit ball of £22. Let V"' = by' N (1b2) be the set of
all vectors in R” with the E?—quasi—norm at most one and with components in {0, :I:%}. Then we
claim that

1
by N (Ib@ = conv, (V") € conv(Vyh), (4.16)

where conv, (V' ’l) is the so-called p-convex hull of V' ! 'We refer to [18,19,25] for the notion of
p-convexity, p-extreme points and the quasi-convex variant of the Krein—-Milman theorem, which
gives the identity in (4.16). The inclusion is a simple consequence of the fact that p < 1.

To prove Lemma 4.9, we need to find N CC R"™ of codimension at most n such that for each
pointx € NN b’;’ we have ||x||2 gcl%—l.

Let y be one multivector with (4.13). We set

N ={x e R": F(x,y) =0}.

Letx € NNbjy andletx’ € b;'}’l be the closest point to x, hence ||x — x| oo < %.We setx” = x—x'.

Then

]

z 1— 2 _q
N2 <X - X"l * <127 (4.17)

It remains to estimate ||x’||,. This will be done by estimating the value of F(x’, y). The estimate

F(x',y) > 1112 (4.18)

1
8/m
follows from (4.13) and the fact that x’ € bg"l. On the other hand, because of x € N and F is
subadditive,

F(X'\)<F@,y)+ F&x"y) = F&",y). (4.19)

Forall ¥ e VIT’I C bg”l, we have

3
F(x,y><ﬁ||inz<3m—%z%—l (4.20)

and by subadditivity of F and (4.16), the same holds also for x” € b N (%b&)
We insert (4.20) into (4.19) and (4.18) and get ||x’||2<24lg’1, and together with (4.17),
Ixll <2512~ O

Following lemma follows from Lemma 4.9 by interpolation.

Lemma 4.11. Let 0 < p; < | and p1 < p2 <00. Then there is a real constant ¢ > 0 such that

11
min(py,2)  py

calid: €7 — ¢ — :
log (1 + —)
n

)<c 1<n<m < o0.

m
P2
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Theorem 4.12. Let —00 < 5o < 51 < o0 and 0 < py, p2, g1, g2 <00 with (2.8). Let Q C R4
be a bounded Lipschitz domain. Then (2.7) is compact and for n € N

_sl—sz+<¢_¢) either 2< p1 < pp<o0
~ 7l 71 23 . ~X ~X ’
cn(Zd) ~n - { or 0 < p2<p1<o0, 2D

cn(Zd) ~ n T if 0<pp < p2<2
1 1
51— 82 la_z

and  S—== > S BT (4.22)
P1 2
ﬁ(_mjLL_i)
cn(Zd)~n? a T if 1 <pr<pr<2
1 1
_ 1> ——
and L2 - p (4.23)
d 2 L _ 1
P 2
(_ﬂ_,_l_L) )
cn(Zd) ~n 4 T2 m if0<pr <2< pr<oo
— 1
and 2o 1o — (4.24)
P2
ﬂ(,ﬁ L,L)
cn(Zd)y~n? 4 hom if 1l <p<2<py<oo
1 1 S1— 82 1
and — — — < <1-—. (4.25)
P P2 d P2

Proof. As Gelfand numbers are multiplicative and additive s-numbers, we may invoke (2.12)
and restrict again to sequence spaces. Then, the method of the proof of Theorem 3.5 applies. The
estimates on the sequence space side are given by Lemma 4.2 and (4.2). This approach finishes
the proof in case 1 < py, py <00.

In the cases, when p; < 1 and/or py < 1, (4.2) and (4.3) fail and Lemma 4.2 does not provide

suitable estimates for ¢, (id: £}, — €7, ). Hence, we are forced to treat these cases separately.

(B) 4.21)if0 < pp<pi<ooand0 < py < 1,
Q) 4.22)if0 < p1 < pp<2and0 < p; < 1,

(®) (424)if0 < p; < land 2 < pp <oo.

Step 1: Proof of (&).

The proof of the estimate from below in (&) follows exactly as in the proof of Theorem 4.6
with Lemma 4.3 replaced by Lemma 4.8.

The estimate from above in (&) is provided by the corresponding statement about approximation
numbers, cf. Theorem 3.5 and (4.1).

Step 2: Proof of the estimates from below in (V) and (#).

If 1< pr <00, we use the estimate

cu(id: 0] — e’;}z)g lid: £ — E’;}l I -cn(id:é’;}l — E’;,Z) (4.26)

and if p» < 1, we use the estimate

en(id: 0 — €n )< |lid: €0 — O | - ey (id: € — ). (4.27)
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This leads to

1_ 1
2o if 2<pr <

cnlid: €2 — 2= " T if2sp2soe, (4.28)
nr2 Pt if 0 < pr<2

and the proof of the estimates from below included in (©) and (#) may be again finished as in
the proof of Theorem 4.6.

Step 3: Proof of the estimates from above in () and (#).

Again, the knowledge of the behaviour of ¢, (id: £%) — £7,)) is of a crucial importance. Lemma
4.11 contains already the necessary information and the proof can be finished using the standard
discretization method. [

5. Conclusion

In Theorems 3.5, 4.6 and 4.12 we gave an overview of the behaviour of approximation, Kol-
mogorov and Gelfand numbers of
Zd: B‘;,‘lql Q) — B‘;,quz (Q),

where Q is a bounded domain in R¢ with smooth (i.e. Lipschitz) boundary and the parameters
satisty

(i)
s]—s>d|l——— | .
P1 P2+

The reader has surely noticed that all the obtained results about the asymptotic decay of a, (Zd),
d,(Zd) and ¢, (Zd) do not depend on the fine parameters 0 < g1, g2 <oo. This is of course no
coincidence. The reason lies in the roots of the method we have used, namely in (3.7).
Nevertheless, the presented bounds from above and from below coincide in all “non-limiting”
cases. Unfortunately, this method has also its natural bounds. For example, if 0 < p; < 2 <
p2<ooand s; — sp = d max(l — %, %), then Theorem 3.5 fails to characterize the decay of

a, (Zd). One observes that in this case both (3.4) and (3.5) meet at n_%, but (in general) this is not
the exact speed of the decay of a,, (Zd). It was shown by Kulanin [33], that additional logarithmic
factors come into play. Their exact order seems to be unknown, but we believe that it depends
on g; and g;. So, for principle reasons, the decomposition method cannot be extended to this
“limiting” case.

Using the elementary embeddings (2.4), we conclude that all the results hold for Triebel-
Lizorkin spaces, Lebesgue spaces, Sobolev spaces, Bessel potential spaces and Holder—Zygmund
spaces as well.

For example, Theorem 3.5 may be stated in the framework of Bessel potential spaces and their
embeddings into C(Q2) and L, (Q).

Theorem 5.1. Let 1< p<o0,s > % and let Q C R? be a bounded Lipschitz domain. Then the
embeddings

Idl:H;,(Q) — C(Q), (5.1)

Zda: Hy(Q) — Loo(Q) (5.2)
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are compact and
s 1
an(Zdy) ~ ay(Tdy) ~n” "7 if 2< p<oo,

_so 11 1 1
a,(Zdy) ~ a,(Zdy) ~ n atrT2 if0<p< Zand:—l > — = max <l, —),
P 4

4

_sy ).z 1
an(Idl)%a,,(Idz)%n< "+1’) 2 ifl<p<2and—<2<l.
p
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Note added in proof

Recently, it was brought to our attention, that Gelfand numbers play an interesting role in
Compressed Sensing. For example, our Lemma 4.9 covers the contents of Theorem 1 in [66].
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Abstract. We consider the Triebel-Lizorkin spaces F:( ) q(_)(R") of variable smoothness and

integrability as introduced recently by Diening, H&st6 and Roudenko in [9]. Under certain regularity
conditions on the function parameters involved we show that
so(+) n s1() n
Fog(3aty B = Fyl(5 g0 (RY)
if
n
so(x) > s1(x) and so(x) — —— = s1(x) —
) = s1(x) ) o (@) (z) (@)

with embeddings of Sobolev and Bessel potential spaces included as special cases.
If irg (so(xz) — s1(x)) > 0 we recover also the analogue of the Jawerth embedding
zeR"

for all z € R"

50() n 510) n
Foo(Gao() R = Fl S g o (RY)

for any qo, q1-
The proofs are based on the decomposition techniques of [9] and work exclusively with the
associated sequence spaces f;(()) o)

1. Introduction

The interplay between smoothness and integrability constitutes one of the corner
stones of the theory of function spaces. It can be traced back as far as to Hardy and
Littlewood [17, 18], but the decisive breakthrough was achieved by Sobolev [33], who
proved the famous embedding

(1.1) W (Q) = Ly(),

where 2 C R" is a bounded domain with Lipschitz boundary, L,(€2) stands for the
usual Lebesgue space and W,"(€2) denotes the Sobolev space of functions with all
distributive derivatives of order smaller or equal to m bounded in the L,(£2) norm.
The crucial relation between the involved parameters m € N, 1 < p < n/m and
l<g<oois

1.2 =

(1.2) T n

During the last seventy years, many scales of spaces of smooth functions were defined
using various techniques (e.g. derivatives, differences, Fourier coefficients or Fourier
transform) with the corresponding analogues of (1.1) and (1.2) playing usually an
important role in most of the applications. Actually, it seems that any new scale

2000 Mathematics Subject Classification: Primary 46E35, 46E30.
Key words: Triebel-Lizorkin spaces, variable smoothness, variable integrability, Jawerth em-
bedding, Sobolev embedding.
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of spaces of smooth functions needs to exhibit some kind of interaction between
smoothness and integrability to be accepted by the mathematical audience.

In recent years there has been a growing interest in function spaces describing
local regularity properties of functions. The first spaces of this type are the spaces of
variable integrability, which were introduced by Orlicz [27] already in 1931 and stud-
ied in detail by Kovacik and Rékosnik [24] in 1991 together with the corresponding
Sobolev spaces of variable integrability. During 1990’s these spaces found appli-
cations in the study of variational integrals with non-standard growth, but it was
probably the work of Ruzicka [29, 30, 31| on electrorheological fluids what promoted
an enormous interest in these spaces. Since then, more than one hundred papers on
this topic appeared. We refer to [8] for a brief overview and an extensive collection
of references.

Another way how to describe the local properties of a function was outlined
already by Peetre in [28, p. 266] in Chapter 12 named “Some strange new spaces”
and resulted in the concept of 2-microlocal spaces, cf. [5] and [20]. Along a different
line of study, Leopold [25] introduced spaces of Besov-type with variable smoothness,
but constant integrability. This approach was further developed by Besov [3, 4].

The Sobolev embedding for the spaces with variable integrability was addressed
already by Kovacik and Réakosnik [24] and later on by Ruzic¢ka [31|. But their results
failed to cover the optimal exponent according to (1.1). Edmunds and Rékosnik
[10, 11| proved the optimal Sobolev embedding theorem under Lipschitz and Holder
continuity of the exponents, cf. also [13|. Finally, Diening [7| and Samko [32] showed,
that log-Holder continuity is sufficient.

The embeddings of Besov and Triebel-Lizorkin spaces of variable smoothness
were obtained by Besov [4] in a fairly general form. It seems that Leopold [26]
was the only one up to now who tried to connect the function spaces with variable
smoothness with spaces of variable integrability. Unfortunately, he also failed to
recover the optimal exponent.

The last step (up to now) was done by Diening, Hést6 and Roudenko in [9]. These
authors combined the concept of spaces with variable integrability of Orlicz, Kovacik
and Rékosnik with the concept of variable smoothness of Leopold and Besov (which
is in some sense very similar to the ideas of Peetre, Bony and Jaffard) and proposed
the function spaces of Triebel-Lizorkin type of variable smoothness and integrability,
cf. Definition 2.5. They proved (under some restrictions on the function parameters
involved), that these spaces include the Lebesgue and Sobolev spaces of variable
integrability and the spaces of variable smoothness as special cases. They proved
also a certain version of the atomic decomposition theorem, which is a well known
tool in the theory of function spaces of Besov and Triebel-Lizorkin type. Finally,
they proved an analogue of the usual trace theorem, which exhibits the interplay
between smoothness and integrability. The reader may consult also [12], [19] and
references given there for other versions of the trace embedding theorem for Sobolev
spaces with varying integrability.

Although mentioned on several places in [9] (and even in the abstract), the au-
thors have not presented any version of Sobolev embedding, which would not only
result in a generalization of (1.1) with (1.2) holding pointwise, but would (in the sense
described above) help to justify the existence of this scale of function spaces—at least
until this promising line of research finds any applications.
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Our aim is to fill this gap. In the frame of Triebel-Lizorkin spaces with constant
parameters, the following analogue of Sobolev embedding is true.

Theorem 1.1. (Jawerth, [21]) Let

(1.3) —00 <8 <S<00, 0<py<pr<oo, 0<g<oo
with
(14) So—ﬁzsl—ﬁ.
Do 4!
Then
(1.5) F;gﬁoo(R”) — F;ll’q(Rn).

The remarkable effect, which was first observed by Jawerth and which is in some
sense unique to the Triebel-Lizorkin spaces, is the improvement in the third fine
parameter ¢ > 0, which may be chosen arbitrarily small. Of course, (1.5) holds only
for ¢ = 0o if 59 = s1 (or, equivalently, py = p1). If the smoothness and integrability
parameters s and p become functions of x € R", then it seems to be appropriate to
assume that (1.4) holds pointwise, i.e.,

n

1.6 so(z) — —— =s1(r) — ——, z€R"
( ) 0( ) pO(l‘) 1( ) pl(x>
and if the improvement in the fine parameter is to be achieved, that also
1 1
1.7 inf — =n inf — > 0.
(1.7 ot (so(e) —si(@) =n ol (s = 5)

We prove that these “natural” assumptions (combined with appropriate regularity
conditions) are really sufficient. We show, that if s;(z) < so(z) and po(z) < pi(x)
with (1.6) and 0 < ¢(x) < oo for all z € R", then

SO(') n 51(’) n
(1.8) Fpo.a0) (B = B 65 gy (RY).
If also (1.7) is satisfied, then even

s0(-) n s1() n
o0 (B = Fo 400 (RY)

holds.

2. Preliminaries

Let S(R™) be the Schwartz space of all complex-valued rapidly decreasing, in-
finitely differentiable functions on R™ and let S’(R"™) be its dual—the space of all
tempered distributions. For f € S'(R"™) we denote by f = Ff its Fourier transform
and by fY or F~lf its inverse Fourier transform. We give a Fourier-analytic defi-
nition of Triebel-Lizorkin spaces, which relies on the so-called dyadic resolution of
unity. Let ¢ € S(R™) with

(2.1) plx)=1 if Jz|<1 and ¢(z)=0 if |z|> ;

We put ¢y = ¢ and p;(z) = p(2772) — (277 1z) for j € N and 2 € R™. This leads
to the identity

Zcpj(x) =1, zeR"
=0



532 Jan Vybiral

Definition 2.1. Let s € R, 0 < p < 00, 0 < ¢ < oo. Then F; (R") is the
collection of all f € S’(R™) such that

(22) 1117501 = | (Z 29, )V ()1 )I/qup<R”>

<

(with the usual modification for ¢ = o0).

Remark 2.2. (i) These spaces have a long history. In this context we recommend
[28, 34, 35, 37| as standard references. We point out that the spaces F, (R") are
independent of the choice of ¢ in the sense of equivalent (quasi-)norms. Special cases
of this scale include Lebesgue spaces, Sobolev spaces and inhomogeneous Hardy
spaces.

(ii) Interchanging the order of L, and ¢, norm in (2.2) would lead to the Fourier-
analytic definition of Besov spaces. Unfortunately, they seem to be less convenient
for describing local regularity properties of distributions, because they lack the so-
called localization principle, cf. |35, Theorem 2.4.7|. Hence (also in correspondence
with [9]) we study only the F-scale.

Next, we introduce the Lebesgue spaces of variable integrability.

Definition 2.3. Let p: R® — (0,00) be a measurable function. Then the
space Ly (R") consists of all measurable functions f: R" — [—o00,00] such that
1Ly (R”)H < 00, where

2\ @)
1@ =t 0: [ (2D s <y

is the Minkowski functional of the absolutely convex set {f : [, | f(z)[P®) dz < 1}.

Remark 2.4. (i) One could also consider (and it was done so already by Kovacik
and Rékosnik in [24]) that p(z) = oo on a set of a positive measure. But Definition 2.3
is already sufficient for our purpose, cf. also Remark 2.6.

(i) If p(z) > 1 for all x € R™, then L,.)(R") are Banach spaces. To ensure, that
Lyy(R™) are at least quasi- Banach spaces we assume that

~ = inf .
p- = inf pr) >0
The generalization of Definition 2.1 to the setting of variable smoothness and
integrability as it was given by [9] is surprisingly simple.
Deﬁnition 2.5. Let —0o < s(x) < 400, 0 < p(x) < 00, 0 < g(z) < oo. Then

£ ,(R") is the collection of all f € S(R") such that

p()tz(

< 00

1/q(-)
23)  IIE9,( R”||—H(Zzﬁ Ol(p, ) <>|q) L (R™)

(with the usual modification for ¢(x) = 00).

Remark 2.6. This definition introduces the Triebel-Lizorkin spaces of variable
smoothness, integrability and summability under almost no conditions on s(-), p(-)
and ¢(-). Unfortunately, these spaces may depend on the choice of the function ¢
as described in (2.1). This is the case already when s and ¢ < oo are constant and
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p = oo. We refer to [34, Chapter 2.3.4| for a detailed discussion of related aspects.

So, a first natural restriction seems to be the condition
+

p" = sup p(z) < oc.
zeR?

Together with Remark 2.4(ii) this leads to
(2.4) 0<p = inf p(z) <p(z) < sup p(z) = p" <oo, z€R"

Next we present the regularity assumptions of [9].

Definition 2.7. Let g be a continuous function on R™.
(i) We say, that g is 1-locally log-Hdélder continuous, abbreviated g € Cio_gloc(R”),
if there exists ¢ > 0 such that
c

e+ 1/[lz = ylle)

Here, ||z]|coc = max{|z1|,...,|2zs|} denotes the maximum norm of z € R™.
(ii) We say, that g is locally log-Hélder continuous, abbreviated g € C’llgf(R”), if
there exists ¢ > 0 such that

l9(x) = g(y)| < o for all ,y € R" with ||z — yle < 1.

C
<
~ log(e +1/]z —y|)

(iii) We say, that g is globally log-Hélder continuous, abbreviated g € C'°8(R™),
if it is locally log-Ho6lder continuous and there exists ¢ > 0 and g, € R such that

l9(z) — g(y)] . z,y € R

c n
9(0) = gl € s T ER
Remark 2.8. (i) The conditions (ii) and (iii) are overtaken literally from [9] and
we shall need them only for the transference of our results from sequence spaces to
function spaces. It is the less restrictive condition (i), which we shall involve in our
proofs.
(ii) The condition (i) is very similar to the original condition of Diening used in
[6] to show the boundedness of the maximal operator.

We shall use the property (i) in the form formulated in next Lemma. We leave

out the trivial proof.
Lemma 2.9. Let g € C°%__(R"). Then there exists a constant ¢ > 0 such that

for every j € Ny and every z,y € R" with ||z — y||sc < 277 the following inequalities

hold:
1 < 9-119@)~9W)| < 9i(9(®)=9w) < ilatx) =9l < .

o

Definition 2.10. (Standing assumptions of [9]) Let p and ¢ be positive functions
on R" such that %,% € C"%(R") and let s € C\%(R™) N L™(R") with s(z) > 0 and
let s(z) have a limit at infinity.

Remark 2.11. (i) Let us note, that the standing assumptions imply in particular
(2.4) and a similar chain of inequalities for ¢(z).

We introduce the sequence spaces associated with the Triebel-Lizorkin spaces of
variable smoothness and integrability. Let j € Ny and m € Z". Then @);,, denotes
the closed cube in R™ with sides parallel to the coordinate axes, centered at 277m,
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and with side length 277. By xjm, = XQ;.. We denote the characteristic function of

Q. If

—00 < s(x) < 00, 0 < p(x) < 0o and 0 < g(z) < oo for all x € R™, we define

1/q(:)
Wl = H(Zzws 1O xm<>) Ly (RY)

7=0 meZn

Z Z 29t |’7]m|XJm()

7=0 meZn

(2.5)

pottao)||

Establishing the connection between the function spaces F ( (R”) and the

sequence spaces fp(.) o) Was the main aim of [9]. Following [14] and [15], these

authors investigated the properties of the so-called ¢-transform (denoted by S,) and
obtained the following result.

Theorem 2.12. Under the standing assumptions of |9
[Flavsom (R")II ~ S f 1o oo
with constants independent of f € F o (R").

Remark 2.13. (i) The assumptlons on s in the Theorem 2.12 seem to be too
restrictive. It seems, that several authors now try to prove similar results also for
s(x), which are not necessarily positive or convergent at infinity. We refer at least to
[23]| and [39].

From this reason we formulate the theorems of embeddings of sequence spaces
under minimal assumptions, which shall really be needed in the proof. If later on
any improved version of Theorem 2.12 should appear, the results may then be easily
taken over.

(ii) We shall use only a corollary of Theorem 2.12, namely that (under the stand-

ing assumptions) the space F (() (R”) is isomorphic to a subspace of f o) via

the S, transform.

3. Main results

First, we state the results in the form of embeddings of sequence spaces under
those assumptions really needed in the proof. Later on, we combine those with the
standing assumptions of [9] and obtain similar results also for the embeddings of
function spaces. Finally, we state separately the embeddings of Sobolev and Bessel
potential spaces.

Theorem 3.1. Let —oco < s1(z) < so(z) < 00, 0 < po(z) < pi(z) < oo for all
r € R" with 0 < p; < p; <pf < oo and

n n
s0(x) — —— =s1(x) — ——, z€R"
ole) po(x) (@) pi(z)
Let q(z) = oo for all z € R" or 0 < ¢~ < ¢q(x) < oo for all x € R" and SOapLo <
C%8 _(R™). Then

s0(-) s1(+)
Joo0ra) = Tor(y.at)-
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Proof. Step 1. q(x) = oo for all x € R™. We set
(3.1) h(z) = sup 270 |y, [ jm(x), =€ R

J?m

Here, and later on, the supremum is taken over all j € Ng and m € Z". Then by
(2.5),

(3.2) V15256 o1 = 1P Loy (RT)]

and trivially

(3.3) 27500 || < h(z), @ € Qjm,

which leads to

(3.4) 1Yjm| < lgf 2790@n(x), j €Ny, me L

Using consequently (2.5), (3.4) and Lemma 2.9 for s, we may estimate

IV sl = | 5P 27 i [ X (2) | Ly, (o (RT)
J,m

< Sup2js1(x)( inf 2—j50(y)h(y))ij(x)‘[/pl(.)(Rn)‘
§,m YEQjm

_ Sup2j(s1(x)—so(a:))< inf Qj(so(x)—so(y))h(y)>ij(x)|Lpl(.)(Rn)"
j,m yEQjm

<c Sup2jn(l)11(a:)_1’01(€t))< inf h( ))ij(l'”Lpl()(Rn) ‘
j,m YEQjm

Let A_; C R" stand for those =, where

(3.5) suijn(z’ll(I)_ml(I))< inf h(y ))ij(a:) =0.

7m yEng

For each z € R™ \ A_; we denote by J = J, € Ny the smallest non-negative integer
such that

sup2” (55 55) ((int b)) (@)

j,m yeQ]m

(3.6) ()
<2.2""m w® <mfh ) ().
< 3 (,dgf, o) pam)

We may assume, that for almost all z € R" the left-hand side of (3.5) is finite.
Otherwise h(x) = oo on a set of positive measure and there is nothing to prove.
Furthermore, we denote by A; C R” those x with J, = J € Nj.

Let A > 0 be a positive real number such that

h(x))po < )po(w)
LS
po)
. (e
J 0 mezn Y A1NQum A
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We set
inf h(y)

yEQjm

hjm = #7
and show, that there is a constant C' > 0 such that

j €Ny, mezn

( 1 1 ) p1(@)
/ <C’_1 sup 27" \P1@ " po@ hjmxjm(x)> dor < 1.

j?m

We split the integration over R™ into integrals over A; and use (3.6).

‘<1_1) p1(x)
ot st

J,m

S p1(z)

5 (i)
(38) J;O J mezn pl(x)

-2 /A <<C/2)12Jn(p11(z>_p()lm)th> Xom(2) dx

J=0 meZn J
- Z Z / (C/2)*pl(x)2‘]n(1—%)hg;gx)dx

J=0mezn Y ArNQim

Let us fix (J,m) € Ny x Z". We shall distinguish two cases.
1. case: hy, < 1. Then (as po(z) < p1(x))

2Jn(1—§(1)—§’;§) <1

and
(x) (z)
W) < 1.
Hence for C' > 2 we obtain

/ (C/2) @ (1=5E) ) gy < / Wy da
AjNQrm AjNQrm

po(x)
()
ArNQym A
2. case: hy, > 1. Then

po(z) -
12/ (—h(x)) dx 2/ W dy > 2’J"h§?’n,
A
QJm QJm

inf z) > 0. Hence
meQJmp0< )

(3.9)

where pJ™ =

(3.10) 1< hyp < 27797

We rewrite the integrals in (3.8) as

1_p1(1‘)

/ (C/Q)*pl(x)QJn( PO(E)) hj;lw(;p)dm
AJmQJm

(3.11)

- / (C/2)™™ (m)QJn(leégg ) h?n(la;)_po(m) h%x)dx
AgNQrm ~ .,

(*)
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and show that the estimate (x) < 1 for C' > 2 large enough and = € @, finishes
immediately the proof. By (3.9) and (3.11) combined with (x) <1 and (3.7)

J= Omezn (Jvm):thgl (J:m):h\]m>1

/ ( )po(x) Z =)
dx + / R dx
(Jm AsNQym (Jym):hgm>1 AjNQym

po(x)
/ ( ) dr < 1.
J 0 mezn Y A1NQm

Hence, it remains to prove that (x) <1 for all z € Q,. By (3.10), it is enough to
show that

py(z Jn. PL@)—Po(@)
po(z ) .9 pg™ <1

(C/2)*p1<w>2J"(1*

or, equivalently,

p‘ofm po(x)

ot (2)— e ()] [ — 1
2J [p1(z)—po(z)]-[ J < (0/2)171(90)

Using Lemma 2.9 for pio (with constant 29 ), this follows from
o3t ees < /.
As0<1— Ewg < 1, we may choose C' = 2m¢log ™1 > 2,
Step 2. 0 < q(z) < oo for all z € R™. Let A > 0 be a positive real number with

pol@)/a(@)
(3.12) / Z 3 @@y ) ety (x)) N |

7=0 meZn

We have to show that there is a constant C' > 0 independent of {v;,,}, such that

1(z)/q(x)
(3.13) / ZZ%W(% 1N Ty (@) e <1

7j=0 meZn

We show, that under (3.12) the following inequality holds for almost all z € R”

s1(x)q(x h/m‘( pl(x)
(ZZQJ1()Q() ])()x (@)

7=0 meZn

s h/m| po(z)
< (30 3 e Ly

7=0 meZn

Obviously, (3.14) implies (3.13).
For almost every x € R"™ and every j € Ny, there is exactly one m = m(j) € Z"
such that x € Q;m(;). We fix one such an z. Then (3.14) reads like

22]81 (z)g(z) w ‘q ( )—q(w)

(3.14)

(3.15)

(e 9]

S(Zzﬂso QI |Q(w))\f1(z))p0($)/p1($).

J=0
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We set

and rewrite (3.15) once again. It now becomes

= (@)/p1(2)
(316> szn pl(w) PO(I))q(:C (OCJ/C (ZO{ )pO p1 .

7=0 7=0
Using (3.12) and Lemma 2.9 for so, we get

po(y)/a(y)
) d

1> / <2jso(y)q(y) |%’,m(j) |q(y))\—q(y) y
Q

7,m(J)

po(y)

/ (”O Vim()| A~ ) dy
Qj,m(5)
po(y)

:/ <2](30(y) so@)giso@|n, Wl) dy
Qj.m(5)

I
—
)
L

<0
~—
bS]
S
S
U
<

If ca; > 1, we may further estimate
—in infoeq, .. po(2)
1>277 (caj) 3m(3) 7

or, equivalently,

in

in in .
in z) x _Jn
<3‘17) ca; <2 fzer’mU po(2) 2p0(x)2 Qi) po(2)  po(z) < OYE)

and this estimate holds true also if ca; < 1.

If Za;’(x) < 1, then (3.16) follows by monotonicity and py(x) < pi(z) for any
=0

C>1 1If Za;’.(x) = 00, then there is nothing to prove. In the remaining case

1< Z a ) < 00 we find a non- negative integer J € Ny such that

Jng(z) (J+1)nq(=z)

(3.18) 2P0 < a a(x) <2 n@
7=0
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We split the sum over j € Ny into two parts, apply (3.17) in the first part and use
the inequality po(z) < pi(z) together with (3.18) in the second part.

S an(ﬁ—ﬁ)qmag(x)
=0

J 1 1 © 1 1
:Zan(m—m)q(%g(m 3 an(m—m)qma?(x)

Jj=0 j=J+1

J

<y o (it st ) 1) 9 5 4 gHn n(55t5 0t ) a@) } : a!@
J=0 j=J+1
J

ing(x) (J+1)ng(x) (2) o LEDne@)

< 1) 2m@ +2 me < AP2Tm®
=0
ng(x) o0 po(=) (e%e] po(z)

< 01( ) 91 (0) <§ a?($)> p1(@) < @) <§ :ag(r)> p1(x)

=0 j=0

In the last line, we used 0 < p; < pi < oo and again (3.18). This finishes the proof
of (3.16) and consequently of the whole Step 2. O

Theorem 3.2. Let —o0o < s1(x) < so(z) < 0o and 0 < po(z) < p1(x) < oo for
allz € R™ with 0 < p, < p{ < oo,

So(z) — o) = s1(x) — () reR"
and
(3.19) ci= inf (sofe) — s1(a) = n inf (poa) _ pix)) >0,

Let 80, - € C\%8._(R™). Then, for every 0 < q < 0o,

s0(*) s1(°)
Tootr00 = o0
Proof. We use again the notation of (3.1)-(3.4).

1/q
o H—H( Zzﬁﬂﬂqwjmwxjm(x)) Ly (R

7=0 meZn ‘

(f: S wn( ing 2wy ))qxjm(x)>” Ly (RY)

(3.20) | 9=0mez" YEQim

IN

< (Z Z 9i(s1(x )q< inf 9d(s0()—s (y))h(y)>qxjm(x)>1/q|Lp1(,)(R")"
7=0 meZnr YEQjm
S IEACERT =T ) "
<ell(X X 2wt hw) xon(@) Lo @)

7j=0 meZn
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Let again A > 0 be a positive real number, such that

(3.21) /n(@y(’(mdx <1

For almost every x € R™ and every j € Ny there is exactly one m = m(j) such that
T € Qjm(j)- Fix one such x € R™ and set

inf  h(y)
o = YEQ;)m(j)
J A
Then {a;}52, is a non-decreasing sequence of non-negative real numbers with o :=
h(z
lim o < Q
j—00 A

Let first @« < 1. Then we use the monotonicity of {a;}, (3.19) and obtain for
C1 2 (1 _ 2—neq)—1

o p1(®)/q oo p1(z)/q
(Z C’_q2jn(m?z)?0?z))qa?> < (Z O_q2jn(p1ir)z?ol(r))qaq>
=0

j=0

(3.22)

A

° pi(z)/q
= <Z C’qun(pll(x)_pOl(x))Q> Lo (@) < o) < (h(x))po(x).
j=0

Let us now consider the case a > 1. By (3.21), we get

h ()
1 2/ (—(x)>p0 dx 2/ oc?o(m)dx.

7,m(J)

If a; > 1, we may further estimate

1> ijnalflfye%,mm po(y)
pe— ] .

We apply Lemma 2.9 for - to obtain an analogue of (3.17)

Jjn . jn jn

in _Jn in - T in
(3.23) a; <2 WeQimi MW _ 9m@ . MmO < Clog 270

and this estimate holds true also for a; < 1.
We show, that for C' > 0 large enough (cf. (3.16))
(3‘24) ZC’_QQj (m(:v) po(x))q q < a{ﬁo((;))

§=0

As a = oo implies h(x) = oo and this happens only for a set of z € R™ with measure
zero, we may choose for almost every z € R™ a non-negative integer J € Ny such
that

(3.25) 21)0(%) <a< 2(;;(;))”
and split
o0 J [e%9)
ZC q21n<l’1(z) po(z) Z Z
3=0 3=0 j=J+1
——

1 11
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By (3.23) and (3.25)

J J

jng __ing jng 1 (J+1)ng Jng apo (z)

= E C7992p1(@) . 2 pola) . 0531. < E quclogQM(r) < ¢ 2 @ < 2@ < grile)
Jj=0 Jj=0

The monotonicity of {a;} and (3.25) lead to
[o.¢] o
. 1 1 . 1 1
1< E QJ"(‘m(z’)"po@)qag(]—q < aiC™1 E 23”(71@’)70(5))(1

< aqc_qQJn(ﬁiﬁ)q < OﬂC—Q(a}?o(z)Q—n) (ﬁ—pol(wﬂq
(

apo(z) 11 z
= o P1(®@) C_an(po(w) P1(Fc))q < ¢ r1(®)

This finishes the proof of (3.24). Now (3.20), (3.22), (3.24) with (3.21) gives
)

Mt all < Cliv e 1 0

Remark 3.3. The original proof of Jawerth of Theorem 1.1 used the technique
of a distribution function, which fails for L,.)(R"). Another proof was given by
Johnsen and Sickel [22| and relied on an inequality of Plancherel-Polya—Nikol’skij
type. Its classical proof |34, Chapter 1.3| is based on dilation arguments and (at
least to our knowledge) there is still no analogue of these inequalities for L,.(R")
up to now.

Our proofs of Theorems 3.1 and 3.2 were motived by [38]. An essential tech-
nique used there was the concept of non-increasing rearrangement. Unfortunately, it
fails completely in the case of variable integrability exponents po(z) and pi(x). To
avoid this obstacle, we had to employ the somehow artificial inequality (3.24)—or its
analogue (3.16). To motivate this step, let us consider the interpolation inequality
between Lorentz spaces

(3.26) 11 Lp1.0 (0, DI < €11 Lo (0, DI - [ Lo (0, 1]
with / p
1 1-—
O<po<pi<oo, —=—+4+— 0<b<1
b1 Po oo

and its discrete version

> S B | ) ie . . 1-20 . bo
SR pem)  <e(aprrinrem) E (ap rem)E
= j€No j€ND
We refer to [2, Chapter 2| as a standard reference for non-increasing rearrangements
and to |2, Chapter 4.4] for the notation connected with Lorentz spaces. We leave the
details to the reader. The reader may also observe some similarities between (3.26)
and the inequality (4) of [22].
Using Theorem 2.12, we obtain immediately following
Theorem 3.4. Let sq, s1,p0,p1 and g be continuous functions satisfying the
standing assumptions of [9]. Let so(z) > s1(z) and po(x) < pi(z) for all z € R"
with
reR".
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Then
Fo iy R = Fil) (R,

po(),a() p1

We denote by sz(_)(R") the Sobolev space of functions form L,.)(R"), such that
all its distributional derivatives of order smaller or equal to k exist and belong to
Lyy(R™). Furthermore, we introduce the Bessel potential spaces of variable integra-
bility introduced by Almeida and Samko [1] and by Gurka, Harjulehto and Nekvinda
[16]. Let o € R and let B® = F~1(1 + |£[>)77/2F be the Bessel potential operator.
We set

bR ={B7f: f € Ly,(R")}

and equip this space with norm |[[f|L7 \(R")|[ = [|B™7 f|Lp,)(R")]|-

Let p € C'°5(R") with 1 < p~ < p* < oo and o € [0,00). It was shown in
[9, Theorem 4.5] that Fy ) ,(R") = L7 (R") in the sense of equivalent norms. If
moreover o € Ny, then F;(-)Q(Rn) = W];’(.)(R").

Hence setting ¢ = 2 implies embeddings of Bessel potential spaces.

Theorem 3.5. Let 0 < s; < 59 < oo and pg,p1 € C'8(R") with 1 < p; <
po(z) < pi(z) < pf < oo for allx € R™. If

n

po(z)

J— n
So — =51 — r e R",

pi(x)’
then
Ly (R?) = Ly 5 (RY).
If sy € Ny, then L:(.)(R”) may be replaced by W;;(_)(R”) and similarly for sg.
Remark 3.6. Let us only mention, that if 1 < p~ < p* < oo, then p € C'8(R")
if, and only if, ]lp € C°8(R™). So the standing assumptions on py and p; are satisfied
and the proof becomes trivial.

Theorem 3.7. Let sg, s1, o, P1, o, ¢1 be continuous functions satisfying the stand-
ing assumptions of [9] with

so(z) — 0@ = s1(x) — (D) reR"
and X .
A (s0(@) = s1(@)) = ”xi&{n(po(x) - pl(a:)> >
Then

50(') n 81(') n
ooy B = () (BY)-

po(+),q0 p1(),q
Proof. By monotonicity and using Theorem 3.2, we obtain

so(") so(") s1(-) s1(-)
Fooa00) 7 Toothoo 7 Fniyar 7 Foiae)
and Theorem 2.12 finishes the proof. O

Finally, we may combine our embedding results with the trace results of [9] and
obtain the following Sobolev embeddings for traces. We state it for Sobolev spaces,
but a similar assertion holds also for Bessel potential spaces and Triebel-Lizorkin
spaces.
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Theorem 3.8. Let k€ N and 1 < p~ < p* < ¢ with 113 € C'°5(R™). Then
Wiy (R") = Liznyo (R™).
Proof. By Theorem 3.13. of [9], we have

1

k n k_m n—1
tr Woty (R") = iy piny (R™),
which may be combined with Theorem 3.7
o] n— n— n—
iy iy (R") = Fy o(R™) = Ly (R™)
for p(-) given by
1 n—1 n-1
p(-)  p() pi)
This finishes the proof. O
Acknowledgement. 1 would like to thank Lars Diening, Peter Hésto and the
anonymous referee for their comments, which helped to improve the paper.
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Abstract

We provide non-smooth atomic decompositions for Besov spaces pr, q R™),s>0,0<p,qg < oo, de-
fined via differences. The results are used to compute the trace of Besov spaces on the boundary I" of
bounded Lipschitz domains §2 with smoothness s restricted to 0 < s < 1 and no further restrictions on the
parameters p, g. We conclude with some more applications in terms of pointwise multipliers.
© 2012 Elsevier Inc. Open access under CC BY-NC-ND license.
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0. Introduction

Besov spaces — sometimes briefly denoted as B-spaces in the sequel — of positive smoothness,
have been investigated for many decades already, resulting, for instance, from the study of partial
differential equations, interpolation theory, approximation theory, harmonic analysis.

There are several definitions of Besov spaces va’ q(R”) to be found in the literature. Two of
the most prominent approaches are the Fourier-analytic approach using Fourier transforms on
the one hand and the classical approach via higher order differences involving the modulus of
smoothness on the other. These two definitions are equivalent only with certain restrictions on
the parameters, in particular, they differ forO < p <l and 0 <s < n(% — 1), but may otherwise
share similar properties.
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In the present paper we focus on the classical approach, which introduces B;’ q (R™) as those
subspaces of L ,(R") such that

l dt Va
171850 ()], = 1712 (®)] + ( [rstancrng 7)

0

is finite, where 0 < p, g < 00, s > 0,7 € N with r > s, and w,(f, t), is the usual r-th modulus
of smoothness of f € L,(R").

These spaces occur naturally in non-linear approximation theory. Especially important is the
case p < 1, which is needed for the description of approximation classes of classical methods
such as rational approximation and approximation by splines with free knots. For more details
we refer to the introduction of [7].

For our purposes it will be convenient to use an equivalent characterization for the classical
Besov spaces, cf. [16], [43, Sect. 9.2], and also [33, Th. 2.11], relying on smooth atomic decom-
positions. They allow us to characterize Bj, , (R") as the space of those f € L,(R") which can
be represented as

f =Y Ajmajmx), xeR", (0.1)

Jj=0meZ"

with the sequence of coefficients A = {X; ,, € C: j € Ng, m € Z"} belonging to some appropriate
sequence space b;,_y 2 where s > 0, 0 < p, g < 0o, and with smooth atoms a; ,, (x).

It is one of the aims of the present paper to develop non-smooth atomic decompositions for
Besov spaces B‘;) q(]R"), cf. Theorem 2.6 and Corollary 2.8. We will show that one can relax
the assumptions on the smoothness of the atoms a; », used in the representation (0.1) and, thus,
replace these atoms with more general ones without loosing any crucial information compared
smooth atomic decompositions for functions f € Bj,’ q (R™).

There are only few forerunners dealing with non-smooth atomic decompositions in function
spaces so far. We refer to the papers [42,25,4], all mainly considering the different Fourier-
analytic approach for Besov spaces and having in common that they restrict themselves to the
technically simpler case when p = g. Our approach generalizes and extends these results and
seems to be the first one covering the full range of indices 0 < p, g < co. The reader may also
consult [30] for another generalization of the classical atomic decomposition technique using
building blocks of limited smoothness.

The additional freedom we gain in the choice of suitable non-smooth atoms a; ,, for the
atomic decompositions of f € Bj, /(R") makes this approach well suited to further investigate
Besov spaces B, /(£2) on non-smooth domains §2 and their boundaries I". In particular, we
shall focus on bounded Lipschitz domains and start by obtaining some interesting new properties
concerning interpolation and equivalent quasi-norms for these spaces as well as an atomic de-
composition for Besov spaces Bj, ,(I"), defined on the boundary I" = 952 of a Lipschitz domain.

But the main goal of this article is to demonstrate the strength of the newly developed non-
smooth atomic decompositions in view of trace results. The trace is taken with respect to the
boundary I" of bounded Lipschitz domains §2. Our main result reads as

s+ s
TrB,,/ (2) =B, (),
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wheren >2,0<s < 1,and 0 < p, g < oo, cf. Theorem 4.11. Its proof reveals how well suited
non-smooth atoms are in order to tackle this problem. The limiting case s = 0 is also considered
in Corollary 4.13.

In the range O < s < 1, our results are optimal in the sense that there are no further restrictions
on the parameters p, ¢g. The fact that we now also cover traces in Besov spaces B;',’ q(R") with
p < 1 could be of particular interest in non-linear approximation theory.

Moreover, as a by-product we obtain corresponding trace results on Lipschitz domains for
Triebel-Lizorkin spaces, defined via atomic decompositions.

The papers [32] and [33], dealing with traces on hyperplanes and smooth domains, respec-
tively, might be considered as forerunners of the trace results established in this paper. Neverthe-
less, the methods we use now are completely different.

The same question for s > 1 was studied in [19]. It turns out that in this case the func-
tion spaces on the boundary look very different and also the extension operator must be
changed. Moreover, based on the seminal work [18], traces on Lipschitz domains were studied
in [21, Th. 1.1.3] for the Fourier-analytic Besov spaces with the natural restrictions

n—1

n

1
(n—l)max(——l,O) <s<1 and <p. 0.2)
4

Our Theorem 4.11 actually covers and extends [21, Th. 1.1.3], as for the parameters restricted
by (0.2) the Besov spaces defined by differences coincide with the Fourier-analytic Besov spaces.

In contrast to MAYBORODA we make use of the classical Whitney extension operator and the
cone property of Lipschitz domains in order to establish our results instead of potential layers and
interpolation. Moreover, the extension operator we construct is not linear — and in fact cannot be
whenever 0 < s < (n — 1) max(L —1,0) — compared to the extension operator in [21, Th. 1.1.3].
Let us recall that the importance of non-linear extension operators is known in the theory of
differentiable spaces since the pioneering work of Gagliardo [13], cf. also [2, Chapter 5].

Finally, we shall use the non-smooth atomic decompositions again to deal with pointwise
multipliers in the respective function spaces. Let B;’ g.selfs (R") denote the self-similar spaces
introduced in Definition 5.1 and M (B‘;)’ q (R™)) the set of all pointwise multipliers of B‘;’ q (R™).
We prove for s > 0, 0 < p, g < oo in Theorem 5.4 the relationship

U B;,q,selfs (]Rn) C M(B;,q (Rn)) — B;,q,selfs (Rn)' (0'3)

ag>s

Additionally, if 0 < p < 1, one even has a coincidence in terms of M (B;’ » R") = B‘;’ poselfs (R™).
Our results generalize the multiplier assertions from [42] to the case when p # g. Moreover, they
extend previous results to classical Besov spaces with small parameters s and p. In this context
we refer to [22-24], where pointwise multipliers in Besov spaces with p,g > 1 and p = g were
studied in detail.

We conclude using (0.3) in order to discuss under which circumstances the characteristic
function x¢ of a bounded domain £2 in R" is a pointwise multiplier in B, , (R") — establishing
a connection between pointwise multipliers and certain fundamental notion of fractal geometry,

so-called h-sets, cf. Definition 5.6. In particular, if a boundary I" = 942 is an h-set satisfying

00 .
h(2—J q/p
sup ZZ""" (%2"") < 00,
jeNo kg h(2777F)
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where 0 > 0,0 < p < 00, and 0 < g < 0o, then Theorem 5.8 shows that

X € Bg,q,se]fs (Rn)

The present paper is organized as follows: Section 1 contains notation, definitions, and pre-
liminary assertions on smooth atomic decompositions. The main investigation starts in Section 2,
where we construct non-smooth atomic decompositions for the spaces under focus. Afterwards
Section 3 provides new insights (and helpful results) concerning function spaces on Lipschitz
domains and their boundaries. These powerful techniques are then used in Section 4 in order to
compute traces on Lipschitz domains — the heart of this article. Finally, we conclude with some
further applications of non-smooth atomic decompositions in terms of pointwise multipliers in
Section 5.

1. Preliminaries

We use standard notation. Let N be the collection of all natural numbers and let Ng =
N U {0}. Let R" be euclidean n-space, n € N, C the complex plane. The set of multi-indices
B=(@B1,...,Bn), Bi €Ng,i=1,...,n, is denoted by N7, with |8] = B; + --- + By, as usual.

Moreover, if x = (x1,...,x,) € R" and B8 = (B1, ..., Br) eNg Weputxﬂ =xi31 ~--x,§".
We use the symbol ‘<’ in

ar Sbe or 9(x) SY(x)

always to mean that there is a positive number ¢ such that

ar <ciby or px) <cy(x)

for all admitted values of the discrete variable k or the continuous variable x, where {ay }«, {br }x
are non-negative sequences and ¢, V¥ are non-negative functions. We use the equivalence ‘~’ in

ap~br or @x)~y¥(x)
for
ar by and bp Sap or @x) Sv(x) and Y(x) S e(x).

If a € R, then a :=max(a, 0) and [a] denotes the integer part of a.

Given two (quasi-) Banach spaces X and Y, we write X < Y if X C Y and the natural
embedding of X into Y is continuous. All unimportant positive constants will be denoted by c,
occasionally with subscripts. For convenience, let both dx and | - | stand for the (n-dimensional)
Lebesgue measure in the sequel. L,(R"), with 0 < p < oo, stands for the usual quasi-Banach
space with respect to the Lebesgue measure, quasi-normed by

1

Iieo@)] = ( [lrole)’

Rn
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with the appropriate modification if p = co. Throughout the paper £2 will denote a domain in R”
and the Lebesgue space L ,(§2) is defined in the usual way.

We denote by CX(R") the space of all K-times continuously differentiable functions f :
R" — R equipped with the norm

| £1C* (R") ]| = max sup |D*f(x)].
| <K xeRr
Additionally, C*°(R") contains the set of smooth and bounded functions on R”, i.e.,

C®(R") == [ C¥(R"),

KeN

whereas C;°(R") denotes the space of smooth functions with compact support.
Furthermore, B(xg, R) stands for an open ball with radius R > 0 around xp € R",

B(xo, R) ={x e R": |x —xo| < R}. (1.1)

Let Q;» with j € Ng and m € Z" denote a cube in R" with sides parallel to the axes of coordi-
nates, centered at 2~/ m, and with side length 2-J*! For a cube Q in R” and r > 0, we denote
by rQ the cube in R" concentric with Q and with side length r times the side length of Q.
Furthermore, x; ,, stands for the characteristic function of Q; ;.

Let G C R" and j € No. We use the abbreviation

ZG’j = Z , (1.2)

mez" meZ", Q. mNG#D
where G will usually denote either a domain £2 in R” or its boundary I".
1.1. Smooth atomic decompositions in function spaces
We introduce the Besov spaces By, ,(£2) through their decomposition properties. This pro-
vides a constructive definition expanding functions f via smooth atoms (excluding any moment
conditions) and suitable coefficients, where the latter belong to certain sequence spaces denoted

by b;’ p (£2) defined below.

Definition 1.1. Let 0 < p, g < 00, s € R. Furthermore, let 2 C R" and A = {A; , € C: j € Ny,
m € Z"}. Then

© 2. a/p 1/q
b;,qm):{A: |55, ()| = (ZZ“S‘?”( o M,-,mV’) ) <oo}
j=0 meZ

(with the usual modification if p = co and/or g = 00).

_ . . ) . 2,j
?er;lark 1.2. If 2 =R", we simply write b), . and 3, instead of b), ,(£2) and ), "/, respec-
ively.
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Now we define the smooth atoms.

Definition 1.3. Let K € Ny and d > 1. A K-times continuously differentiable complex-valued
function a on R” (continuous if K = 0) is called a K -atom if for some j € Ny

suppa CdQj,, forsomem eZ", (1.3)
and
|D%a(x)| <2V for |o| < K. (1.4)
It is convenient to write aj , (x) instead of a(x) if this atom is located at Q; , according
to (1.3). Furthermore, K denotes the smoothness of the atom, cf. (1.4).
We define Besov spaces ny’ ¢ (82) using the atomic approach.
Definition 1.4. Let s > 0and 0 < p,qg < o0. Letd > 1 and K € Ny with
K > (1+1s])
be fixed. Then f € L, (£2) belongs to B;’ q (£2) if, and only if, it can be represented as
FOO=D"3 " A imajm(x), (1.5)
j=0meZ"
where the a; ,, are K -atoms (j € Np) with
suppajm CdQjm, JjeNo, melZ",

and A € bj',, q (£2), convergence being in L, (£2). Furthermore,

|78, (2)| :=inf| |53, (£2)]. (1.6)
P-4 P-4

where the infimum is taken over all admissible representations (1.5).
Remark 1.5. According to [43], based on [16], the above defined spaces are independent of d
and K. This may justify our omission of K and d in (1.6).

Since the atoms a; ,, used in Definition 1.4 are defined also outside of £2, the spaces Bj,’ q (£2)
can as well be regarded as restrictions of the corresponding spaces on R” in the usual interpreta-
tion, i.e.,

B}, (2) ={f € L,(£2): there exists g € B,  (R") with gl = f},

furnished with the norm

[ 7185 ()] = inf{]|[B}, , (") ]| with gle = £},
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where g| = f denotes the restriction of g to 2. Therefore, well-known embedding results for
B-spaces defined on R” carry over to those defined on domains 2. Lets >0, > 0,0 <q,u <
00, and g < v < 0o. Then we have

+&
B, (2)— B (£2) and B (£2)— B (),
cf. [17, Th. 1.15], where also further embeddings for Besov spaces may be found.

Classical approach Originally Besov spaces were defined merely using higher order differences
instead of atomic decompositions. The question arises whether this classical approach coincides
with our atomic approach. This might not always be the case but is true for spaces defined on R”
and on so-called (g, §)-domains which we introduce next.

Recall that domain always stands for open set. The boundary of 2 is denoted by I" = 92.

Definition 1.6. Let £2 be a domain in R" with §2 # R". Then £2 is said to be an (&, §)-domain,
where 0 < ¢ < 0o and 0 < § < o0, if it is connected and if for any x € £2, y € 2 with [x —y| < §
there is a curve L C §2, connecting x and y such that |L| < e 'x — y| and

dist(z, I') > emin(lx —z|, |y —z[), z€L. (1.7)

Remark 1.7. All domains we will be concerned with in the sequel are (&, §)-domains. In partic-
ular, the definition includes minimally smooth domains in the sense of Stein, cf. [37, p. 189], and
therefore bounded Lipschitz domains (as will be considered in Section 3).

Furthermore, the half-space R” := {x: x = (x/,x,) € R*, x’ e R*"!, x, > 0} is another
example.

It is well-known that (e, §)-domains play a crucial role concerning questions of extendability.
It is precisely this property which was used in [33, Th. 2.10] to show that for (g, §)-domains
the atomic approach for B-spaces is equivalent to the classical approach (in terms of equivalent
quasi-norms), which introduces B;-, 4(£2) as the subspace of L, (£2) such that

1

/g
d
1@, =Itp @]+ ( frtoncrr ) 1)

0

is finite, where 0 < p, g < oo (with the usual modification if ¢ = 00), s > 0, r € N with r > s.
Here w, (f,t, §2), stands for the usual r-th modulus of smoothness of a function f € L,(£2),

wr(f,t,ﬂ)pzlf;lg |ALfC2) | Lp)|, >0, (1.9)
<t

where

AL f(x), x,x+h,....x+rhes,

. 1.10
0, otherwise. ( )

nf(x, $2) ::{
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This approach for the spaces B‘;,’ ¢(§2) was used in [8]. The proof of the coincidence uses the
fact that the classical and atomic approach can be identified for spaces defined on R”, which
follows from results by Hedberg and Netrusov [16] on atomic decompositions and by Triebel
[43, Section 9.2] on the reproducing formula.

The classical scale of Besov spaces contains many well-known function spaces. For example,
if p =g = oo, one recovers the Holder—Zygmund spaces C*(R"), i.e.,

B, . (R")=C°(R"), s5>0. (1.11)

Later on we will need the following homogeneity estimate proved recently in [35, Th. 2] based
on [3].

Theorem 1.8. Let 0 <A < 1land f € B;yq(R”) with supp f C B(0, 1). Then

|G B (&) ~ 2207 B, (B7)]. (112
2. Non-smooth atomic decompositions

Our aim is to provide a non-smooth atomic characterization of Besov spaces ny’ q(R”), ie.,
relaxing the assumptions about the smoothness of the atoms a; ,, in Definition 1.3. Note that
condition (1.4) is equivalent to

la@277-)|c*®")] < 1. @.1)

We replace the CX-norm with K > s by a Besov quasi-norm B ,(R") with o > s or in case of
0 < s < 1 by a norm in the space of Lipschitz functions Lip(R").

The following non-smooth atoms were introduced in [41]. They will be very adequate when
considering (non-smooth) atomic decompositions of spaces defined on Lipschitz domains (or on
the boundary of a Lipschitz domain, respectively).

Definition 2.1.

(i) The space of Lipschitz functions Lip(R") is defined as the collection of all real-valued func-
tions f : R” — R such that

If(x)—f(y)l}
,sup —————=— 1 <00

X#Y |x — I

| £|Lip(R")| =max{sup|f(x)

(ii) We say that a € Lip(R") is a Lip-atom, if for some j € Ny
suppa CdQjm, melZ', d>1, 2.2)
and

la()| <1, |la(x) —a(y)] <2/|x —yl. 2.3)
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Remark 2.2. One might use alternatively in (2.3) that
la(277)| Lip(R")|| < 1. (2.4)
We use the abbreviation
B;(R") = B;’p(Rn) with0 < p < o0, s >0.
In particular, in view of (1.11),
¢ (R") =B, (R"), 5 >0,
are the Holder—Zygmund spaces.

Definition 2.3.Let 0 < p < 00,0 >0andd > 1. Thena € B‘[’, (R") is called a (o, p)-atom if for
some j € Ny

suppa CdQj,,, forsomem eZ", (2.5)
and
a2 B () < 1. 20

Remark 2.4. Note that if 0 < % then (o, p)-atoms might be unbounded. Roughly speaking, they
arise by dilating Bg -normalized functions. Obviously, the condition (2.6) is a straightforward
modification of (2.1) and (2.4).

In general, it is convenient to write a; , (x) instead of a(x) if the atoms are located at Q;
according to (2.2) and (2.5), respectively. Furthermore, o denotes the ‘non-smoothness’ of the
atom, cf. (1.4).

The non-smooth atoms we consider in Definition 2.3, are renormalized versions of the non-
smooth (s, p)? -atoms considered in [42] and [46], where (2.6) is replaced by

aec BZ (R”) with Ha(Z‘L)}BZ (Rn) ” < 2j(0’—s)’

resulting in corresponding changes concerning the definition of the sequence spaces b, , used
for the atomic decomposition.

However, the function spaces we consider are different from the ones considered there. Fur-

thermore, for our purposes (studying traces later on) it is convenient to shift the factors 27 6=p)

to the sequence spaces.
We wish to compare these atoms with the smooth atoms in Definition 1.3.

Proposition 2.5. Let 0 < p < o0 and 0 < o < K. Furthermore, let d > 1, j € No, and m € 7.
Then any K -atom aj , is a (o, p)-atom.

Proof. Since the functions a;,, (27/) have compact support, we obtain

lajm (277 )[BGR) [ < flajm (277 )[CE R <1,
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with constants independent of j, giving the desired result for non-smooth atoms from Defini-
tion2.3. O

The use of atoms with limited smoothness (i.e. finite element functions or splines) was studied
already in [26], where the author deals with spline approximation (and traces) in Besov spaces.

The following theorem contains the main result of this section. It gives the counterpart of
Definition 1.4 and provides a non-smooth atomic decomposition of the spaces B‘;,, q R™).

Theorem 2.6. Let 0 < p, g < 00,0 <s <o, andd > 1. Then f € L,(R") belongs to B), ,(R")
if, and only if, it can be represented as

o
£=>"" Xjmajm. @7
j=0meZ"

where the a; ,, are (o, p)-atoms (j € No) with suppaj, CdQjm, j € No, m € Z", and A €

b;, ¢ convergence being in L ,(R"). Furthermore,

| /[85.q (®") | =inf] 2|5}, 4

(2.8)
where the infimum is taken over all admissible representations (2.7).

Proof. We have the atomic decomposition based on smooth K-atoms according to Defini-
tion 1.4. By Proposition 2.5 classical K-atoms are special (o, p)-atoms. Hence, it is enough
to prove that

e N a/p\ V4
| 7183, (R")] < (sz(s_ﬁ)q < Z Ilk,zlp> ) (2.9)
k=0

lez

for any atomic decomposition

£=>3 hga*, (2.10)

k=01leZ"

where a*! are (o, p)-atoms according to Definition 2.3.
For this purpose we expand each function a®!/(27%.) optimally in BY (R") with respect to

classical K-atoms b,jc;ﬂ where o0 < K,
0 .
AM(@7x) =30 3 bl @), xR 2.11)
j=0weZ"

with

suppb} € Qjuw. DBl (@) <2V el <K, (2.12)
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and

1
(Zw Y I )—Hn“\b A~ B E) 1 @)

weZl
Hence,

kl(x)_zz nklb]w 2k )

j=0weZ"

where the functions b,{:lw(Zk-) are supported by cubes with side lengths ~ 274~/ By (2.12) we
have

Db (2%x)| = 29| (Db ") (24x) | < 20K,

Replacing j + k by j and putting d,f S () = b’ “Kw 9k ), we obtain that

) = Z >l wdl) @), (2.14)

j=k weZ"

where d,{:lw are classical K -atoms supported by cubes with side lengths ~ 27/, We insert (2.14)

into the expansion (2.10). We fix j € Ng and w € Z", and collect all non-vanishing terms d,{ ’Iw in
the expansions (2.14). We have k < j. Furthermore, multiplying (2.11) if necessary with suitable
cut-off functions it follows that there is a natural number N such that for fixed & only at most

N points [ € Z" contribute to dk ; - We denote this set by (j, w, k). Hence its cardinality is at
most N, where N is independent of j, w, k. Then

k,l J.w
Zkgj Zle(j,w,k) Nigw Ak “diy (%)

K
2ok 2teGawdo Mg w! - 1Akl

d7" (x) =

are correctly normalized smooth K -atoms located in cubes with side lengths ~ 27/ and centered
at 2~/ w. Let

viw=y_ Y. |5l el (2.15)

k<jle(j.w.k)

Then we obtain a classical atomic decomposition in the sense of Definition 1.4

f= ZZUJ wdj (x),

w
where d/* are K -atoms and

[ /1850 (R < ]2
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Therefore, in order to prove (2.9), it is enough to show, that
[v[85.q 1 S 1215} (2.16)

if (2.13) holds.
Let 0 < ¢ < o —s. Then we obtain by (2.15) that (assuming p < 00)

wiwl? S0 D0 2970 Pl (2.17)

k<jle(j,w,k)

where we used the bounded cardinality of the sets (j, w, k).
This gives for g/p < 1

a/p
51" = 22 5 )

wezn

q/p
<ZZJ(Y "/I’)Q(Z Z Z 20~ k)’"’"]nj ol Aeal?

weZ" k=01e(j,w,k)

weZ*le(j,w,k)

<22](3 n/p)q Z( Z Z 2(] k)p£|n] kw|p|)¥k,l|p)q/p
e a/p
22221'(‘?—"/[7)(]( Z Z 20— k)p8|77] kw|p|)‘k,l|p>

k=0 j=k weZle(j,w,k)

oo o0 ) ) q/p
ZZZZ(Hk)(s—n/p)q( Z Z 2jp8’77];’i,’p|)»k,l|p>

k=0 j=0 weZr le(j+k,w,k)

_sz(s n/p)q izm 0+8)q< Z Z 21’(0n/p)p|,7/;,fu|l’|)¥k’l|p)q/p

k=0 weZ e (j+k,w,k)
00 00 q/p
j(o— k.l
< sz(s n/p)q(z il n/p)p|nj’w|l’|)¥k’l|p>
k=0 j=0weZ”lE(/+k w,k)

3

~ q/p
<sz(v n/p)q(z Y 2imn/op|pl !”lkk,zl”>

j=0weZ" leZ"

00 q/p
=Z ok(s— n/ﬂ)q( |Ak1|1’ Z 9ilo— n/p)p|,7 |1’>
1

k=0 ez j=0weZ"
oo

< S L) = ol 1"
k=0 lezn

We have used (2.13) in the last inequality.



C. Schneider, J. Vybiral / Journal of Functional Analysis 264 (2013) 1197-1237 1209

If g/p > 1, we shall use the following inequality, which holds for every non-negative se-
quence {Y; k}o<k<j<oo- €VEry @ > 1 and every € > 0

0 J @
Z(Zz(jk)syj,k> Can(Z”f k) ' (2.18)
=0 \ k=0 k=0 \ j=k

If o = 00, (2.18) has to be modified appropriately. To prove (2.18) for @ < 0o, we use Holder’s
inequality and the embedding ¢; — ¢

00 J o o J wfe
j k 0 k=0

j=0 \ k=0
oo J o0 00 o)
SHITED WD O
P j k= j=k
We use (2.17) and (2.18) with p(c —s — ¢) insteadof e and e =¢q/p > 1,

[v[25.q1"

q/p
<sz<“”(22 S 200 )

weZ" k=01e(j,w,k)

<§] —(j—k)p(o—s—¢) § § : 2k(s n/p)pz(] k)(o— )P|77 |‘ |)¥l:l|‘>
j —k,w ’

k=0 weZn le(j,w,k)

Mg TM&B |

A

q/p
(Z Z Z ok(s=n/p)pyi—k)o— n)p|n/ kw|p|)~k,l|p>

J=k weZ" le(j,w,k)

»
Il

0

/
=y oke- WW(Z > > Zj("‘?’)p|n];5i)|plkk,zlp)q !

k=0 J=0weZ" le(j+k,w,k)

/
Syem( By e )

1eZ" j=0 weZ":le(j+k,w,k)

8

8

q/p
k(s — n/p)q(Z |kk1|PZ Z i ﬂ)p|nJ w|p>

o0
s>
k=0 lezn j=0weZ"
o /p
g2:2k(s n/p)q |Akl|p) ||)‘|b q”q
k=0 leZ"

The proof of (2.16) is finished. We again used (2.13) in the last inequality. If p and/or ¢ are
equal to infinity, only notational changes are necessary. O
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Remark 2.7. Our results generalize [42, Th. 2] and [46, Th. 2.3], where non-smooth atomic
decompositions for spaces B‘;,, p(]R") with s > max(n(1/p — 1), 0) can be found, to B‘;, q (R™)
with no restrictions on the parameters. In particular, the case when p # g is completely new.

Using the Lip-atoms from Definition 2.1 and the embedding
Lip(R") = B (R"),

cf. [40, pp. 89, 90], as a corollary we now obtain the following non-smooth atomic decomposition
for Besov spaces with smoothness 0 < s < 1.

Corollary 2.8. Let 0 < p,q < 00,0 <s <1, and d > 1. Then f € L,(R") belongs to B), ,(R")
if, and only if, it can be represented as

f:Z Z )‘j,maj,mv (2.19)

j=0meZ"

N

where the aj , are Lip-atoms (j € No) with suppajm CdQjm, j € No, m € Z", and ) € b}, ,

convergence being in L ,(R"). Furthermore,

| £1B5,.q (R") | =int][ 2]t} 4

(2.20)
where the infimum is taken over all admissible representations (2.19).
3. Spaces on Lipschitz domains and their boundaries

We call a one-to-one mapping @ : R" — R”", a Lipschitz diffeomorphism, if the components
Dy (x) of @(x) = (P@1(x), ..., P,(x)) are Lipschitz functions on R" and

@) —@()|~Ix—yl. x,yeR" |x—y| <1,

where the equivalence constants are independent of x and y. Of course the inverse of @~ is also
a Lipschitz diffeomorphism on R".

Definition 3.1. Let £2 be a bounded domain in R". Then £2 is said to be a Lipschitz domain, if
there exist N open balls K1, ..., Ky such that U;V:l K;DI'andK;NI'#@if j=1,...,N,
with the following property: for every ball K; there are Lipschitz diffeomorphisms ¥ ) such
that

vy DK —V;, j=1,...,N,
where V; := w(-/)(Kj) and

v (K n2)cry,  yO&K;nr)cr
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K; .
! PU(QNK;)
p) Y
Q W -1 Rn-1
=09 (N K;)

Remark 3.2. The maps /) can be extended outside K ;j in such a way that the extended vector
functions (denoted by ¥ /) as well) yield diffeomorphic mappings from R” onto itself (Lipschitz
diffeomorphisms).

There are several equivalent definitions of Lipschitz domains in the literature. Our approach
follows [5]. Another version as can be found in [37], which defines first a special (unbounded)
Lipschitz domain £2 in R" as simply the domain above the graph of a Lipschitz function 4 :
R — R, ie.,

2 ={(x",xn): h(x") <xn}.

Then a bounded Lipschitz domain $2 in R" is defined as a bounded domain where the boundary
I' = 982 can be covered by finitely many open balls B; in R" with j =1,..., J, centered at I"
such that

Bjﬂ.Q:Bjﬂ.Qj forj=1,...,J,

where §2; are rotations of suitable special Lipschitz domains in R".

We shall occasionally use this alternative definition, in particular, since it usually suffices to
consider special Lipschitz domains in our proofs (the related covering involves only finitely many
balls), simplifying the notation considerably.

Consider a covering 2 C Ko U (U;.V:] K ), where Ky is an inner domain with Ko C 2. Let
{o /'}?]=0 be a related resolution of unity of 2, i.e., ¢ j are smooth non-negative functions with
support in K ; additionally satisfying

i(pj(x)zl ifx € 2. 3.1
j=0
Obviously, the restriction of ¢; to I" is a resolution of unity with respect to I".
3.1. Atomic decompositions for Besov spaces on boundaries
The boundary d§2 = I of a bounded Lipschitz domain £2 will be furnished in the usual

way with a surface measure do. The corresponding complex-valued Lebesgue spaces L, (1),
0 < p < 00, are normed by

1/p
lglLp(D)|| = (f|g<y>|"do(y)>

r
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(with obvious modifications if p = co0). We require the introduction of Besov spaces on I". We
rely on the resolution of unity according to (3.1) and the local Lipschitz diffeomorphisms )
mapping I'; =" N K onto W; = xp(f)(Fj), recall Definition 3.1. We define

g M= oW ', j=1,...,N,

which restricted to y = (', 0) € W;,

gi() =@ /Ho(WP)(), Jj=1,....,N, feLyD),

makes sense. This results in functions g; € L,(W;) with compact supports in the (n — 1)-
dimensional Lipschitz domain W;. We do not distinguish notationally between g; and (y )~
as functions of (y’, 0) and of y'.

Our constructions enable us to transport Besov spaces naturally from R”~! to the boundary I”
of a (bounded) Lipschitz domain via pull-back and a partition of unity.

Definition 3.3. Let n > 2, and let £2 be a bounded Lipschitz domain in R" with boundary I", and
®j, VAR W; be as above. Assume 0 < s < 1 and 0 < p, g < oo. Then we introduce

B, (I = {feL,): g €B, (W), j= 1,...,N},
equipped with the quasi-norm | f|Bj, . (")l := Z;V:l g 1B, (Wil

Remark 3.4. The spaces Bj, /(I") turn out to be independent of the particular choice of the
resolution of unity {¢; =1 and the local diffeomorphisms /) (the proof is similar to the proof
of [40, Prop. 3.2.3(ii)], making use of Propositions 3.11 and 3.12 below). We furnish B‘;,’q(Wj)
with the intrinsic (n — 1)-dimensional norms according to Definition 1.4. Note that we could
furthermore replace W; in the definition of the norm above by R"~! if we extend g j outside W
with zero, i.e.,

N
7185 (D]~ 35180 ()] (32)
j=1

In particular, the equivalence (3.2) yields that characterizations for B-spaces defined on R"~!
can be generalized to B-spaces defined on I". This will be done in Theorem 3.8 for non-smooth
atomic decompositions and is very likely to work as well for characterizations in terms of differ-
ences.

Atomic decompositions for Bf,,’ ¢(I') Similarly to the non-smooth atomic decompositions con-
structed in Section 2 we now establish corresponding atomic decompositions for Besov spaces
defined on Lipschitz boundaries. They will be very useful when investigating traces on Lipschitz
domains in Section 3.

The relevant sequence spaces and Lipschitz-atoms on the boundary I we shall define next are
closely related to the sequence spaces b;’ 4(§2) and Lip-atoms used for the non-smooth atomic
decompositions as used in Corollary 2.8.
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Definition 3.5. Let 0 < p,g < 00, s € R. Furthermore, let I" be the boundary of a bounded
Lipschitz domain £2 C R",and A ={A; , € C: j € Ng, m € Z"}. Then

i a/p\ 4
o= el = (2 (£ ) ) <]

mez

(with the usual modification if p = oo and/or ¢ = 00).

Definition 3.6. Let j € Ng, m € Z", d > 1, and let I" be the boundary of a bounded Lipschitz
domain 2 C R". Put Qj:m =dQjm NI #@. Afunctiona € Lip({") is a Lip’ -atom, if
r
suppa C Qj,m, d>1,

lalloo(D)| <1 and  sup TN ), (3.3)

x,yerl’, |X - yl
x#y

Remark 3.7. Note that if we put 2/I" := {2/x: x € I'}, we can state (3.3) like
lla(2™/)|Lip(2/ M| < 1.

The theorem below provides atomic decompositions for the spaces B‘;Y ().

Theorem 3.8. Let 2 C R" be a bounded Lipschitz domain and let 0 <s <1, 0 < p,qg < 00
Then f € L,(I') belongs to B;’q([') if, and only if,

f=§ :)‘j,maj,m’
J.m

where aj  are Lip’ -atoms with suppa;m C Qfm and M € by, ,(I"), convergence being in
L, (I"). Furthermore,

| /B.q (D] = inf]2]55,

where the infimum is taken over all possible representations.

Proof. Step I: Fix f € Bj, ,(I"). For simplicity, we suppose that supp f C {x € I': ¢;(x) = 1}
for some / € {1,2,...,N } If this is not the case the arguments have to be slightly modified to
incorporate the decomposmon of unity (3.1). To simplify the notation we write ¢ instead of ¢;
and ¥ instead of ¥ ).

Then we obtain

[ £1B,. (D = [£ 0w B, (R

We use Corollary 2.8 with n replaced by n — 1 to obtain an optimal atomic decomposition

fou ™ => Ajmajm where|foy B (R~ |Ap5 (R (34

J.m
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For j €e Ng and m € Z"~ ! fixed, we consider the function a; j,m (¥ (x)). Due to the Lipschitz
properties of v, this function is supported in QF for some [ € Z" and we denote it by a ().

Furthermore, we set )\’ 1= = A m. This leads to the decomposition

f= Z,\’jy,af,. (3.5)
Jsl

It is straightforward to verify that a;jl are Lip’ -atoms since ||ajFJ Lo (M) S ll@jmlLoe (WD S
and

147200 = a1 Jajn @) = ajmOO|_ 1ajn ) = ajm ()
¥ =1 T =y TN =l

Furthermore, we have the estimate

£ 1B O = [ 09" By (R | ~ 216, (R | = 2[5, ()]

§2j, x,yerl.

Step 2: The proof of the opposite direction follows along the same lines. If f on I" is given by
r
£=2 %450
il

then f oy~ =3, Ajmajm, where a;n(x) = ajf (W~ 1(x)) and A, = A, for suitable
m e 7", Again it follows that ajm are Lip-atoms on R*~! and

| B (] = [ 09" By (RS 21654 (R )| = 2[5, ()]

Step 3: The convergence in L,(I") of the representation f = Z G . mal G follows for
p<1by

o -
Zj )\‘] ma/m|L (F)H j ij,m|p||a£m|Lp(F)”p
j.m j.m
<SS 2 IS i = e ()
J m
S AT (3.6)

and using

i, I
Z’ Aj,ma£m|Lp(r)“

Zj‘rxj,ma£m|Lp(F>“ <3

jsm jitom
) i 1/p
522]@1)/}7(2]’ |)»j,m|p>
/ m
= [Alop (D] < [2]8, 4 (D] 3.7

forp>1. O
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3.2. Interpolation results

Interpolation results for B), /(R") as obtained in [7, Cor. 6.2, 6.3] carry over to the spaces

¢ (I"), which follows immediately from their definition and properties of real interpolation

Theorem 3.9. Let §2 be a bounded Lipschitz domain with boundary I"

(i) LetO0< p,q,q0,q1 <00, so #s1,and 0 <s; < 1. Then

(B 4o (1), By 4, (1), , =By, (1),
where 0 <0 <1 and s = (1 — 0)sg + 0s1.

(>i1) Let0<p,,ql<oo so;i-sl and0<s,<1 Then for each 0 <0 < 1, s = (1 — 0)sg + 051,
; +—andf0r— —+—wehave

(B0 (1) B34, (1) 4 =Bj g (1),
provided p = q.

Proof. By definition of the spaces B‘;’ q (I') we can construct a well-defined and bounded linear
operator

E:B, (I')— EB B;yq(Rn_l),

1<j<N

(Ef)j=(pj oy~ onR"™ 1<j<N,

which has a bounded and linear left inverse given by

R: P B, ,(R"")— B (D).
1<j<N

R((g)1<j<n) - Z'I/(gjow]) on T,

j=1

where ¥; € Ci°(R"), supp¥; C K;, ¥ =1 in a neighborhood of supp¢;
A straightforward calculation shows for f € B}

p.a)

(RoE)f =REN=R(((6;Nov ) . cy)

Zw/sojf Zw,f 2

ie.,

RoE=1, theidentity operator on B}, . (I").
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One arrives at a standard situation in interpolation theory. Hence, by the method of retraction—
coretraction, cf. [39, Sect. 1.2.4, 1.17.1], the results for Bjj’ q(R”_l) carry over to the spaces
B;’q(l“). Therefore, (i) and (ii) are a consequence of [7, Cor. 6.2, 6.3]. O

Furthermore, we briefly show that the interpolation results for Besov spaces B‘;’ q (R") also
hold for spaces on domains B‘;, 4(§2). This is not automatically clear in our context since the
extension operator

Ex: B‘;’q(.Q) — B‘;’q (R”)
constructed in [8] is not linear. The situation is different for spaces B;',’ q(.Q). Here Rychkov’s

(linear) extension operator, cf. [29], automatically yields interpolation results for B-spaces on
domains.

Theorem 3.10. Let 2 be a bounded Lipschitz domain.

(i) Let0< p,q,q0,q91 <00, 5o # 81, and 0 < s; < 1. Then

(BRq0(2): B}y, () , =B, 4 (),

where 0 <0 <1 and s = (1 — 0)sg + 0s1.
(i) Let0<p,,q, < 09, so;és1 and 0 < s; < 1. Then for each 0 <6 < 1, s = (1 — 0)sg + 051,

17 +— andfor— 120 4 9 e have

F 9 ' q

(B;OO a0 (82) Bm q1 (Q))o,q = Bfmq (£2),
provided p = q.
Proof. In spite of our remarks before the theorem, we can nevertheless use the extension operator

Ex: B (2) — B, (R")

constructed in [8] to show that interpolation results for spaces BS (]R”) carry over to spaces
B;,’q(.Q). Let X;(£2):=B pz ¢: (§2). By the explanations given in [8 p 859] we have the estimate

K(f.t, Xo(£2), X1(22)) ~ K (Ex f. 1, Xo(R"), X1 (R")) (3.8)

although the operator Ex is not linear. Let B? (£2) := (B2 20,q0(§2), B) p1.q1(82))g,4 with the given
restrictions on the parameters given in (i) and (ii), respectively. We have to prove that

0 _
BY(2) =B} (),
but this follows immediately from [7, Cor. 6.2, 6.3] using (3.8), since

| £[B” )] ~ [Ex £[B° (R") ]| ~ [Ex f[B], ,(R")| ~ | £[B}, D] O
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3.3. Properties of Besov spaces on Lipschitz domains

The non-smooth atomic decomposition enables us to generalize [32, Prop. 2.5] and obtain
new results concerning diffeomorphisms and pointwise multipliers in B;’ q (R™) in the following
way. For related matters we also refer to [21, Th. 3.3.3].

Proposition 3.11. Let 0 < p,g <00, 0<s < land o > s.

(1) (Diffeomorphisms) Let  be a Lipschitz diffeomorphism. Then f —> f o\ is a linear and
bounded operator from B), | (R") onto itself.

(ii) (Pointwise multipliers) Let h € C° (R"). Then f — hf is a linear and bounded operator
from B, (R") into itself.

Proof. Concerning (i), we make use of the atomic decomposition as in (2.19) with the Lip-atoms
from Definition 2.1. Then we have

f0W=Z Z)\j,maj,mow

j=0meZ"

and a o ¥ is a Lip-atom based on a new cube, and multiplied with a constant depending on v,
since

|@jm 0 Y)(x¥) = (@jm 0 V)| <2 [P (x) =Y (] 2/ |x — yl.

To prove (ii) we argue as follows. First, we may suppose that 0 < s < o < 1. Furthermore, we
choose a real parameter o’ with s < o’ < o. We take the smooth atomic decomposition (1.5) with
K-atoms a; ,,, where K = 1. Multiplied with i € C?, it gives a new (non-smooth) atomic de-
composition of hf . Its convergence in L ,(R") follows from the convergence of (1.5) in L, (R")
and the boundedness of /.

It remains to verify, that ha; ,, are non-smooth (o', p)-atoms. The support property follows
immediately from the support property of a; . We use the bounded support of (ha jym)(Z’j 2
and the multiplier assertion for B (IR") as presented in [28, Section 4.6.1, Theorem 2] to get

[ hajm) (277 ) B (RY) | < [ Ghajm) (277 ) [ B (R") |
=[n(27) - ajm(27)[BL(R)]
SIh@T)BL R - ajm (27 ) B (R")]-
The last product is bounded by a constant due to the inequality

[n(277)[BG(®") ]| < [A[BL(R")]. ) € No,

which may be verified directly (or found in [1, Section 1.7] or [10, Section 2.3.1]), combined
with the fact that a; ,, are K-atoms for K =1. O

Furthermore, we establish an equivalent quasi-norm for B;, ¢(82).
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Proposition 3.12. Let 0 < p, g < 00, 0 <5 < 1, and §2 be a bounded Lipschitz domain. Then

N
0.8}, )]+ NP 0) '8}, (2] (39

j=1
is an equivalent quasi-norm in B‘;,yq (£2).
Proof. Let £2; be a bounded domain with
N
2ic{xeR": Zgoj(x) =1
j=0

and 2 C 2. Let f € B;’q (£2). If we restrict the infimum in (1.5) to g € B;yq(R”) with

gle=f and suppg C 2, (3.10)

then we obtain a new equivalent quasi-norm in B;’ 4(82). This follows from Proposition 3.11(ii)
if one multiplies an arbitrary element g B‘;’ q(R") with a fixed infinitely differentiable func-
tion x (x) with

x(x)=1 ifxe$2 and suppx C £2;.

For elements g € B;, ¢ (R") with (3.10),

N
> llecelBs, (R
k=0

is an equivalent quasi-norm. This is also a consequence of Proposition 3.11(ii). Applying part (i)
of that proposition to g(x) — g(¥)(x)), we see that

N
lwog|BS, R + > [ @e) (v @) 7B, , (R)]

k=1

is an equivalent quasi-norm for all g € B*;,y q (R™) with (3.10). But the infimum over all admissi-
ble g with (3.10) yields (3.9). O

4. Trace results on Lipschitz domains

Now we can look for traces of f € B;’ ¢(§2) on the boundary I". We briefly explain our
understanding of the trace operator since when dealing with L ,(IR") functions the pointwise
trace has no obvious meaning.

Let Y (I") denote one of the spaces B, ,(I") or L, (I"). Since S(£2) is dense in B;,q (£2) for
0 < p, g < oo (both spaces can be interpreted as restrictions of their counterparts defined on R"),
one asks first whether there is a constant ¢ > 0 such that

|Tre|y ()| <c|e|B),,(2)] forallpeS(2), 4.1
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where S(§2) stands for the restriction of the Schwartz space S(R”) to a domain £2. If this is the
case, then one defines Tr f € Y(I") for f € Bjy’ q (£2) by completion and obtains

ITe Yo <el (B,

feB, (),
for the linear and bounded trace operator
Tr:Bj, ,(£2) = Y(I).

Remark 4.1. We can extend (4.1) to spaces B), , (§2) with p = 0o and/or g = oo by using embed-
dings for B- and F-spaces from [17,31]. The results stated there can be generalized to domains £2,
since the spaces B), /(£2) are defined by restriction of the corresponding spaces on R", cf. Re-
mark 1.5.

If p = oo, we have that B q (£2) with s > 0 is embedded in the space of continuous functions
and Tr makes sense pointwise. If g = oo,

o (£2) — BS 1 £(£2) forany e > 0.

Lets > % and ¢ > 0 be small enough such that one has

§>5—&>—.
p

Since by [44, Rem. 13] traces are independent of the source spaces and of the target spaces one
can now define Tr for Bi,yoo(.Q) by restriction of Tr for B;’_f (£2) to B;‘,’ 00(£2). Hence (4.1) is
always meaningful.

4.1. Boundedness of the trace operator

Now we are able to state and prove our first main theorem concerning traces of Besov spaces
on Lipschitz domains.

Theorem 4.2. Letn > 2,0 < p,qg < oo, 0 <s < 1, and let 2 be a bounded Lipschitz domain
in R™ with boundary I". Then the operator

Tr: B (.Q) — B (F) 4.2)
is linear and bounded.

Proof. The linearity of the operator follows directly from its definition as discussed above. To
1

. . . s+
prove the boundedness, we take an optimal representation of a smooth function f € B, ,” (£2) as
described in (1.5), i.e.,

oo i 1 1
F=3 3 himan with | £[B, @] ~ [ @), (43)
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We put

J.$2 ir j.r
Tt f::(Z xj,ma,,m)’ =S | = il @

jom jom I jm

The proof follows by Theorem 3.8 and the following four facts:

N s r
@) a;,, are Lip® -atoms,
. s+1
(i) (A6}, o (DI S NAlbp.g" ()1,

(iii) the decomposition (4.4) converges in L, (I"),
(iv) the trace operator Tr coincides with the trace operator discussed above.

To prove the first point, we observe that
r r
suppal,, € suppaj,n NI C OF,.

Furthermore, we have ||a{m|Loo(F)|| <lajmlLoo(dQjm)l < ¢ and

r —al , —a:
up a;,(x)—aj;, (y) < w ajm(x)—ajm(y) <o,
x’yteﬁm lx =yl X, y€dQjm |x =yl
x#y X#y

The proof of the second point follows directly by

y = js="hg i q/p\ 1/p
4l = (T2 7 (S

j m
' . . q/p\ 1/p 1
< (e () ) =l
j m

The proof of the third point follows in the same way as the proof in Step 3 of Theorem 3.8.

The proof of (iv) is based on the fact that for f € S(§2) there is an optimal atomic decomposi-
tion (4.3) which converges also pointwise. This may be observed by a detailed inspection of [16].
Therefore also the series (4.4) converges pointwise and the trace operator Tr may be understood
in the pointwise sense for smooth f. 0O

4.2. Extension of atoms

In order to compute the exact trace space we still need to construct an extension operator

1
Ext:B!, (I') — By (2)

and show its boundedness. The main problem will be to show that we can extend the Lip’ -atoms
from the source spaces in a nice way to obtain suitable atoms for the target spaces. We start with
a simple variant of the Gagliardo—Nirenberg inequality, cf. [27, Chapter 5].
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Lemma 4.3. Let 0 < s, 51 <00, 0 < po, p1,490,91 <00 and 0 <6 < 1. Put

1 1-6 6 1 1-6 6
s=(1—0)so+0s;, —= +—, —-= +—. (4.5)
P po P a9 q @

Then
[ 71850 @] <1118 0y 1 7B} 4y (2] (46)
forall f e Bspoo,qo )N B;ll,til (£2).

Proof. The straightforward proof uses the characterization of B-spaces through differences and
Holder’s inequality. O

Our approach is based on the classical Whitney decomposition of R” \ I" and the correspond-
ing decomposition of unity. We summarize the most important properties of this method in the
next lemma and refer to [37, pp. 167-170] and [19, pp. 21-26] for details and proofs.

Lemma4.4. 1. Let I’ CR" be a closed set. Then there exists a collection of cubes {Q;}ienN, such
that

(i) R*\I'=; Qi.
(i1) The interiors of the cubes are mutually disjoint.
(iii) The inequality

diam Q; < dist(Q;, I') < 4diam Q;

holds for every cube Q;. Here diam Q; is the diameter of Q; and dist(Q;, I') is its distance
from I'.
(iv) Each point of R"\ I' is contained in at most Ny cubes 6/5- Q;, where Ny depends only on n.
(v) If I is the boundary of a Lipschitz domain then there is a number y > 0, which depends
only on n, such thato(y Q; N I") >0 foralli e N.

2. The are C*®°-functions {{; };en such that

@ Y ;¥i(x)=1foreveryx e R"\T.
(ii) suppyi C6/5- Q;.
(iii) For every a € Ng there is a constant Ay such that |D*; (x)| < Ay (diam Ql-)_|°‘| holds for
alli e Nand all x e R".

If a is a Lipschitz function on the Lipschitz boundary I" of €2, then the Whitney extension
operator Ext is defined by

a(x), xerl,

Yoimivi(x), xes, 4.7

Exta(x) = {

where we use the notation of Lemma 4.4 and u; := m fy 01T a(y) do (y) with the num-
ber y > 0 as described in Lemma 4.4. It satisfies Tr o Exta = a for a Lipschitz continuous on I".
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This follows directly from the celebrated Whitney’s extension theorem (cf. [19, p. 23]) as " is a

closed set if £2 is a bounded Lipschitz domain.

Lemma 4.5. Let a be a Lipschitz function on the Lipschitz boundary I' of S2. Then Exta €

C>®(£2) and

lmla)2|D°‘ Exta(x)| < cxd(x)' ™% - ||a| Lip(I")
o=

Here, §(x) is the distance of x to I" and cy depends only on k and S2.
Proof. First, let us note that

D¥Exta(x) =Y wiD*Yi(x), xeR, aeNj, || =k.
i

By Lemma 4.4 we have for every x € §2
|D*yri ()| < ckd(x) 7K, el =k,
and

> DY) = DY i(x) =0.

Furthermore, the Lipschitz continuity of a implies

i —wjl S8Cx) - |alLip(D)||

, keN, xef2.

4.8)

4.9)

for x € suppy; Nsupp ;. To justify (4.9), we consider natural numbers i and j with x €

supp ¥; Nsupp ¥, choose any x; € yQ; N I" and x; € y Q; NI and calculate

1

i = pjl S | —————~
CP S ey oinD)
Y

/ a(x) do (x) — a(x;)

o;nr

+

[ a(x)do(x)

ijﬂF

WD oA

<
S
<8(x) - ||alLip(D)||.

+ |at) —atx))]

la|Lip(I") || - {diam(y Q; N I") + |x; — x| + diam(y Q; N I")}
la| Lip(I)|| - {diam(Q;) + |x; — x| + |x — x| + diam(Q )}

Let us now fix x € £2 and let us denote by {i1,...,in}, N < Ny, the indices for which x lies

in the support of ;. Then we write
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N N al
i, D ()| < | Yoty = i) D ()| | D iy D, ()
=1 j=1 J=1
N
<D Iy = il [Py, (0] £8()'F - lalLiptD)]. o
j=1

Remark 4.6. Let a be a function defined on I as in Lemma 4.5 with diam(suppa) < 1. Then
the extension operator from Lemma 4.5 may be combined with a multiplication with a smooth
cut-off function. This ensures, that (4.8) still holds and, in addition, diam(supp Exta) < 1.

The following lemma describes a certain geometrical property of Lipschitz domains, which
shall be useful later on. It resembles very much the notion of Minkowski content, cf. [11].

Lemma4.7. Let §2 be a bounded Lipschitz domain and letk € N. Let h € R" withQ < |h| < 1 and

put 2" = {x € 2: [x, x + kh] C 2}. Furthermore, for j € Ny we define .Q]h ={xenh 27/ <
minye(c x+kh] 8(y) <2771, where §(y) = dist(y, I'). Then

EHY R (4.10)
with a constant independent of j and h.

Proof. To simplify the notation, we shall assume that §2 is a simple Lipschitz domain of the
type 2 = {(x’, xp) = (x1,..., Xn—1,Xn) € R": x, > ¥ (x’), |x’| < 1}, where ¢ is a Lipschitz
function, and we identify I" with {(x’, x,): x, = ¥ (x'), |x'| < 1}.

Step 1: First, let us observe that

dist(x, I') ~ (x, — ¥ (x)) forx = (x",x,) € 2 4.11)

and the constants in this equivalence depend only on the Lipschitz constant of . The sim-
ple proof of this fact is based on the inner cone property of Lipschitz domains. We refer to
[37, Chapter VI, Section 3.2, Lemma 2] for details.

Step 2: Let j € Ng and 0 < |h| < 1 be fixed and let

y= (y/, yn) € 97
and let also
y= (y/v yn) € -Q;l

with y, > y,.
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Asye .Q;?, there is a fg € [0, k] such that dist(} + roh, I") <27/ *1,

7+ kh

/

Y Rn—l

Then we use ¥ (y' + foh) < toh, + y, (which follows from y € 2" and y + toh € §2) and
(4.11) to get

Yn = Yn= [yn + tohy, — 1/[()1/ + tOh/)] + W(y/ + tOh/) — tohy, — yn]
< dist(y + 1oh, I') <277, (4.12)

Step 3: Using (4.12), we observe that the set 2(x') = {x, e R: (x/, x,) € Q;’} has for every
|x’| < 1 length smaller than ¢27/. From this, the inequality (4.10) quickly follows. O

We shall use this geometrical observation together with the extension operator (4.7) to prove
the following.

Lemma 4.8. Let 2 be a bounded Lipschitz domain and let I" be its boundary. Let a be a Lipschitz
function on I'. Let 0 < p < 00 and 0 < s < k for some k € N with k < 1/p + 1. Then the
extension operator defined by (4.7) satisfies
|Exta|B3, ,(£2)| < [lalLip(D)| (4.13)
with the constant independent of a € Lip(I").
Proof. Using the characterization by differences, we obtain
|ExtalB;, , ()] 5 [Exta[B), ()]

< |ExtalL,(2)| + sup k17| AKX Exta(, 2)IL,(£2)
0<|hI<1

]

for s’ > 0 with s < s’ < k. Furthermore, we observe that one may modify the definition of
A} f(x, £2) given in (1.10) to be zero also if the whole segment [x,x + kh] is not a subset
of £2. This follows by a detailed inspection of [40, Section 2.5.12] as well as [9] and [8], which
are all based on the integration in cones.
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Using the definition of w;, the first term may be estimated easily as
|ExtalL,(2)| £ |ExtalLoo(2)| < ||alLoo(I)].

To estimate the second term, we shall need the following relationship between differences and
derivatives. If f € CK(R") and x, h € R", we put g(t) = f (x + th) for t € R and obtain

k
A f () = Afg(0) = / g™ @B dr, (4.14)
0
where By is the standard B spline of order k, i.e. the k-fold convolution of xo 1] given

by Br = x[0.1] * - - - * x[0,1]- Although (4.14) is a classical result of approximation theory (cf.
[6, Section 4.7]), let us give a short proof using Fubini’s theorem and induction over k:

k
AfTg(0) = Abg(1) — Akg(0) = / (g®@+1)—g®@®)B(t)dr
0
k t+1 k+1 u
:/Bk(t)/g(k+l)(u)dudt= / g D) / By (1) dr du
0 t 0 u—1
k+1
= / %V () Byey 1 () du.
0

Hence if [x, x + kh] C 2 for some x € §2, we obtain

k
|AkExta(x, 2)| < |h|kff11|a)]i|D“Exta(x +th)| - Bi(r) dr
ol=
0

k
S Ihk - |alLip(D)]) - /8(x +th)' 7K. By(r) dr.
0

Let us fix 7 € R” with 0 < |k| < 1 and let us denote 2" = {x € 2: [x,x + kh] C 2} as in
Lemma 4.7. We obtain

75| AKX Exta(-, 2)IL,(2)
k

14 1/p
§|h|k_5/”a|Lip(F)||(f(fS(x+th)l_k-Bk(t)dt> dx>

b "0

1/p
. ||‘1| L ” < )fe[g};?ikh]a(y)(l_k)p dx)

h
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o) 1/p
i —j(d=k)p| ph
< Hale(F)H(ZZ rﬂjl) :
j=0
This, together with Lemma 4.7 and with k < 1/p + 1 finishes the proof. O

Lemma 4.9. Let 0 < s’ < 1 be fixed. There is a non-linear extension operator (denoted by Ext),
which extends Lipr -atoms aj, to (s' + 1/ p, p)-atoms on R".

Proof. As the definition of Lip’ -atoms as well as the definition of (s’ 4 1/p, p)-atoms works
with a;(277-), by homogeneity arguments it is enough to prove

|Extag,. By 57 (R") || < [|aom | Lip(D)| (4.15)
for Lip! -atoms a; , with j = 0. First we show that
|Extag,n|BS 57 (52)| < [|aom| Lip(D) | (4.16)

for the extension operator constructed in (4.7). Let 0 < s’ < 1 and 0 < p < 0o. We observe, that
Lemma 4.8 implies (4.16) for all 0 < s’ < 1 for which there is a k € Ny with

sS+1/p<k<14+1/p.

In the diagram below these points correspond to all (s, %) in the gray-shaded triangles.

=

Then Lemma 4.3 yields (4.16) for all 0 < s’ < 1 and 0 < p < oo with 5o =51 = 5" and
po < p < p1 chosen in an appropriate way, see the attached diagram.
Finally, by Remark 1.5, we know that there is a function (denoted by Extag ;,), such that

|Extag . B, 57 (R") || < || Extao. [B) b7 (2)].
This together with (4.16) finishes the proof of (4.15). O

We are now able to complete the proof of the missing part of the trace theorem.
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Theorem 4.10. Let n > 2 and $2 be a bounded Lipschitz domain with boundary I'. Then for
0<s <1landO0 < p,q < oo there is a bounded non-linear extension operator

4L
Ext: B (I) —> B,/ (). 4.17)

Proof. Let f € Bj, ,(I") with optimal decomposition in the sense of Theorem 3.8

fO =13 rjmal, @), (4.18)

j=0meZ"

where af are Lip! -atoms, (4.18) converges in L p(I"), and ||f|B g~ ||)L|b‘;’q(1") Il
We use the extension operator constructed in Lemma 4.9 and deﬁne by

Extf:=Y 3 )Lj,m(Extafm)‘Q (4.19)

j=0meZ"

an atomlc decomposmon of f in the space BAH/ P(£2) with non-smooth (s’ 4+ 1/p, p)-atoms
Extal’ Gme where s < s’ < 1. The convergence of (4 19) in L, (£2) follows in the same way as in
the proof of Step 3 of Theorem 3.8.

Together with 1[5, , ()| ~ A6}, /7 (£2)]]. this shows that

[Ext (B 7| S [Mbyl ") ~ [4]b),. o (M) < 00
is bounded. O

Theorems 4.2 and 4.10 together now allow us to state the general result for traces on Lipschitz
domains without any restrictions on the parameters s, p and g.

Theorem 4.11. Let n > 2 and 2 be a bounded Lipschitz domain with boundary I'. Then for
O<s<landO<p,g <

1
B, (2) =B, (I"). (4.20)

The above theorem extends the trace results obtained in [33, Th. 3.4] from C¥ domains with
k> s+ L to Lipschitz domains.

Furthermore, the trace results for spaces of Triebel-Lizorkin type carry over as well to the case
of Lipschitz domains. The proof follows [33, Th. 2.6] where the independence of the trace on ¢
was established for F-spaces. Let us mention that the sequence spaces f 1§ ¢ (£2) are defined simi-
larly as b;,’ ¢(82), cf. Definition 1.1, with £, and £, summation interchanged. The corresponding
function spaces (denoted by 3’; q (£2)) are then defined as in Definition 1.4.

The main ingredient in the study of traces for Triebel-Lizorkin spaces §, ,(£2) is then the
fact that the corresponding sequence spaces f;’ 4(I") are independent of g,

s (D) =D (D). 421
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A proof may be found in [43, Prop. 9.22, p. 394] for I" being a compact porous set in R”
with [12] as an important forerunner. In [45, Prop. 3.6] it is shown that the boundaries 92 = I”
of (e, §)-domains £2 are porous. Therefore, this result is also true for boundaries of Lipschitz
domains.

For completeness we state the trace results for F-spaces below.

Corollary 4.12. Let 0 < p <00, 0 < g < 00, 0 < 5 < 1, and let 2 CR" be a bounded Lipschitz
domain with boundary I'. Then

s+
Tr§p.q (2)=B), ,(I). (4.22)
4.3. The limiting case
We briefly discuss what happens in the limiting case s = 0. In [34, Th. 2.7] traces for Besov

and Triebel-Lizorkin spaces on d-sets I', 0 < d < n, were studied. In particular, it was shown
that for 0 < p <ocoand 0 < g < o0,

n—d
TrB, (R") = L,(I), 0<g <min(l, p), 4.23)
and
n—d
Tr§ply (R")=Lp(I), 0<p<l. (4.24)

Since the boundary I" of a Lipschitz domain §2 is a d-set with d = n — 1 the results follow almost
immediately from these previous results, using the fact that the B- and F-spaces on domains 2
are defined as restrictions of the corresponding spaces on R”, cf. Remark 1.5.

Corollary 4.13. Let §2 be a bounded Lipschitz domain with boundary I'. Furthermore, let 0 <
p<ooand0<gq < oo.

(i) Then

1

TrB) ,(2)=L,(I'), 0<g<min(l, p). (4.25)

(i1) Furthermore,

1
Tr§pq(R2)=Ly(I"), 0<p<lL (4.26)
5. Pointwise multipliers in function spaces

As an application we now use our results on non-smooth atomic decompositions to deal with
pointwise multipliers in the respective function spaces.
A function m in leofn(l » (R™) is called a pointwise multiplier for B;',’ q (R™)y if

fr=mf
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generates a bounded map in B;’ q (R™). The collection of all multipliers for B;, q (R") is denoted
by M (B‘;’ q (R™)). In the following, let v stand for a non-negative C*° function with

suppy C {y € R": |y| </} (.1
and
Y Yyx-Dh=1, xeR" (5.2)
leZ!
Definition 5.1. Let s > 0 and 0 < p, g < co. We define the space B‘;’ g.selfs (R™) to be the set of
all f e LY, ) (R") such that
|/ (B} g ctts R == sup [[w(—Df(277)[B, (R (5.3)
j€eNy,lez"
is finite.

Remark 5.2. The study of pointwise multipliers is one of the key problems of the theory of
function spaces. As far as classical Besov spaces and (fractional) Sobolev spaces with p > 1 are
concerned we refer to [22-24]. Pointwise multipliers in general spaces B‘f,, q (R") and F [s, q (R™)
have been studied in great detail in [28, Ch. 4].

Self-similar spaces were first introduced in [42] and then considered in [43, Sect. 2.3]. Corre-
sponding results for anisotropic function spaces may be found in [25]. We also mention their
forerunners, the uniform spaces B* ((R"), studied in detail in [28, Sect. 4.9]. As stated

. o p.q.uni
in [20], for these spaces it is known that

M(B;,q (Rn)) =B;,q,unif(Rn)’ 1 < p < q S 00, § > %’

cf. [36] concerning the proof. Self-similar spaces are also closely connected with pointwise mul-
tipliers. We shall use the abbreviation

B;,selfs (Rn) = B;,p,selfs (Rn ) :

One can easily show

B R") <> Loo(R"). (5.4)

;,q,selfs(

To see this applying homogeneity gives
v =)Ly (RY)]

o 1 dr 1/q
+2_j(S_F)</t_Sqa),(w(2j =) fo1)," —)
0

v —nr@E) B, (RY)] ~2/
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uniformly for all j € Ng and / € Z". Consequently,

2 / W@y =D | O dy <] £]B5, , s (R) |- (5.5
]Rn

Thus, the right-hand side of (5.5) is just a uniform bound for | f(-)|? at its Lebesgue points, cf.
[38, Cor., p. 13], which proves the desired embedding (5.4).

Definition 5.3. Let s > 0 and 0 < p, g < oo. We define

B“;)Tq,selfs (Rn) = U B?),q,selfs (Rn)

ag>s

We have the following relation between pointwise multipliers and self-similar spaces.
Theorem 5.4. Let s > 0 and 0 < p, g < 00. Then

) B i R") C M(B}, ,(R") = B, | (R).

,q,selfs
(i1) Additionally, if 0 < p < 1,

,q,selfs

M(BAp (Rn)) = B;,selfs (Rn)'

Proof. We first prove the right-hand side embedding in (i). Let m € M (Bix q (R™)). An applica-
tion of the homogeneity property from Theorem 1.8 yields

o= m (278, ()| ~ 277

(2 —l)m[B;, , (R")]

<2700 |m|m (B, ()] - v (2 1) [B), (BY)]
m|M (B}, 4 (R))[ - v (27) B, ,(R")]

~ [ a8, o (R) [ [By, q (RY) ] < [m|a (85, 4 (R"))]

— 2_j(5—%)

foralll € Z", j € Ny, and hence,

”m|B§7,q,selfs (Rn) H = . sup H w( - l)m (2_'/) |B§7,q (Rn) H
jeNy,lezn

S || v (B, (R)) ]
We make use of the non-smooth atomic decompositions for B;,, q (R™) from Theorem 2.6 in order

to prove the first inclusion in (i). Let m € B‘;’ g,selfs with o > 5. Let f € B;’ q (R™) with optimal
smooth atomic decomposition

o
F=202 hjaajs with | £[B  (R)[ ~ []b},, ] (56)

j=01ezn



C. Schneider, J. Vybiral / Journal of Functional Analysis 264 (2013) 1197-1237 1231

where a; ;, are K-atoms with K > o. Then
o0
mf =Y Aji(majp), (5.7)
j=01lezn

and we wish to prove that, up to normalizing constants, the maj; are (o, p)-atoms. The support
condition is obvious:

suppmaj; Csuppaj; CdQj;, jeNo,leZ".

If | =0 we put aj = a; ;. Note that

‘ d
suppa;(277) C {y: lyi] < 5}

and we can assume that
v >0 ifye{x: |x|<d}.
Then — using multiplier assertions from [33, Prop. 2.15(ii)] - we have for any g € B _ (R"),
la;j @)y~ g[BS ,(R")| < la; @77 ) v~ [CX (R") || 5 [BF 4 (R") ]
< g[8, (R")]
and hence
la; @)y~ | MBS, (R"))| S 1. jeNo. (5.8)
By (5.8) and the homogeneity property we then get, for any 0 > o’ > s and j € N,
[ Gmaj)(277-)[BG (R") || < m (27 )a; (277) B , (R")]
< llaj @77 )y~ M (B, (R")] [m (27 ) v [B] , (R")]
< [m@7 v (87, (R)]. (5.9)

In the case of a;; with [ € Z" one arrives at (5.9) with a;; and (- — ) in place of a; and V/,
respectively. Hence

Imaja 27 BG (B")] < suplm (27 )y ¢ = DIBY ()]
= |m|B, (R")|. jeNo,leZ", (5.10)

P,q,selfs

and therefore, ma;; is a (o/, p)-atom where ¢’ > 5. By Theorem 2.6, in view of (5.7), mf €
B;,’q (R") and

||mf|B;7q (Rn) “ < H)”|b§7,q H ”m|BZ,q,se]fs (Rn) || ~ ” f|BSp,q H ”m|Bg,q,se]fs (Rn) || ’

which completes the proof of (i).
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We now prove (ii). Restricting ourselves to p = ¢, let now m € B; selfs R™"). We can mod-

ify (5.9) by choosing 6’ =0 =,

[Gmaj @) By, (R") | = [lm(27-)a; (27/)[B, (R")]
S flag @77y v (B, (R)) [ [m (277 B, (RY)]

S |m(277)w B, (R (5.11)
yielding for general atoms a; /,
|maj.(277-) B, (R")] < s;_llpHm(Z‘f (= D[B,(R")]
= ||m|Bi,yselfs(R") |, jeNoleZ". (5.12)

Since p < 1, we have that B;(R") is a p-Banach space. From (5.6), using (5.7) and (5.12), we
obtain

e¢]

[y B (B[ < 37 37 172702 T ma [ (RY) |7
Jj=01lezZ"

~ ]85, 17 [ oma;n (277 B, (RY) [

S 2185 17 [ B3, cerss (R™) [ (5.13)

Hence m e M (B‘;7 (R™)) and, moreover, B;’ s R = M (B‘;7 (R™)). The other embedding fol-
lows from part (i). O

Remark 5.5. It remains open whether it is possible or not to generalize Theorem 5.4(ii) to the
case when p # g. The problem in the proof given above is the estimate (5.13), which only holds

if p=gq.

Characteristic functions as multipliers The final part of this work is devoted to the question
in which function spaces the characteristic function xo of a domain £2 C R” is a pointwise
multiplier. We contribute to this question mainly as an application of Theorem 5.4. The results
shed some light on a relationship between some fundamental notion of fractal geometry and
pointwise multipliers in function spaces. For complementary remarks and studies in this direction
we refer to [42].

There are further considerations of a similar kind in the literature, asking for geometric condi-
tions on the domain 2 such that the corresponding characteristic function y g provides multiplier
properties, cf. [14,15,12], and [28, Sect. 4.6.3].

Definition 5.6. Let I be a non-empty compact set in R”. Let /2 be a positive non-decreasing
function on the interval (0, 1]. Then I" is called an h-set, if there is a finite Radon measure

w e R with

suppu =1I" and /L(B(y,r)) ~h@r), yel,0<r<l1. (5.14)
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Remark 5.7. A measure p with (5.14) satisfies the so-called doubling condition, meaning there
is a constant ¢ > 0 such that

,u(B(y,Zr)) < cp,(B(y, r)), yel,0<r<l1. (5.15)
We refer to [42, p. 476] for further explanations.

Theorem 5.8. Let 2 be a bounded domain in R". Moreover, leto > 0,0 < p <00, 0 < g < 00,
and let I’ = 052 be an h-set with

~ .
h(2—J q/p
sup Zz’“’%%r“) <00 (5.16)
jeNo kg h(2777F)

(with the usual modifications if ¢ = 00). Let B;’ g.selfs (R™) be the spaces defined in (5.3). Then

X2 € Bg,q,selfs (Rn)

Proof. It simplifies the argument, and causes no loss of generality, to assume diam £2 < 1. We
define

QF =[x e2: 272 Cdist(x, 1) <277}, keN,.
Moreover, let
lgf: keNo, I=1,..., My} C C§°(£2)

be a resolution of unity,

My
Y Y i =1 ifxe, (5.17)
keNg [=1
with
suppgf C {x: [x —xf| <27%} c @
and

[D%f ()] S 24K, el <K,
where K € N with K > o. It is well known that resolutions of unity with the required properties
exist. We now estimate the number My, in (5.17). Combining the fact that the measure p satisfies

the doubling condition (5.15) together with (5.14) we arrive at

Mch(27%) <1, keNp. (5.18)
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Since the q)lk in (5.17) are K -atoms according to Definition 1.3, we obtain

ad o —kn N\ 4/P
[xe[BG (R [* <Y 2K /Panlir < ko (hz(z_’,i)> <c0. (519
k=0 k=0

This shows that xo € Bg’ q(R”). We now prove that x € B; g.selfs (R™). We consider the non-

negative function ¢ € C°°(R") satisfying (5.1) and (5.2). By the definition of self-similar spaces,
it suffices to consider

x2 (277,

assuming in addition that 0 € 2/ I" = (2/y = (2/y1,...,2/y,): y € '}, j € N. Let u/ be the
image measure of u with respect to the dilations y — 2/y. Then we obtain

w (BO,/n)N2/ ) ~h(277), jeN,.

We apply the same argument as above to B(0, Vn)N2/82 and B(0, \/n) N2/ T in place of 2
and I, respectively. Let M ,f be the counterpart of the above number M. Then

MR <h(277), jeNo, keN,
is the generalization of (5.18) we are looking for, which completes the proof. O
In view of Theorem 5.4 we have the following result.

Corollary 5.9. Let $2 be a bounded domain in R". Moreover, leto > 0,0 < p <00, 0 < g < 00,
and let I' = 082 be an h-set satisfying (5.16). Then

X9 eM(B;’q(R")) forl<p<oo, 0<s <o,
and
X0 eM(BZ(R")) for0<p<1.

Remark 5.10. As for the assertion (5.16) we mention that

h(2~ I/p
sup 2k <(—.3(2_k") <00
jeNp, keNg h(2777%)

is the adequate counterpart for B . (R"). In the special case of d-sets, which corresponds to

(
,00
h(t) ~ 14, the condition (5.16) therefore corresponds to

and g =o0.
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For bounded Lipschitz domains £2, i.e., d = n — 1, Theorem 5.8 therefore yields xp €
B(;),q,selfs (Rn) if

o<— or o=— and ¢g=o0. (5.20)

These results are sharp since there exists a Lipschitz domain §2 in R” such that

1

1 1
X2 €B? (R") and xo ¢B),(R") if0<gq <oo.

p,00,selfs

In order to see this let 2 = [—%, %]". Observing that

1
wr(XQvt)pgtp

one calculates

1

1/q 1 1/q
dr 1_gy, dt
(/‘Z_O'qwr(XQ,l)% ?> g </ t(p o)q 7)

0 0

which is finite if, and only if, o satisfies (5.20). Therefore, in view of Theorem 5.4, concerning
Lipschitz domains there is an

alternative s.t. either the trace of B‘I’, q(R”) on I' exists or xgq is a pointwise multiplier
for BS, ,(BRM),

as was conjectured for F-spaces in [41, p. 36]: For smoothness o > % we have traces according
to Theorem 4.11 whereas for o < % we know that x is a pointwise multiplier for B‘Z,_’ q(R”).
The limiting case o0 = % needs to be discussed separately: according to Corollary 4.13 we have

traces for B-spaces with ¢ < min(1, p), but xg is (possibly) only a multiplier for B},/ PLRM).
There remains a ‘gap’ for spaces

B},/,f;(R”) when min(l, p) < ¢ < oo.
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1 Introduction

Function spaces of variable integrability appeared in a work by Orlicz [41] already
in 1931, but the recent interest in these spaces is based on the paper of Kovacik and
Rékosnik [32] together with applications in terms of modelling electrorheological
fluids [45]. A fundamental breakthrough concerning spaces of variable integrability
was the observation that, under certain regularity assumptions on p(-), the Hardy-
Littlewood maximal operator is also bounded on L (. (R"), see [14]. This result has
been generalized to wider classes of exponents p(-) in [11, 40] and [15].

Besides electrorheological fluids, the spaces L ,(.)(IR") possess interesting appli-
cations in the theory of PDE’s, variational calculus, financial mathematics and image
processing. A recent overview of this vastly growing field is given in [17].

Sobolev and Besov spaces with variable smoothness but fixed integrability have
been introduced in the late 60s and early 70s in the works of Unterberger [57], Visik
and Eskin [58], Unterberger and Bokobza [56] and in the work of Beauzamy [7].
Leopold studied in [33] Besov spaces where the smoothness is determined by a sym-
bol a(x, &) of a certain class of hypoelliptic pseudodifferential operators. In the spe-
cial case a(x, &) = (1 + |£]%)°™®)/2 these spaces coincide with spaces of variable
smoothness Bg’(;)(R").

A more general approach to spaces of variable smoothness are the so-called
2-microlocal function spaces B['f{ q (R™) and F I',‘f q (R™). Here the smoothness in these
spaces gets measured by a weight sequence w = (w j);?‘;o. Besov spaces with such
weight sequences appeared first in the works of Peetre [42] and Bony [9]. Estab-
lishing a wavelet characterization for 2-microlocal Holder-Zygmund spaces in [24]
it turned out that 2-microlocal spaces are well adapted in connection to regularity
properties of functions [25, 35, 37]. Spaces of variable smoothness are a special case
of 2-microlocal function spaces and in [34] and [8] characterizations by differences
have been given for certain classes of them.

The theories of function spaces with fixed smoothness and variable integrability
and function spaces with variable smoothness and fixed integrability finally crossed
each other in [16], where the authors introduced the function spaces of Triebel-
Lizorkin type with variable smoothness and simultaneously with variable integra-
bility. It turned out that many of the spaces mentioned above are really included in
this new structure, see [16] and references therein. The key point to merge both lines
of investigation was the study of traces. From Theorem 3.13 in [16]

s() ny _ sO)=1/p0) (pn—1

et () (RY) = Fp o0 (R
one immediately understands the necessity to take all exponents variable assuming
p(:) or s(-) variable. So the trace embeddings may be described in a natural way in
the context of these spaces. Furthermore, this was complemented in [59] by showing,
that the classical Sobolev embedding theorem

500) 510
Foor.qe®") = Fpy 4 (R")
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holds also in this scale of function spaces if the usual condition is replaced by its
point-wise analogue

so(x) —n/po(x) =s1(x) —n/p1(x), xeR".

Finally, Almeida and Hist6 managed in [1] to adapt the definition of Besov spaces to
the setting of variable smoothness and integrability and proved the Sobolev and other
usual embeddings in this scale.

The properties of Besov and Triebel-Lizorkin spaces of variable smoothness and
integrability known so far give a reasonable hope that these new scales of function
spaces enjoy sufficiently many properties to allow a local description of many ef-
fects, which up to now could only be described in a global way. Subsequently, for
the spaces F E )a(- )(R”) there is a characterization by local means given in [30]. This

characterization still works with Fourier analytical tools but the analyzing functions
ko, k € S(R™) are compactly supported in the time-domain and we only need local
values of f around x € R” to calculate the building blocks k27, f)(x). This is in
sharp contrast to the definition of the spaces by the decomposition of unity, cf. Def-
initions 1 and 3. For the spaces Bp(()) aC )(R") we will prove a local means assertion

of this type in Sect. 3 which will be helpful later on.
The main aim of this paper is to present another essential property of the func-
tion spaces from [16] and [1]. We prove the surprising result that these spaces
;(()) 40 )(R") and F ;8 ()(R”) with variable smoothness and integrability do also

allow a characterization purely in the time-domain by classical ball means of differ-
ences.

The paper is organized as follows. First of all we provide all necessary nota-
tion in Sect. 2. Since the proofs for spaces of variable smoothness and 2-microlocal
function spaces work very similar (see Remark 2) we present our results for both
scales. The proof for the local means characterization will be given in Sect. 3 in
terms of 2-microlocal function spaces and we present the version for spaces of vari-
able smoothness in Sect. 3.2. In Sect. 4 we prove the characterization by ball means

of differences for BY(()) a(- (]R”) and F YE; e )(]R”) and the version for 2-microlocal

function spaces will be glven in Sect. 4.5.

2 Notation

In this section we collect all the necessary definitions. We start with the vari-
able Lebesgue spaces L,)(R"). A measurable function p : R" — (0,00] is
called a variable exponent function if it is bounded away from zero, i.e. if p~ =
ess-infycrr p(x) > 0. We denote the set of all variable exponent functions by P(R").
We put also pt = ess-sup, cgn p(x).

The variable exponent Lebesgue space L () (R") consists of all measurable func-
tions f for which there exist A > 0 such that the modular

0L, @ (/) = / o) (X)(UC;—XN)dx
Rn
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is finite, where

t?if p € (0, 00),
pp(t)=10 ifp=oocandr<1l,
oo if p=ococandr>1.

If we define RZ, = {x € R" : p(x) = oo} and R = R" \ R%_, then the Luxemburg
norm of a function f € L,(R") is given by

| £1Lpey (R?) |
=inf{A > 0:0p,,@)(f/2) <1}

p(x)
:inf{k >0:/ (fix)> dx <land |f(x)| <A forae. x eRgo}.
G

If p(-) > 1, then it is a norm otherwise it is always a quasi-norm.
To define the mixed spaces £,(.)(L () we have to define another modular. For
p,q € P(R") and a sequence (f,)ven, of L,)(R") functions we define

o
. f
gzq(.,@p(.))(m=me{xv>o:gL,,(.)<R»>(AT;(_) <1i. (1)
v

v=0

If g% < oo, then we can replace (1) by the simpler expression
0ty Ly () =D _| |fu|q('>|L% I
%

The (quasi-)norm in the £, (L ,(.)) spaces is defined as usual by

| folbgy(Lpey) | =inf{ > 000, L) (fo/m) <1}

It is known, cf. [1, 31], that £,()(Lp()) is a norm if g(-) > 1 is constant almost
everywhere (a.e.) on R"” and p(-) > 1, orif 1/p(x) + 1/g(x) <1 a.e. on R", or if
1 <g(x) < p(x) < oo a.e. on R". Surprisingly enough, it turned out in [31] that
the condition min(p(x), g(x)) > 1 a.e. on R" is not sufficient for £,.)(L.)) to be
a norm. Nevertheless, it was proven in [1] that it is a quasi-norm for every p,q €
P@R").

For the sake of completeness, we state also the definition of the space L ,y(€4(.)),
which is much more intuitive then the definition of £4(.)(L(.)). One just takes the
£4(xy norm of (f,(x))ven, for every x € R" and then the L ,()-norm with respect to
x eR" ie.

AL pey Eqen) | = [ fo@ g [|Lpes |-

It is easy to show [16] that L,.)(£4(.) is always a quasi-normed space and it is a
normed space, if min(p(x), g(x)) > 1 holds point-wise.

The summation in the definition of the norms of £,()(L()) and L,)(£4(,)) can
also be taken for v € Z. It always comes out of the context over which interval the

summation is taken. Occasionally, we may indicate it by [|(f,)72 _ol€q) (L p) -

Birkhauser



J Fourier Anal Appl

By f = Ffand fV = F~! f we denote the usual Fourier transform and its inverse
on S(R"), the Schwartz space of smooth and rapidly decreasing functions, and on
S’ (R™), the dual of the Schwartz space.

s(-) s(-)
2.1 Spaces Bp(.)yq(.)(R") and Fp(v),q(_)(R”)

The definition of Besov and Triebel-Lizorkin spaces of variable smoothness and in-
tegrability is based on the technique of decomposition of unity exactly in the same
manner as in the case of constant exponents.

Definition 1 Let ¢g € S(R") with ¢g(x) =1 for |x| <1 and suppgg C {x € R" :
|x| <2}. For j > 1 we define

9;j(x)=qo(277x) — (00(2_j+1X)~
One may verify easily that
oo
Z(pj(x) =1 forallx e R".
j=0

The following regularity classes for the exponents are necessary to make the defini-
tion of the spaces independent on the chosen decomposition of unity.

Definition 2 Let g € C(R").

(i) We say that g is locally log-Holder continuous, abbreviated g € Cllgf(R"), if
there exists cjog(g) > 0 such that

Clog(g)
+1/lx —yD

lg(x) —g(y)| < oate 2)

holds for all x, y € R”.
(ii) We say that g is globally log-Holder continuous, abbreviated g € C'°¢(R"), if g
is locally log-Hélder continuous and there exists goo € R such that

Clog
X) — <
|g( ) goo|_10g(e+|x|)

holds for all x € R”".

Remark 1 With (2) we obtain

|2(0)| < clog(@) + |g(©)], forall x e R".

This implies that all functions g € clog (R™) always belong to L (R").

loc

If an exponent p € P(R") satisfies 1/p € C'°2(R"), then we say it belongs to the
class P°2(R"). We recall the definition of the spaces B;(()) a0) (R™) and F;E; a0) R,
as given in [16] and [1].

Birkhauser
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Definition 3 (i) Let p,q € P¢(R") with 0 < p~ < p* < 00,0 <g~ <qt <0
and let s € C)°2(R"). Then

loc

FO @) ={f e S ®) | FIFS) (R, < oo},

where ||f|F;8q()(]R”)||¢ = ||ZJS(‘)(QDjf)V|Lp(-)(€q(-))”'
(ii) Let p, g € P°¢(R™) and let s € Cl"g (R"™). Then

By} 4o (R = {f € S'®"): | £1B) 1y (R") ], < oo},

where || £1B50) (R, = 2700, ) 1€g) (Lp) -

The subscript ¢ at the norm symbolizes that the definition formally does depend
on the resolution of unity. From [30] and [1] we have that the definition of the spaces

;8 a0 )(R") and B;(()) aC )(R”) is independent of the chosen resolution of unity if

p.q € Plg(R") and s € Clog(R") That means that different start functions ¢( and
¢o from Definition 1 induce equivalent norms in the above definition. So we will
suppress the subscript ¢ in the notation of the norms.

Let us comment on the conditions on p, g € P'°2(R") for the Triebel-Lizorkin
spaces. The condition 0 < p~ < p™ < oo is quite natural since there exists also the
restriction p < oo in the case of constant exponents, see [51] and [63]. The second
one,) <g~ < q+ < 00, is a bit unnatural and comes from the use of the convolution
Lemma 21 [16, Theorem 3.2]. There is some hope that this convolution lemma can
be generalized and the case g™ = oo can be incorporated in the definition of the
F-spaces.

The Triebel-Lizorkin spaces with variable smoothness have first been introduced
in [16] under much more restrictive conditions on s(-). These conditions have been
relaxed in [30] in the context of 2-microlocal function spaces (see the next subsec-
tion).

Besov spaces with variable p(-), g(-) and s(-) have been introduced in [1].

Both scales contain as special cases a lot of well known function spaces. If s, p and
q are constants, then we derive the well known Besov and Triebel-Lizorkin spaces
with usual Holder and Sobolev spaces included, see [51] and [52]. If the smoothness
s € R is a constant and p € P'°¢(R") with p~ > 1, then F;(_)’Z(R") = [,‘;(_)(R")
are the variable Bessel potential spaces from [2] and [23] with its special cases
F[?(_)’Z(R”) = L,(,(R") and Fk( 2R = [’j(_)(R") for k € Ny, see [16].

Taking s € R and g € (0, oo] as constants we derive the spaces F' ; Ond (R") and

p() (R") studied by Xu in [61] and [62].
Furthermore it holds F;E; PNCOES ;(()) o0 R") and Bb() (R™) equals the
variable Holder-Zygmund space CX(')(]R”) introduced in [3, 4] and [44] with 0 <

s”<st <1, see[l].
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2.2 2-Microlocal Spaces

The definition of Besov and Triebel-Lizorkin spaces of variable smoothness and in-
tegrability is a special case of the so-called 2-microlocal spaces of variable integra-
bility. As some of the results presented here get proved in this more general scale, we
present also the definition of 2-microlocal spaces. It is based on the dyadic decom-
position of unity as presented above combined with the concept of admissible weight
sequences.

Definition 4 Let ¢ > 0 and let o1, op € R with o < 3. A sequence of non-negative

measurable functions w = (w ;)72 belongs to the class Wy ,, if and only if

(i) there exists a constant C > 0 such that
O<w;jx) =< ij(y)(l +2/x — y|)a for all j € Ng and all x, y € R”
(ii) and for all j € Ny and all x € R” we have
2% w;(x) < wjy1(x) <2%%w;(x).

Such a system (w;)32, € Wy

1., 18 called an admissible weight sequence.

Finally, here is the definition of the spaces under consideration.

Definition 5 Let w = (w;)jen, € WS Further, let p,q € P2(R") (with

ay,0°
pT, g% < oo in the F-case), then we define

B )40 R") ={f eS'(R"): Hf|B;f<~),q(~>(R")||¢ < oo},
where | 188, o0 (B, = 103055 1bgir (L)
and
Fpigo®) ={f e S'®") [ F1F5, 40 (R, < oo},
where || I3, ) ®") [, = [wi@; HYILpey g |-

The independence of the decomposition of unity for the 2-microlocal spaces from
Definition 5 follows from the local means characterization (see [30] for the Triebel-
Lizorkin and Sect. 3 for the Besov spaces).

The 2-microlocal spaces with the special weight sequence

w;(x) = 2js(1 +2/|x — xol)s/ with s, s’ € R and xg € R" 3)

have first been introduced by Peetre in [42] and by Bony in [9]. Later on, Jaffard
and Meyer gave a characterization in [24] and [25] with wavelets of the spaces

Cfc(’f/ = BY (R") and H,f(f/ = B;fz(R") with the weight sequence (3). It turned
out that spaces of this type are very useful to study regularity properties of functions.
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Subsequently, Lévy-Véhel and Seuret developed in [35] the 2-microlocal formalism
and studied the behavior of cusps, chirps and fractal functions with respect to the
spaces C3:*.

A first step to a more general weight sequence w has been taken by Moritoh and
Yamada in [38] and wider ranges of function spaces have been studied by Xu in [60]
and by Andersson in [5].

The above definition for 2-microlocal weight sequences was presented by Besov
in [8] and also in [30] by Kempka.

A different line of study for spaces of variable smoothness—using different
methods—are the spaces of generalized smoothness introduced by Goldman and
Kalyabin in [20, 21, 26] and [27]. A systematic treatment of these spaces based on
differences has been given by Goldman in [22], see also the survey [29] and refer-
ences therein.

Later on, spaces of generalized smoothness appeared in interpolation theory and
have been investigated in [10, 36] and [39]. For further information on these spaces
see the survey paper [19] where also a characterization by atoms and local means for
these spaces is given.

From the definition of admissible sequences, dio; < 011 < d0}, it follows di-

rectly that the spaces of generalized smoothness B;fé) (R™) and F ](,(Z)(R") of Farkas
and Leopold [19] and Bl(,f;j‘y)(R”) and F ISf;;”)(R") from Moura [39] are a special
subclass of 2-microlocal function spaces with 2% =d, 2*2 = d, and o = 0.

In a different approach Schneider in [48] studied spaces of varying smoothness.
Here the smoothness at a point gets determined by a global smoothness so € R and
a local smoothness function s(-). These spaces can not be incorporated into the scale

of 2-microlocal function spaces, but there exist some embeddings.

Remark 2 Surprisingly, these 2-microlocal weight sequences are directly connected
to variable smoothness functions s : R” — R if we set

w;(x) =2/ “4)

Ifse C};’f (R™) (which is the standard condition on s(-)), then w = (w; (x)) jen, =
(2«/‘Y(x))jeNO belongs to ng,az with o1 = s~ and ap = s*. For the third index o we
use Lemma 19 with m = 0 and obtain & = cjg(s), Where cog(s) is the constant for
s(-) from (2). That means that spaces of variable smoothness from Definition 3 are a
special case of 2-microlocal function spaces from Definition 5. Both types of function

spaces are very closely connected and the properties used in the proofs are either

A= < op DEE) _ (5)
- wr(y) —

for [x — y| < ¢27%. This property follows directly either from the definition of s €
C llgf (R™) or from Definition 4.

Nevertheless there exist examples of admissible weight sequences which can not
be expressed in terms of variable smoothness functions. For example the important
and well studied case of the weight sequence w from (3) can not be expressed via (4)
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if 5" # 0. Another example are the spaces of generalized smoothness which can not
be identified as spaces of variable smoothness.

Since spaces of variable smoothness are included in the scale of 2-microlocal func-
tion spaces all special cases of the previous subsection can be identified in the defini-
tion of 2-microlocal spaces.

Although the 2-microlocal spaces include the scales of spaces of variable smooth-
ness, we will give some of our proofs in the notation of variable smoothness, since
this notation is more common. We will then reformulate the results in terms of
2-microlocal spaces, the proof works then very similar; we just have to use (5).

3 Local Means Characterization

The main result of this section is the local means characterization of the spaces
B['f() 40 (R") For the spaces F "’ 0. ()(R”) there already exists a local means char-
acterization [30, Corollary 4.7]. We shall first give the full proof for the 2-microlocal

spaces and later on (in Sect. 3.2) we restate the result also for spaces B p((,) q (.)(R”)

and F;E; NED)
The cru01al tool will be the Peetre maximal operator, as defined by Peetre in [42].
The operator assigns to each system (Wi)iren, C S(R"), to each distribution f €

S’(R™) and to each number a > 0 the following quantities

. oy Y DO
(W f), () = e T 2Ky —

x € R" and k € Ny. 6)
We start with two given functions v, ¥; € S(R"). We define
Vi(x) = (2_/+1x), forx e R" and j e N.

Furthermore, for all j € Nyg we write ¥; = 1ﬁ j- The main theorem of this section
reads as follows.

Theorem 6 Let w = (wi)keN, € Wy, o, P-4 € PLL(R™) and let a > 0, R € Ny with
R > ). Further, let Vg, Y| belong to S(R™) with

DPy1(0)=0, for0<|| <R, @)

and
[Yo(x)| >0 on{xeR":|x| <e}, 8)
[Y1(0)] >0 on{xeR":e/2 < |x| <2¢} )

for some ¢ > 0. For a > Hq%;(l/q) +a and all f € S'(R") we have

| F1BY gy R | 2 [ (Wi fywrllqey (Lpe) || & [(WE F) ;wrleg(r (Lp) |-
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Remark 3

(i) The proof relies on [46] and will be shifted to the next section. Moreover, The-
orem 6 shows that the definition of the 2-microlocal spaces of variable integra-
bility is independent of the resolution of unity used in the Definition 5.

(ii) The conditions (7) are usually called moment conditions while (8) and (9) are
the so called Tauberian conditions.

(iii) If R =0, then there are no moment conditions (7) on .

(iv) The notation cjog(1/q) stands for the constant from (2) with 1/g(-).

Next we reformulate the abstract Theorem 6 in the sense of classical local means
(see Sects. 2.4.6 and 2.5.3 in [52]). Since the proof is the same as the one from
Theorem 2.4 in [30] we just state the result.

Corollary 1 There exist functions ko, k € S(R") with suppko, suppk C {x € R" :
|x| < 1} and DPk(0) =0 for all 0 < |B| < ay such that for all f € S'(R")

”kO(l’ f)w0|L,,(_)(R")H + ”k(zij’ f)w./lﬁq(.)(L,,(.))H

is an equivalent norm on BY, a0 (R™).
The building blocks get calculated by

kG, )(x) = / kO) f (x+ 1y)dy =17" f k<u)f(y)dy
R~ R 1t
and similarly for ko(1, f)(x).

A similar characterization for F' ;70(') a0 (R™) and details how these functions ko, k €

S(R™) can be constructed can be found in [30].
3.1 Proof of Local Means

The proof of Theorem 6 is divided into three parts. The next section is devoted to
some technical lemmas needed later. Section 3.1.2 is devoted to the proof of Theo-
rem 12, which gives an inequality between different Peetre maximal operators. Fi-
nally, Sect. 3.1.3 proves the boundedness of the Peetre maximal operator in Theo-
rem 13. These two theorems combined give immediately the proof of Theorem 6.

3.1.1 Helpful Lemmas

Before proving the local means characterization we recall some technical lemmas,
which appeared in the paper of Rychkov [46]. For some of them we need adapted
versions to our situation.

The first lemma describes the use of the so called moment conditions.

Lemma 7 ([46], Lemma 1) Let g,h € S(R") and let M € Ny. Suppose that

(DP2)(0)=0 for0<|Bl <M.
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Then for each N € Ny there is a constant Cy such that

sup [ (g * ) (@)|(1+1z1V) < Cyt™,  for0<t <1,

zeR"?

where g;(x) =t "g(x/1).

The next lemma is a discrete convolution inequality. We formulate it in a rather
abstract notation and point out later on the conclusions we need.

Lemma 8 Let X C {(fi)rez : fr : R" — [—00, 00] measurable} be a quasi-Banach
space of sequences of measurable functions. Further we assume that its quasi-norm
is shift-invariant, i.e. it satisfies

| fesdrezl X[ = [ (fiokezIX | for everyl € Z and (fidkez € X.
For a sequence of non-negative functions (gx)xez € X and § > 0 we denote
o
Gy(x)= Z 27k g (x), xeR", veLZ.
k=—00

Then there exists a constant ¢ > 0 depending only on § and X such that for every
sequence (8r)kez

[(GvlX]|| < |l goel X |-

Proof Since X is a quasi-Banach space, there exists a r > 0 such that ||-| X|| is equiv-
alent to some r-norm, cf. [6, 43]. We have then the following

(5 7o) ] - [z

k=—00 leZ v

r

X X

[(Gux| = |

S 2 (ol X < el (gl X
leZ

Now taking the power 1/r yields the desired estimate. |

The spaces L. (€q4()) and €4 (L p(,)) are quasi-Banach spaces which fulfill the
conditions of Lemma 8. Therefore, we obtain the following

Lemma 9 Let p,q € P(R") and § > 0. Let (gx)kez be a sequence of non-negative
measurable functions on R" and denote

G,(x)= Z2f‘vfk|8gk(x), xeR*, veZ.
keZ
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Then there exist a constants C1, Cy > 0, depending on p(-), q(-) and §, such that
|Golbqry Lp)| = Cillgellqoy(Lpe) | and
|GoILpey (g || = Caf| gkl L pey Eqe)]-

Remark 4 Of course, Lemma 9 holds true also if the indices k and v run only over
natural numbers.

Since the maximal operator is in general not bounded on £4.)(L () (see [1, Ex-
ample 4.1]) we need a replacement for that. It turned out that a convolution with
radial decreasing functions fits very well into the scheme. A careful evaluation of the
proof in [1, Lemma 4.7] together with Lemma 19 gives us the following convolution
inequality.

Lemma 10 Let p, g € P2(R") with p(-) > 1 and let 1, 5, (x) = 2" (1 42" |x[) ™.
For all m > n + c1og(1/q) there exists a constant ¢ > 0 such that for all sequences
(f)jeNy € Ly (Lp(y) it holds

| 1o, * fodveng gy (Lpe) || = €[ (F) jemgl€aer (Lpen) |-
The last technical lemma is overtaken literally from [46].

Lemma 11 ([46], Lemma 3) Let 0 <7 <1 and let (yy)veNy, (Bv)ven, be two se-
quences taking values in (0, 00). Assume that for some N° € Ny,

lim sup Y < 00. (10)

v
0
vsoo 2VN

Furthermore, we assume that for any N € N
o
W=Cn Y 27"VBy il veNy, Cy<oo
k=0
holds, then for any N ¢ N

o
yo <Cn Y 2 Biy, veN
k=0

holds with the same constants Cy .

3.1.2 Comparison of Different Peetre Maximal Operators

In this subsection we present an inequality between different Peetre maximal oper-
ators. Let us recall the notation given before Theorem 6. For two given functions
Yo, Y1 € S(R™) we define

Vix) = wl(z—f“x), forx e R" and j e N.
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Furthermore, for all j € Ny we write ¥; = 1/; j and in an analogous manner we define
®; from two starting functions ¢o, ¢; € S(R"). Using this notation we are ready to
formulate the theorem.

Theorem 12 Let w = (w;) jeN, € ng,az’ p,q € P(R") and a > 0. Moreover, let
R € Ng with R > ay,

DPy1(0)=0, 0<|Bl<R (11)

and for some € > 0
|po(x)| >0 on{xeR":|x| <e}, (12)
|p1(x)| >0 on{xeR":e/2 <|x| <2e}, (13)

then
[ (Wi 1) wilegoy (Lpo) | = e[ (R F) willger (Lpe) |
holds for every f € S'(R").

Remark 5 Observe that there are no restrictions on @ > 0 and p, g € P(R") in the
theorem above.

Proof We have the fixed resolution of unity from Definition 1 and define the sequence
of functions (A;) jen, by

(2x
reo = 48
‘ ¢j(x)
It follows from the Tauberian conditions (12) and (13) that they satisfy
o
D oA =1, xeR" (14)
j=0
) =227 y), xeR", jeN, (15)

and
suppro C {x eR":|x|<e} and suppr; C{xeR":e/2<|x| <2¢}. (16)

Furthermore, we denote Ay = )Ck for k € Ny and obtain together with (14) the fol-
lowing identities (convergence in S’(R"))

F=) Mexdpxf,  Wysf=Y W,xApxdpxf. (17)

k=0 k=0
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‘We have
|(Wy % Ay x D x £)()] s/Rn|<% * A @) ||k x )y — 2)|dz

= (27f), fR W x A @) (1+[2"]")dz
= (®} £), ) vk (18)
where
Ly = /R (W % AR @) (14 [2°2])dz.

According to Lemma 7 we get

2R, k<v,
Lix=c 2(v=k)(a+1+a; I)’ v<k. (19)

Namely, we have for 1 <k < v with the change of variables 2z 7

Ij=2" fR (W Ar/2) @1+ I21)dz

<csup [(Wyg % A1(/2) @ (1 +12)) " < c2®R,
zeR"

Similarly, we get for 1 < v < k with the substitution 2"z > z

L= 2—"/ |(W1(/2) % Ak—) @] (1 + [272])dz
Rn
< Wb M=a)
M can be taken arbitrarily large because A has infinitely many vanishing moments.
Taking M = 2a + |a1| + 1 we derive (19) for the cases k, v > 1 with k % v. The
missing cases can be treated separately in an analogous manner. The needed moment
conditions are always satisfied by (11) and (16). The case k = v = 0 is covered by the

constant ¢ in (19).
Furthermore, we have

(®1£), 0 = (1 £), (1 +[2¢ @ = »|*)
< (Pf), (1 +|2"(x - )[*) max(1, z(k—v)a).

We put this into (18) and get

(W Agx Dp ok O] _ 20-0R, k<v,
c

*
sup 14 2V (x — y)|¢ —= (CDkf)a(x) 2(v—k)(1+|oz1|)’ k>v.

yeR?
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Multiplying both sides with w,,(x) and using

- pk=v)(—e2)  p<
wy (x) < wi(x) 2R gy
leads us to
| (W sk Ag sk g f) ()] 2 R=e) g <y,
sup —— wy () < (P f) W) 1y
yeRn 142V (x —y)|@ a PALSE k>v

This inequality together with (17) gives for § := min(1, R — o) >0

(W f), wy(x) ey 27K P (@f ) (wix), x eR"
k=0

Taking the £4(.)(Lp(.)) norm and using Lemma 9 yields immediately the desired re-
sult. O

3.1.3 Boundedness of the Peetre Maximal Operator

We will present a theorem which describes the boundedness of the Peetre maximal
operator. We use the same notation introduced at the beginning of the last subsection.
Especially, we have the functions ¥ € S(R") and W = v, € S(R") for all k € Ny.

Theorem 13 Let (wi)ren, € Wy a>0and p,q € P2R"). For some ¢ > 0 we

ay,a2?
assume Yq, Y1 € S(R™) with
lYol >0 on{xeR":|x| <&},
[Y1] >0 on {x eR":¢/2 < |x| <2£}.

n+ciog(1/q)

Fora > +a

(%7 1) gwileqor (Lp) | < e (W Hwillaey(Lpe) |

holds for all f € S'(R™).

Remark 6 Observe that in the theorem above no moment conditions on v are stated
but this time there are restrictions on a and p(-), g(-).

Proof As in the last proof we find the functions (A ;) jen, with the properties (15),
(16) and

e¢]

D a(27Vx)yn(27x) =1 forall v e N.
k=0
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Instead of (17) we get the identity

e¢]

Wy f= Apyx Wy x W, x f, (20)
k=0

where
Apv(§) = [Ak (2_”-)]A($) =2""Ag (2”5) for all v, k € Ny.

The Wy, are defined similarly. For k > 1 and v € Ny we have ¥ , = W, and with
the notation

Yo(27Vx) ifk =0,

orv(x) =
ko () Yy (X) otherwise

we get Yr (27Vx) Y, (X) = ok v (X) Y+ (x). Hence, we can rewrite (20) as

e ¢]

Wy f =Y Ay xGpy % Weyy * f. 1)
k=0
For k > 1 we get from Lemma 7
|(Akw * G10) ()] =207 D7 (A W1(-/2)) (2"2) | < CMZV”ﬂ (22)
v - (1+2°2]%)

for all k£, v € Ny and arbitrary large M € N. For k = 0 we get the estimate (22) by
using Lemma 7 with M = 0. This together with (21) gives us

szM

re (14 12V(y = 2)|

(W x | <2y )|<wk+v * @)]dz. (23)
k=0

For fixed r € (0, 1] we divide both sides of (23) by (1 + |2 (x — y)|?) and we take
the supremum with respect to y € R”. Using the inequalities

(1+]2°G =) (1 + ]2 = »[) = (1 +]2°x = 2)|").
Wity * @] = [Werw = H@| (U, £), 0 (1+ 2 @ - 0)]")'

and
(1 4 |2k+\)(x _ Z)la)l—r - 2ka
(I4+12"(x —2)[*)  — (42 (x =)

we get

- (k+v)n .
(W5 f),(0) < Cy Y 27 KMF=D (g £) (0)' " / 20 (W % ()]

k=0 R” (1 + |2k+v('x - Z)|a)r
(24
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Now, we apply Lemma 11 with

\ 2|, £)()]"
v = \IJV , v =
n=(WS b= G e ey

dz, veNy

N=M+n—a,Cy=Cpy+n—aand N°in (10) equals the order of the distribution
feS' @R
By Lemma 11 we obtain for every N e N, x e R" and v € Ny

o 26 (W % )(R)I
% r ) kNr/ + d 2
(\IJU f)a(x) <Cpn k2=:0 rn (14 |2k+u(x % z (25)

provided that (W} f),(x) < oo.

Since f € S'(R"), we see that (¥ f),(x) < oo for all x € R” and all v € Ny at
least if a > NO, where N© is the order of the distribution. Thus we have (25) with
Cy independent of f € §'(R") for a > N 0 and therefore with Cy = C N, r for all
a > 0 (the right side of (25) decreases as a increases). One can easily check that (25)
with Cy = Cy, y implies that if for some a > 0 the right side of (25) is finite, then
(W fa(x) < co. Now, repeating the above argument resurrects the independence
of Cy. If the right side of (25) is infinite, there is nothing to prove. More exhaustive
arguments of this type have been used in [54] and [47].

We point out that (25) holds also for 7 > 1, where the proof is much simpler. We
only have to take (23) with a + n instead of a, divide both sides by (1+ [2"(x — y)|%)
and apply Holder’s inequality with respect to k and then z.

Multiplying (25) by w, (x)" we derive with the properties of our weight sequence

o0
20 (Wi % ) @) i (2)"
. / —k(N+ay) v Kty
(\IJU f)a(X)rwv(X)r =< CN ];)2 e /n (1+ |2k+u(x —g)|a-a)yr dz,

(26)
forall x e R", v e Npand all N € N.

Now, we choose r = p~ and we have r(a — a) > n + ciog(1/q). We denote
8y (@) = [(Wiv * [)(2)]" w4y (2)" then we can rewrite (26) by

o0

(W5 f), ) wy ()" < Cp Y 2 EIWNF (o sy ) (x). (27)

I=v

For fixed N > 0 with § = N + o1 > 0 we apply the £ 4¢) (L p(» ) norm and derive from
(27) r r

o
22—(1—\))8 (glr * n],r(a—d))

I=v

(w3 £) L willgorrr (Lpeyn)| < Cw Lqy/r(Lpeysr)

Now application of Lemma 9 and Lemma 10 (r(a — o) > n + clog(1/g)) on the
formula above give us
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| (¥ 1), OwiOgerr Lpey) | < Cy 18 % HOL wo O gy /r (Lpeysr) |

which proves the theorem. O

.. s(-) n s(-) n
3.2 Local Means Characterization of Bp(_)’q(.)(R ) and Fp(_)’q(_)(R )
In this section we reformulate the local means characterization for B['f(_) q(_)(R")

from above and for F 1';1(~) q(_)(R”) from Corollary 4.7 in [30] in terms of variable

smoothness. If we have a variable smoothness function s € Clloof (R™) given, then
w;(x) = 2/5¢) defines an admissible weight sequence w € Wai .o

ay=sTand o = Clog(s), cf. Remark 2. Here, we denote by cjog(s) the constant in (2)
for s(-).

with a) =57,

Theorem 14 Let p,q € P°¢(R") (pt,q" < oo in the F-case) and s € Clog(R”).

loc

Further let a > 0, R € Ny with R > s™ and let Yo, Y1 belong to S(R") with
DPy1(0)=0, for0<I|pl <R,
and
|wo(x)| >0 on {x eR": x| < 6‘},
|1p1(x)| >0 on {x eR":g/2 < x| < 28}
for some & > 0.

1. Fora > W + Clog(s) and all f € S'(R") we have

| FIB)C 4oy (RM)] A 20 (Wi )legr (Lpen) | 2 250 (W5 £) gy (Lp) .

2. Fora > + clog(s) and all f € S'(R") we have

n
min(p~.q7)
| FIES) 4o R 2 250 (Wi s FIL pey (g | 2 250 (97 £) 1L pr (g -

Remark 7 During the referee process of this work, there appeared in [18] a char-
acterization by local means and a characterization by atoms for B;(()) q (.)(R”). The

author moved the smoothness sequence 25°¢) into the Peetre maximal operator (6)
and modified it to

. zks(y)|(\llk * V)|
srks(-) =
(W20, = s o — o

For this modified Peetre maximal operator he obtained in [18, Theorem 2] an equiv-
alence of the norms similar to our Theorem 14 for B;(()) q (_)(R"). The advantage of
his method is that the condition on a > 0 weakens to a > p’%
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4 Ball Means of Differences

This section is devoted to the characterization of Besov and Triebel-Lizorkin spaces
B;((‘.))’q (»(R") and F;E:;’ 4(»®") by ball means of differences. In the case of constant
indices p, g and s, this 1s a classical part of the theory of function spaces. We refer
especially to [51, Sect. 2.5] and references given there. It turns out that, under the

restriction

1

in the B-case and

1
= — 1 29
7 ”(min(p,q,l) ) 29

in the F-case, Besov and Triebel-Lizorkin spaces with constant indices may be char-
acterized by expressions involving only the differences of the function values without
any use of Fourier analysis. This was complemented in [49] and [50] by showing that
these conditions are also indispensable. Of course, we are limited by (28) and (29)
also in the case of variable exponents.

The characterization by (local means of) differences for 2-microlocal spaces with
constant p,q > 1 was given by Besov [8] and a similar characterization for Besov
spaces with p = g = oo and the special weight sequence from (3) was given by
Seuret and Levy VéEhél in [34]. We refer to [19] and [28] for the treatment of spaces
of generalized smoothness.

Our approach follows essentially [51] with some modifications described in [53].
The main obstacle on this way is the unboundedness of the maximal operator in the
frame of L () (€4()) and £4()(L p()) spaces, cf. [16, Sect. 5] and [1, Example 4.1].
This is circumvented by the use of convolution with radial functions in the sense of
[16] and [1] together with a certain bootstrapping argument, which shall be described
in detail below.

The plan of this part of the work is as follows. First we give in Sect. 4.1 the nec-
essary notation. We state the main assertions of this part in Sect. 4.2. Then we prove
in Sect. 4.3 a certain preliminary version of these assertions. In Sect. 4.4 we prove
a characterization by ball means of differences for spaces with g € (0, oc] constant
(where the maximal operator is bounded) and use this together with our preliminary
characterization from Sect. 4.3 to conclude the proof. Finally, in Sect. 4.5 we will
present the ball means of differences characterization also for the 2-microlocal func-
tion spaces lef(% q(,)(}R") and F "’(,)1 q(_)(R”) and in Sect. 4.6 we present separately

14
some useful Lemmas, not to disturb the main proofs of this part.

4.1 Notation

Let f be a function on R” and let # € R". Then we define
AVF@)=fG+h) — f(x), xR
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The higher order differences are defined inductively by
AN =aL (AN ), M=2,3,...

This definition also allows a direct formula

M

(M
AN F(x) 1= Z(—l)f<j>f(x+(M—j)h)- (30)

j=0

By ball means of differences we mean the quantity
dMfy=17" /h |AY f(x)|dh = / |A) f(x)|dh,
|hi<t

where B = {y € R" : |y| < 1} is the unit ball of R”, # > 0 is a real number and M is
a natural number.

Let us now introduce the (quasi-)norms, which shall be the main subject of our
study. We define

| F1F3 o R = [ £IL ey (R)

o0 mdt 1/q(x)
([ @ oy ) e
0
(€19
and its partially discretized counterpart
||f|FSE; o0 (R =11 pe (R)]

oo 1/q(x)

k=—00

= | FILpoy (R?)] + [ (2% £ @) e oo [ Loy Ca) |-

The norm || f|F 58 aC )(R”)H** admits a direct counterpart also for Besov spaces,
namely

11850000 ®D™ = [ F1Lpeo R ]+ @O d £ @) g Ly |-
(32)

Finally, we shall use as a technical tool also the analogues of (31)—(32) with the
integration over ¢ restricted to 0 < ¢ < 1. This leads to the following expressions

L1500 a0 @D = [ A1Lp0 (RY)]

+ H <-/(; £ x)q X)(dt f(x)) T) L,,(.)(Rn)

|
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[ F1E30 0 ®T = 1Ly ()]

o0 1/q(x)
(Z 2/(&()6)(1()6) (déwkf(-x))q(X)>

k=0

+

L,,(_)(R”) H

= [ F1Lpe (R + [ (24P £ 00) oL pir )

171830 00 R = 1 A1Lp0 (R | + [ 5Pt r )2 g0 L pen]

b

4.2 Main Theorem
Using the notation introduced above, we may now state the main result of this section.

Theorem 15 (i) Let p, g € P°S(R") with pt,qt < oo and s € c}jf(R"). Let M €
N with M > st and let

ST >0, 4 [1 + Cloi(s) -min(p_, q_)]. (33)
Then
Fy()ao®) = {F € Lo ®) NS (RY) : [ 15,0 40 R < 00}

p().q()

and || - |1F2Y) (R and || - |FY)  (RM)||* are equivalent on F*)  (R™). The
)q0)

P ‘ r().q() r()q()
same holds for ||f|F;E:;’q(.)(R") |1,
(ii) Let p, g € PP°Y(R") and s € CllgCg(R"). Let M e Nwith M > st and let
1 Clog (8
s>ap.|:1+6‘log(n/Q) 4 loi( ) 'P:|~ (34)

Then

By0q0 (B) = {f € Lyoy (R) NS (R") [ £1B,0) 4y (RY) |7 < o0}

and || - |B;((',))1 @) and |- |B;(('_))’ oo R are equivalent on B;(('_))’ oo R

Remark 8 Let us comment on the rather technical conditions (33) and (34).

e If min(p~, g~) > 1, then (33) becomes just s~ > 0. Furthermore, if p, ¢ and s are
constant functions, then (33) coincides with (29).

e If p~ > 1, then (34) reduces also to s~ > 0 and in the case of constant exponents
we again recover (28).

As indicated already above, the proof is divided into several parts.
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4.3 Preliminary Version of Theorem 15

This subsection contains a preliminary version of Theorem 15 (Lemma 16). Its proof
represents the heart of the proof of Theorem 15. For better lucidity, it is again divided
into more parts.

Lemma 16 Under the conditions of Theorem 15, the following estimates hold for all
feL,oyR)NSR"):

[ F1500 0y @~ N A1ER ) g R (35)
[ 1550 g0s ®DIT A A1EG) 0 R (36)
1F1550 000 R S NAFY 00 @S I IE o ®D 63D
118000 ®DT S 1A1B50 gy RIS [ F1B50) 4y R 38)

Proof Part I. First we prove (35) and (36). We discretize the inner part of || - ||* and
obtain

00 q() g1/
|:/ (5@ @) (/ }A%f(x)|dh> —i|
0 B !
0o q(x)dt 1/q(x)
[f 5@ () (;"/ |Ai”f(x)|d%> —i|
0 tB 4
00 2k 9™ gt Mae
Z/ ,—s(x)q(x)(t—n/ |A1‘%4f(x);d%> — : (39)
k=—00 27k = '

If 2—k—1 <t< 2—k’ then 2ks(x)q(x) < t—s(x)q(x) < 2(k+1)5(x)q(x) and

2k"/ |Aff(x)|d%§f"/ |Aff(x)|d%§2<"+“"/ |AY f(x)|dse.
2—-k+h) p tB 2—kp

Plugging these estimates into (39), we may further estimate

e q(x)dt 1/q(x)
(I
0 B t

- (k+1)s(x)q(x) [ ~k M 4
< 2 ”‘H(z”/ A f(x)d%)
k:X—:oo 27kB| g |
00 q(x) 1/q(x)
[ 5 oot so) T
k=—o00 B

The estimate from below follows in the same manner. Finally, the proof of (36) is
almost the same.

1/q(x)
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Part I1. This part is devoted to the proof of the left hand side of (37). It is divided
into several steps to make the presentation clearer.
Step 1. First, we point out that the estimate

| AL (RY) | S F1B) 4y (RY)]

follows from the characterization of B’ ()) (R") in terms of Nikol’skij representa-
tions (cf. Theorem 8.1 of [1]). We refer also to Remark 2.5.3/1 in [51]. The extension
to F-spaces is then given by the simple embedding

[ 1250 B S 118,00 RIS TAF 40 R

with & > 0 chosen small enough.
Step 2. Let (¢;) jen, be the functions used in Definition 3. We use the decomposi-
tion

o
=3 fon, keZ
[=—00
where fu 1) = (@rsrf)Y,or =0if k +1 < 0 and get

o0

q(x)
(@) =) 2@ ( / !A;”k,,f(xﬂdh)

k=0

q(x)
dh) |

q(x)
(4.><Zz“<x>q<x>< f Z A khf<k+z)<x>|dh>

k=0 I=—00

00
— Z zks(x)q(x) (
k=0

If g(x) <1 then we proceed further

2 kh( Z f(k+1)>(x)

[=—00

q(x)
<Z Z zké(x)(I(x)</|A khf(k+l)(x)|dh) )

k=0[l=—o00

If g(x) > 1, we use Minkowski’s inequality

q(x)\ 1/q(x)
(a>”q<x>s(22k“x>q<x></ > Ay khf<k+z><x)ldh> )

k=0 [=—00

00 00 g\ Va4
s (zzks<x>q<x>( [ 1840, ool ) .

[=—00 \k=0

Birkhauser



J Fourier Anal Appl

We split in both cases

]

Z.. = =_i +i (40)

|=—00 =1

Step 3. We estimate the first summand with [ < 0.
We use Lemma 22 in the form

|AM fan ()] < Cmax (1, [6A|7) - min(1, [bh|™) Py g fusn (x),

where a > 0 is arbitrary, b = 2k+1 and

_1fe =2
R A T

Furthermore, we use this estimate with 2~} instead of i. We obtain

/ByAy,khf(kH)(xﬂdh5/Bmax(1,|b2—kh}“)-min(1, 0™ Py a foesn ()R

S 2M Pyt g ferny (). (41)

The last inequality follows from max(1, |b27%h|?) <1 (recall that [ <0 and |h| < 1)
and min(1, |b2 kp|M) < 2™
If g(x) < 1, we estimate the first sum in (40)

0 oo q(x)
I < Z szs(x)q(x)(/’Agd_khf(k+l)(X)|dh>
[=—00 k=0 B
0 [’}
<3 S 2N py o ()
[=—00 k=0
0 o0
_ Z 21(M—s<x>)q<x)Z2(k+1)5(")q(")qu(f)af(kH)(X)
oo k=0
o

Ay 28Wa quk());) fio (%),

where the last estimate makes use of M > s, g~ > 0 and the fact that f(x4) = 0 for
k+1<0.
If g(x) > 1, we proceed in a similar way to obtain

1 ) q(x) 1/q(x)
114 < Z ZZ s(®)q(x) </ |A2 khf(k+l)(x)|dh)

I=—00 \k=0
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0 o0 1/g(x)
S Z (Z zks(x)q(x)(21MP2k+l’af(k+l)(x))({(x)>

[=—00 \k=0

o - 1/q(x)
_ Z 2[(M75()C)) (Z 2(k+l)S(X)(1(X) P;(Efl)’af(k_;’_l) (x))

[=—00 k=0
00 1/q(x)
S (Z 2]“?(’”)’1(’“)1"2‘];’?]‘&) (X)> .
k=0

We have used in the last estimate again M > sT and the definition of f(x4).
Hence,

00 1/q(x)
7Y/4™) < (szs(x)ti(x)pzqk(’);)f(k)(x))
k=0

holds for all x € R”.
Finally, we obtain

~

. 1/4(0)
|7V401L 0y (RY)] < (Z 2kx<x>q<X)P§kf);) fao (x))

k=0

Lp(~) (Rn) H

= |2 Py o fiy ) g0 | L o) g ) |
SISO fw) ol Lo Ea) | = 1 F1Fy) 1o, B (42

where we used the boundedness of Peetre maximal operator as described in Theo-
rem 14 for a > 0 large enough.

Step 4. We estimate the second summand in (40) with / > 0. If min(p~—, ¢~) > 1,
then we put A = 1. Otherwise we choose real parameters 0 < A < min(p~—, ¢~ ) and
a > 0 such that

n

“ min(pq)

and a(l — A) < s~ . Due to (33), this is always possible.
We start again with estimates of the ball means of differences. We use Lemma 22
and (30) to obtain

/B‘Ag{khf(kH)(x)!dh
=/B!A§”_khf(k+1)(x)|" AM,, farn | T dn
§f3(max(1, |26+ 2% | ) min(1, (22758 M) Py faesny @)
: |A§{khf(k+z)(x)]kdh
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1—A A
= (2laP2k+l,af(k+1)(X)) /B|A§W_khf(k+z)(X)| dh

M
< (2Pyst g faerny @) Y eim /B | Foesn (x + j27%n) [*dh, 43)
j=0

where the constants c; p are given by (30).

We shall deal in detail only with the term with j = 1. The term with j = 0 is much
simpler to handle (as there the integration over & € B immediately disappears) and
this case reduces essentially to Holder’s inequality and boundedness of the Peetre
maximal operator. The terms with 2 < j < M may be handled in the same way as the

one with j =1.
We use Lemma 20 with » = X in the form

A
| foery D] S (kgr.2m * | faern ) ),
with m > max(n, cjog(s)), Lemmas 23 and 19 to get

ZkS(x)’\/B|f(k+1)(x +27%h)[*dn

NP /B(Wk+1,2m * | faanl”) (x + 2*"h)dh
= 280 ([2% gk g Mt o # | Sy 1) ()
< 2’”("“(771(,2”; * |f(k+l)|k)(x)

< (e * 299 fuaen | )0

<275 (e * |2(k+l)5(')f(k+l)|k)(x)'

We insert (44) into (43) and arrive at

2k (0 f | A, Foerny () |dh
B

(44)

)—ls— 1-1 . A
< lali=h=ls (2(k+1)s(x)P2k+1,af(k+1)(X)) (i * 2575 fun ™) (o).

If g(x) > 1, we proceed further with the use of Holder’s inequality

[o,0] o0
J7Y/4® < Zzla(lf?»)*lf (Z(Z(kH)S(X)P2k+l,af(k+l)(x))(])L)q(x)
=1 k=0

1/q(x)
. (nk’m * |2(k+l)s(‘)f(k+l) |)‘)q(x)(x))

o0

) (I=2)/q(x)
< Zzla(lfk)fls (2(2(k+l)S(X)P2k+l,af(k+1)(x))q(x)>
=1

k=0
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Alq(x)
(M * \2(k+l)s(')f(k+1)|A)q(x)/k(x)>

>-
Il

T

0

M8

(1=2)/q(x)
(2kS()C) sz,af(k)(x))q(X))

=(k

Il
o

Mg

00 A/q(x)
) A A
ola(l=a)—ls~ <Z(’7k,m*|2(k+l)S(>f(k+l)| )q<X)/ (x)) )

k=0

~

1
If g(x) <1, we obtain in a similar way

o0 o
) —]s— 1-x
11522@(1 N—ls )q(x)Z(z(kH)s(x) Pyrt o [k H)(x))( )q (x)
k=0

* ‘Z(k"rl)s(') f(k+l) |)‘)q(x) (x)

=1

00 00 1—x
< Zz(la(l—x)—ls )q(x) (Z(z(k+l)s(x) Pairt o ity (x))qm)

=1

k=0

8

A
(Z *|z<k+f>s<->f<k+n|*)q<">“<x>)

k=0

s 1-
(Z 250 oy fiao ()T )>
k=0

o0 o0 A
-y olal=R=1g (Z(ﬂk e [20FD5O) f oy |F) IO (x)>

I=1 k=0
and further (with use of Lemma 24)

e ¢]

(1=1)/q(x)
s <Z(2ks(x)1’zk,af(k) (x))q(X)>

k=0

00 00 a\ 1/q(x)
Zz(la(l—l)—ls_)tﬂx) (Z(nk ¥ |2(k+l)s(‘)f(k+l) |)»)q(x)/)»(x)) )

I=1 k=0

00 1=2)/q(x)
(Sore o)
k=0

[e’s) [e%s) Alq(x)
. ) —Is— . A A
.221/2 (la(1—X)—lIs )<Z(7)k,m*|2<k+l)§()f(k+l)| )q(X)/ (x)) )
=1 k=0
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If we denote
00 1/q(x)
F(x) = (Z(st(x)P2k,uf(k)(x))q(x)> , xeR"
k=0
and

xeR”

By (x) := |

we getfor§:=—1/2-(a(l—X1)—s7)>0

0 00 A/q(x)
1140 < F(x)l=*. 22_15 (Z(”k’m ¢ B,’}H)q(x)/k(x)) : (46)

=1 k=0

We use ||F1 AFk||p() <2||F ||p() ||F2||p(), . [17, Lemma 3.2.20], and suppose
that the L ,(.)-(quasi-)norm is equivalent to an r-norm with 0 < r < 1. Together with
Lemma 21 we arrive at

o0 1/q(x) | Ar
a0, S| S (S« 5070
=1 k= PO
0o 1/q(x) | Ar
< ||F( )| ot ))L)r Zz—lﬁr (Z Nk.m * Bk+[ Q(X)/)»(x)>
=1 k=0 ()

(1-3)
S IAIEG g0 R

) 22—15" “ (77k,m * B]?Jrl (x))zozo ”;,p(.)/x(fqt)ﬂ)
=1

o0
1- _
N ||f|F;,E; q()(Rn)” M 22 o H (B,?H(x)),fio HVLP(_)M(Q(.W)
=1

o0
(1) _
S ”f'F;E; q()(Rn) ” " 22 o ” (B,?(x));:io ”21)(4)/1([:10)/1)
=1

(1-2)
SIAE oo @B e,

SIAE o @] @7)

which finishes the proof.

Part III. We prove the right hand side of (37). We follow again essentially [51,
Sect. 2.5.9] with some modifications as presented in [53]. Roughly speaking, com-
pared to the case of constant exponents, only minor modifications are necessary.
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Let ¢ € C(R") with ¢ (x) = 1, |x| < 1 and ¥ (x) =0, [x| > 3/2. We define

M—1 M
po(x) = (=DM " <—1>"< )w((M — wx).

u=0 H
It follows that ¢g € C(C)’O(]R") with ¢(x) =0, |x| > 3/2 and ¢(x) =1, |x| < /M.
We also put ¢;(x) = (po(2_-jx) — <p0(2_j+1x) for j > 1. This is the decomposition
of unity we used in the definition of || f |F;8 q (_)(R”) I, cf. Definition 3. Recall that
due to [16] and [30], this (quasi-)norm of || f| F;EZ; +(»®)|| does not depend on the
choice of the decomposition of unity.

We observe that

po(x) = (=DMT(AY ¥ (0) — (—DM),
and

FIAYOF HD) + (DY f),  j=0,

Flo;F =
FROFNO= A8, w 0 = Ay OVF @, =1

(48)

Furthermore, a straightforward calculation shows that

M
[(F 1A v O)F )| = DD F [y (M — w277 ) F )
u=0

2

M
YD F (M =027 )] f(x)
u=0

&

M
Z(—l)“/ F Yy m) f(x — (M —u)2~/h)dh
Rn

u=0

= /R ) w)Agi,hf(x)dh‘
< AJW” | AY L ol (49)

holds for every j € Ny. We denote g = 1/7 € S(R™) and obtain

| FIES o R 2 275 (F 7 0, F£) )L iy (g ) |
S ||f|Lp(~)(Rn)H

+

250 [ o062, S lahL o )| 5O

The rest of this part consists essentially of using the property of g € S(R") to come
from (50) to || - ||**.
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We denote

Iy:=B, I,:=2“B\2*'B, ueN

and use |g(h)| < c27%, h € I, with r taken large enough (recall that g € S(R")) and

estimate

/Rn’g(’”‘ a3, fldh = Z/I lgm)| -5, f(o)]dh
u=0""u

u—j

o0
< 2—"’21"/ AM dh
N;) A

oo
222““’—*)2—(“—1’)"/ Ay fo)|dh.
u=0 2B

We put

Gj() =2 (F 1 (AY, v () F f)(x)

, J€Ny
and
gr(x) = 2’“0‘)2""/ |AM foo)|dh,  keZ.
2-kB

Using (48), (49) and (51), we obtain the estimate

x
Gj(x)52/’“”22”"—’)2*"—1”/ AN fo)|an
214*]8
u=0

j
= 37 Uk =) ks hn /HBM’W(X)W’

k=—0o0
i x
= Y 20RO g () < 37 KOGy (),
k=—00 k=—c0

Choosing r > s* + n and applying Lemma 9 then finishes the proof.

(S

(52)

Part IV. The proof of the left hand side of (38) follows in the same manner as in
Part II. We shall describe the necessary modifications. First, let us mention, that the
condition g% < oo was used only in the application of Lemma 21. In the rest of the
arguments also the case g(x) = co may be incorporated with only slight change of

notation.
Let us put

FOx) = 2’“@)/ |A,, f()|dh, xeR".
B
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We obtain (in analogue to (40))

fO < pOd g p @Il Zz’““) / AN S (0|

I=—00

£3 2k / AM, i (0dh.

=1

We estimate the first sum using (41) and get
f(k)l< Z (M~ s+) 1 Zz(u k)(M— s*)gl <Zz |u—k|(M— ﬁ)gl
I=—00 u=0 u=0

where gl := 2“5 Pyu , f(u)(x). The application of Lemma 9 and Theorem 14 with
a > (0 large enough gives

[ (FO D gltgr Lp ) | S @0y Lpe)) | S [ 1B 4y RD)]-

To estimate f &1 e proceed as in the Step 4 of Part II. If p~ > 1, we choose
again A = 1, otherwise we take 0 <A < p~ and

n+clg(1/q)
-~ oe /7

— ~+ Clog (s)
p

such that a(1 — 1) < s~. This is possible due to (34).
We use (44) with m > max(n + cjog(1/g), clog(s)) to get

00
) —ls— ; 1—x
f(k),II 5 Zzla(l A)—ls (2(k+l)s(x) P2k+1,af(k+l) (x))

5 24O i O (o)

=1
-
Z Sla(l=3)—1s~ +,(x))H~(nk,m*(giﬂ)k)(x)’ (53)

where g,%H (x) := |2(k+l)“(")f(k+1) (x)]. We take the £,(.)(L () (quasi-)norm of the
last expression—and assume that it is equivalent to some r-norm. This gives for § :=
s~ —a(l —A) > 0 the following estimate

O g (Lpn) |

27| (b ) (e * (8200) ) O1gry Lpe) |

WK

S

N
Il
-

270 g 18y (L pey) ||(H)r N[ (8i+z)k]l/k|@q(-)@p(-))”M

A
WK

N
Il
MR
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27 g 1eg (s Lp) | Jmiem # (8241) g2 (Lpeyy) [

A
WK

N
I
MR

(1=1)r

27 g lbg () (Lp)) | (&2 ) 1aer s Lpery) |

A
2

~
—

‘(I—A)r

2707 g gy (Lpey)| &gy L) |

WK

S

N
I
MR

S Hf|B;((.~)),q(~> (R") ”r (54)

We have used Lemma 10 and Lemma 25.
Part V. The right hand side inequality of (38) follows also along the same line as
in Part III. We just combine (52) with the choice r > s+ + n and apply Lemma 9. [J

4.4 Proof of Theorem 15

This section is devoted to the proof of Theorem 15. We start with the case of con-
stant g. In that case, the usual Hardy-Littlewood maximal operator

1
M = _ d
F&) flig |B(x,r)] B(x,r)|f(y)| Y

is bounded on £, (L y(,)) and L ,((£,). Indeed, the following lemma is a consequence
of [12] and [17, Theorem 4.3.8].

Lemma 17
(i) Let p e PPY(R™) with 1 < p~ < pt <ooand 1 < g < co. Then
M FDFZ ol Lpey €| S [ (DLl Loy (L) |

for all (fl')?i—oo €Ly (Zq).
(ii) Let p € P2(R") with p~ > 1 and 0 < g < 0o. Then

| MFDEolbg Ly ) | S D oollq Lpy) |
or all (f)32_, € q(Lpe)).-

Proof of Theorem 15 With the help of Lemma 17, we prove Theorem 15 for ¢ con-
stant. In view of Lemma 16, it is enough to prove

1 A1F50 a0 @I S NAIFG 00 R (55)

and a corresponding analogue for the B-spaces.
Part I In this part we point out the necessary modifications in the proof of
Lemma 16 to obtain a characterization by ball means of differences for B;(()) q R™)
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and F*") (R™). The proof follows the scheme of Part II of the proof of Lemma 16.

().
We start with ) 72 instead of ) - ,. With this modification the Steps 1-3 go

through without any other changes and we obtain (42) again (just recall that fx) =0
if k <0).

Due to the boundedness of the maximal operator there is no need for the use of
r-trick and convolution with 7, _,,. The analogue of (43), (44) and (45) now reads as
follows:

240 f AY . fern ()]
B

< (2kx(x)21a Poist o fos (x))l_A
M
e f kSOt o (x4 2R [Fdh
j=0 i
< 2la(1—k)—ls’ (2(k+l)S(X) P2k+1,a f(k+l) (x)) =
M
S eim /B QADSCAT 2N p (x  j2 7 R) | dh
j=0

) —ls— 1—x
Szla(l r)—ls (2(k+1)S(X)P2k+l,af(k+l)(x))

M

: ZCj,MM(P(kH)s(')f(k+1)(')|k)(X),

J=0

where we used Holder’s regularity of s(-), see (5). As a consequence, we obtain

00 00 Aq(x)
171/4%) < F(x)l—)» . Zz—la < Z (MB,?H)‘I(XW(x))

=1 k=—I

instead of (46). The rest then follows in the same manner with the help of Lemma 17
and the proof of (55) is finished.
The proof of

11850, g0 R S [ £1B5) 40 R

follows along the same lines. Especially, we get
s 1
A —ls— - A
FOITS Y 2D (g (0) - (M (8840)) @)
=1

instead of (53). The rest follows again by Lemma 17.
Part II. Finally, we present how the characterization for g constant can help us to
improve on the case of variable exponent g (-).

Birkhauser



J Fourier Anal Appl

In view of Lemma 16, it is enough to show that

0 1/q(x)
( Z 2kx(x)q(x)(d§/lkf(x))q(x)>

k=—o00

SIAESD o (®Y)].

Ly (R") (a0

But this is a consequence of

0 1/q(x)
< Z 2ks(x)q(x)(dél/lkf(x))q(x)>

k=—o00

Ly (Rn) H

0 \ V™
< ( Y W, f () )

k=—o00

Lp(-)(Rn) H

)

SIAR L@ SIAF 40 ®Y)

where ¢ > 0 is small enough and we used the differences characterization for fixed ¢
and a trivial embedding theorem.
The same arguments apply for the Besov spaces and the proof is finished. g

Remark 9 The somewhat complicated proof of Theorem 15 would work more direct
and simpler if we could use versions of Lemmas 10 and 21 in (47) and (54) where
the £,(.) summation runs over v € Z.

For Triebel-Lizorkin spaces there seems to exist such an extension [13], but for
Besov spaces the proof of Lemma 10 in [1] seems to be to customized to the situation
v e Np.

4.5 Ball Means of Differences for 2-Microlocal Spaces

As already remarked in Sect. 2.2 all the proofs for spaces of variable smoothness do
also serve for 2-microlocal spaces. One just has to use the definition of admissible
weight sequences and the property (5), see Remark 2.

First of all we give the notation for the (quasi-)norms. For simplicity we just
use the discrete versions, although it is also possible to give continuous versions of
2-microlocal weights, see [55, Definition 4.1]. In analogy to the spaces of variable
smoothness we introduce the following norms

1£1BY 0oy R = [ FIL ooy (RT) | + [ (wr )i £0)) ool ey L p) |

and

11 g0 @D = [ AILpe (RY) | + [ (w3t £() 22— o [L oy (g |-

Finally, the preceding calculations show that the following theorem is true.

Theorem 18 (i) Let p, g € P'°¢(R™) with p*, g+ < 0o and w € W¥

1oy L€t M > ap
and

oA >0p- g |:1 + % -min(p,q):|. (56)
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Then

Fp()q()( "N ={feLpo(®R"):]f p()q()(Rn)H**<°°}

and || - |F p() q()(R”)H and || - |F p() q()(R")H** are equivalent on F;:’(.)’q(_)(R").
(ii) Let p, g € P2(R") and w € W* Let M > oy and

1,00

Clos (1
@ >0, - [1 + Lg; [0 % -p_]. (57)
Then
ksk
Bp()q()( ) {fELp()(Rn) ”f|Bp()q()( n)” <°°}
and || - |Bp()q()(R")|| and || - |Bp() q()(R”)H** are equivalent on B;’(_)’q(_)(R”).

Remark 10 Again, if min(p~, ¢~ ) > 1 in the F-case, or p~ > 1 in the B-case, then
the conditions (56) and (57) simplify to oy > 0. In the case of constant exponents
P, q we obtain similar results to [8] and [34].

4.6 Lemmas
The following lemma is a variant of Lemma 6.1 from [16].

Lemma 19 Lets € C;gf(R”) and let R > ciog(s) , where clog(s) is the constant from
(2) for s(-). Then

25O i r(x — ¥) 2" Py (x = y)

holds for all x, y € R" and m € Ny.

Lemma 20 Letr > 0, v > 0 and m > n. Then there exists ¢ > 0, which depends only
on m,n and r, such that for all g € §'(R") with suppg C {€ e R" : || < 2"}, we
have

1
|8)| < c(mm 18l )", xeR".
The following lemma is the counterpart to Lemma 10 for Triebel-Lizorkin spaces.

Lemma 21 ([16], Theorem 3.2) Let p,q € P(R") with 1 < p~ < pt < oo and
1 < g~ <q% < oo. Then the inequality

[ Grv.m % )51 Lpy (g | < el| (AL py g ||
holds for every sequence (f,)veN, of Llloc (R™) functions and m > n.

The following lemma is well known (cf. [51]). We sketch its proof for the sake of
completeness.
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Lemma 22 Let a,b >0, M e Nand h € R". Let f € S'(R") with suppf C{te
R”" : |&| < b}. Then there is a constant C > 0 independent of f, b and h, such that

|AM £(x)| < Cmax(1, |bh|*) - min(1, |bh|M) Py 4 f (x)
holds for every x € R".

Proof The estimate

S|

. . a a f(.x_Z)
|fx+jh)| = T Ljbhl (1+1jbh|*) < (14 |Mbh|®) sup -———

zeRn 1+ |bz|?
gmax(l, |bh|“)Pb,af(x), j=0,..., M,

holds for all the admissible parameters even without the assumption on f .
Hence we need to prove only

|AY £ ()| < Cmax(1, [bh|%) - |bh|™ - Py 4 f (x). (58)

Using the Taylor formula for the (analytic) function f, we obtain by direct calculation

A £ < el sup sup 1 PDE I

1+ byl
jwl=M |yl<Min| 1+ 1Dyl (1+1651)

D¢ —
<|n™ max(1, [bh|*) - sup  sup w
lal=M [y|<mjn] L+ [by|

If supp g C {& € R" : |£] < 1}, then this may be combined with the Nikol’skij inequal-
ity, cf. [51, Sect. 1.3.1], in the form

|(D¥g)(x — )| _ lg(x —2)|

sup sup <
la|=M zeRn L+ z]* zern 1+ |z]¢
to obtain
|AM g ()| < ¢ |h1™ max(1, |h|) - sup le =2 (59)

zeRn I+ z[¢

If suppf C {€ e R": |&| < b}, we define g(x) = f(x/b), apply (59) together with
AM f(x) = AM ¢(bx) and obtain

bx —
| A )| < 16hIM max(1, 1bh|) sup lgbx = 2]
' - ern 1+ 1z]?

From this (58) follows and the proof is then complete. U
The following lemma resembles Lemma A.3 of [16].
Lemma 23 Letk € Z,1 € Ny and m > n. Then

Nk+1,m * [Zk")(z—kB] S Nkm-
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Proof Using dilations, we may suppose that k = 0. If |x| <2, then

/ 2 (1+2'yl)"dy < / 2 (142y1) "y S (1 1)
{yilx—yl=1) yer?

If |x| > 2 and |x — y| < 1, we obtain 1 + 2/|y| > 14 2/|x| and 2" (1 +2/|x|)™™ <
(1 4 |x|)~™. This immediately implies that

/ z"l(1+2l|y|)"”dy§/ (1+Ixl) ™dy S (1+1x))".
{yile—yl<1} {yilx—yl<1)

O

Remark 11 Another way, how to prove Lemma 23 is to use the inequality xp(x) <
2™ no.m (x) and apply Lemma A.3 of [16].

The following Lemma is quite simple and we leave out its proof.

Lemma 24 Let 0 < g < 00,8 > 0 and let (a;)1eN be a sequence of non-negative real
numbers. Then

00 1/q 00
(Z 215an> < Z 2—13/2%1/4,
=1

=1

where the constant involved depends only on § and q.

Finally, we shall need a certain version of Holder’s inequality for £40)(Lp())
spaces.

Lemma 25 Let p,qg € P(R") and let 0 < A < 1. Then

| fic- gklegey Lpen | <297 | £ Mg Lpen |7 88 gy Lpp) | (60)

holds for all sequences of non-negative functions ( fi)ren, and (gk)keNy-
Proof Due to the homogeneity, we may assume that

| gL | = 8 g Lpe) | = 1.

Then for every ¢ > 0, there exist two sequences of positive real numbers (Ag)keN,
and (ug)ken,» such that

o0 o
D m<l+e, > mi<l+e
k=0 k=0

1/(1=2) 1/x
fk ) 8k
Q (-)(7. =1 oo\l e ) =1
P )"/]c/q() p M;l{/q()

and
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We put

Ak + g - Ak + Mk
2 —  cd™)

c:=2Y4" and =

and use the Young inequality in the form

[Ae0ge0]"™ < (1= 2) filr) D/ 4 5 gy ()P @/

Se()ge(x) )" i
n 1/‘](‘)
C)/k
fk(x)p(X)/(l—/\)d A/ gic (ox)PX)/A
JEX)TTT _&WTm
R" cp<x)ykl’<x)/q<x) R Cp(x>ykp(x>/q<x>

) P@)/(1-1) )P/
& ;(x)/q(x) dx+ A/ gk;()?)/q(x) r=1
R A "My

to obtain

=-»

==

Furthermore, the estimate

o
2(1
2
k=0
finishes the proof of (60) with the constant ¢ = 2V, O
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Chapter 1
A Survey of Compressed Sensing

Holger Boche, Robert Calderbank, Gitta Kutyniok, and Jan Vybiral

Abstract Compressed sensing was introduced some ten years ago as an effective
way of acquiring signals, which possess a sparse or nearly sparse representation
in a suitable basis or dictionary. Due to its solid mathematical backgrounds, it
quickly attracted the attention of mathematicians from several different areas, so
that the most important aspects of the theory are nowadays very well understood.
In recent years, its applications started to spread out through applied mathematics,
signal processing, and electrical engineering. The aim of this chapter is to provide
an introduction into the basic concepts of compressed sensing. In the first part of
this chapter, we present the basic mathematical concepts of compressed sensing,
including the Null Space Property, Restricted Isometry Property, their connection to
basis pursuit and sparse recovery, and construction of matrices with small restricted
isometry constants. This presentation is easily accessible, largely self-contained, and
includes proofs of the most important theorems. The second part gives an overview
of the most important extensions of these ideas, including recovery of vectors with
sparse representation in frames and dictionaries, discussion of (in)coherence and its
implications for compressed sensing, and presentation of other algorithms of sparse
recovery.
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2 H. Boche et al.
1.1 Introduction

Compressed sensing is a novel method of signal processing, which was introduced
in [25] and [15, 16] and which profited from its very beginning from fruitful
interplay between mathematicians, applied mathematicians, and electrical engi-
neers. The mathematical concepts are inspired by ideas from a number of different
disciplines, including numerical analysis, stochastic, combinatorics, and functional
analysis. On the other hand, the applications of compressed sensing range from
image processing [29], medical imaging [52], and radar technology [5] to sampling
theory [56, 69], and statistical learning.

The aim of this chapter is twofold. In Section 1.3 we collect the basic mathe-
matical ideas from numerical analysis, stochastic, and functional analysis used in
the area of compressed sensing to give an overview of basic notions, including the
Null Space Property and the Restricted Isometry Property, and the relations between
them. Most of the material in this section is presented with a self-contained proof,
using only few simple notions from approximation theory and stochastic recalled in
Section 1.2. We hope that this presentation will make the mathematical concepts of
compressed sensing appealing and understandable both to applied mathematicians
and electrical engineers. Although it can also be used as a basis for a lecture on
compressed sensing for a wide variety of students, depending on circumstances, it
would have to be complemented by other subjects of the lecturers choice to make a
full one-semester course. Let us stress that the material presented in this section is by
no means new or original, actually it is nowadays considered classical, or “common
wisdom” throughout the community.

The second aim of this chapter is to give (without proof) an overview of the most
important extensions (Section 1.4). In this part, we refer to original research papers
or to more extensive summaries of compressed sensing [23, 35, 40] for more details
and further references.

1.2 Preliminaries

As the mathematical concepts of compressed sensing rely on the interplay of ideas
from linear algebra, numerical analysis, stochastic, and functional analysis, we start
with an overview of basic notions from these fields. We shall restrict ourselves to
the minimum needed in the sequel.

1.2.1 Norms and quasi-norms

In the most simple setting of discrete signals on finite domain, signals are modeled
as (column) vectors in then n-dimensional Euclidean space, denoted by R”. We shall

vybiral@karlin.mff.cuni.cz
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Fig. 1.1 Shape of the lﬁ unit ball for p=1/2,p=1,p=2,and p =

use different ways how to measure the size of such a vector. The most typical way,
however, is to consider its f’l’,-norm, which is defined for x = (x1,... ,x,,)T and p €
(0,0] as (Fig. 1.1)

(Zbr) ", e

max x|, p=e
j=1,..n

(1.1)

Ixllp =

If p < 1, this expression does not satisfy the triangle inequality. Instead of that
the following inequalities hold

b2l < 2177 (] + 2l ),

[+ 2|5 < lxll5 + [lz]17

for all x € R" and all z € R". If p = 2, £3 is a (real) Hilbert space with the scalar
product

n
(r,2) =2"x =Y xjz;.
i=j

If x € R", we can always find a permutation 6 : {1,...,n} — {1,...,n}, such that
the nonincreasing rearrangement x* € [0,0)" of x, defined by x7 = |x4(;)| satisfies

X]>x5>->x>0.
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4 H. Boche et al.

If T C {1,...,n} is a set of indices, we denote by |T'| the number of its elements.
We shall complement this notation by denoting the size of the support of x € R" by

[Ixllo = [supp (x)| = [{J : x; # O}].

Note that this expression is not even a quasinorm. The notation is justified by the
observation, that

lim [|x[| = [|x[lo forall xeR".
p—0

Let k be a natural number at most equal to n. A vector x € R” is called k-sparse, if
|lx]lo < k and the set of all k-sparse vectors is denoted by

Se={xeR": ||x]lo < k).

Finally, if k < n, the best k-term approximation o (x), of x € R" describes, how well
can x be approximated by k-sparse vectors in the £)-norm. This can be expressed by
the formula

(@) pe@o:

or(x)p = inf |x—z|, = ¢ j=k+1 (1.2)
zEX *
Ke+15 D =rce

The notions introduced so far can be easily transferred to n-dimensional complex
spaces. Especially, the scalar product of x,y € C" is defined by

n
<X,y> = Z-xjy_ju
=1

where 7 is the complex conjugate of z € C.

Linear operators between finite-dimensional spaces R"” and R” can be repre-
sented with the help of matrices A € R™*". The entries of A are denoted by a;;,
i=1,...,m and j = 1,...,n. The transpose of a matrix A € R™*" is a matrix
AT € R™™ with entries (A7);; = aj;. The identity matrix in R™" or C"*" will be
denoted by 1.

1.2.2 Random Variables

As several important constructions from the field of compressed sensing rely on
randomness, we recall the basic notions from probability theory.
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We denote by (€2, 2, IP) a probability space. Here stands £2 for the sample space,
X for a o-algebra of subsets of Q, and P is a probability measure on (,X). The
sets B € X are called events, and their probability is denoted by

P(B) = / dP(o).
JB
A random variable X is a measurable function X : 2 — R and we denote by
u=EX :/ X (0)dP(w)
Q

its expected value, or mean, and by 62 = E[(X — u)?] = E(X?) — (EX)? its variance.
We recall Markov’s inequality, which states

E|X
]P’(|X|2t)§¥ forall t > 0. (1.3)

A random variable X is called normal (or Gaussian), if it has a density function

1 (r—u)?
f(t):\/ﬁexp(— 2(72 ), teR

for some real u and positive 62, i.e. if P(a < X <b) = fabf(t)dt forallreala < b.In
that case, the expected value of X is equal to u and its variance to 6> and we often
write X ~ 4 (u,0%). If u = 0 and 6 = 1, the normal variable is called standard
and its density function is

f)= \/Lz_nexp(—z), reR.

A random variable X is called Rademacher if
PX=1)=PX=-1)=1/2. (1.4)

Random variables Xi,...,Xy are called independent, if for every real t1,...,ty
the following formula holds

N
P(X) <t1,.... Xy <tv) = [[P(X; <1)).
=1

In that case,

N N

E[[Tx)] l;[llE(Xj)- (1.5)

Jj=1 J
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6 H. Boche et al.

If the random variables X1,...,Xy are independent and have the same distribution,
we call them independent identically distributed, which is usually abbreviated
as i.i.d.

1.3 Basic ideas of compressed sensing

There is a number of ways how to discover the landscape of compressed sensing.
The point of view, which we shall follow in this section, is that we are looking for
sparse solutions x € R" of a system of linear equations Ax =y, where y € R” and the
m X n matrix A are known. We shall be interested in underdetermined systems, i.e.
in the case m < n. Intuitively, this corresponds to solving the following optimization
problem

min|z[o subjectto y=Az. (Po)
Z

We will first show that this problem is numerically intractable if m and n are
getting larger. Then we introduce the basic notions of compressed sensing, showing
that for specific matrices A and measurement vectors y, one can recover the solution
of (P) in a much more effective way.

1.3.1 Basis pursuit

The minimization problem (Py) can obviously be solved by considering first all
index sets T C {1,...,n} with one element and employing the methods of linear
algebra to decide if there is a solution x to the system with support included in 7.
If this fails for all such index sets, we continue with all index sets with two, three,
and more elements. The obvious drawback is the rapidly increasing number of these
index sets. Indeed, there is (Z) index sets T C {1,...,n} with k elements and this
quantity grows (in some sense) exponentially with k and n.

We shall start our tour through compressed sensing by showing that even every
other algorithm solving (Pp) suffers from this drawback. This will be formulated in
the language of complexity theory as the statement, that the (#)) problem is NP-
hard. Before we come to that, we introduce the basic terms used in the sequel. We
refer for example to [2] for an introduction to computational complexity.

The P-class (“polynomial time”) consists of all decision problems that can be
solved in polynomial time, i.e. with an algorithm, whose running time is bounded
from above by a polynomial expression in the size of the input.

The NP-class (“nondeterministic polynomial time”) consists of all decision
problems, for which there is a polynomial-time algorithm V (called verifier), with
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1 A Survey of Compressed Sensing 7

the following property. If, given an input ¢, the right answer to the decision problem
is “yes”, then there is a proof 3, such that V(a, ) = yes. Roughly speaking, when
the answer to the decision problem is positive, then the proof of this statement can
be verified with a polynomial-time algorithm.

Let us reformulate (Fy) as a decision problem. Namely, if the natural numbers
k,m,n, m x n matrix A and y € R are given, decide if there is a k-sparse solution x
of the equation Ax = y. It is easy to see that this version of (F) is in the NP-class.
Indeed, if the answer to the problem is “yes” and a certificate x € R”" is given, then
it can be verified in polynomial time if x is k-sparse and Ax = y.

A problem is called NP-hard if any of its solving algorithms can be transformed
in polynomial time into a solving algorithm of any other NP-problem. We shall rely
on a statement from complexity theory, that the following problem is both NP and
NP-hard.

Exact cover problem

Given as the input a natural number m divisible by 3 and a system {7 : j =
1,...,n} of subsetsof {1,...,m} with |Tj| =3 forall j=1,...,n, decide, if there is
a subsystem of mutually disjoint sets {7} : j € J}, such that U, T = {1,...,m}.
Such a subsystem is frequently referred to as exact cover.

Let us observe that for any subsystem {7, : j € J} it is easy to verify (in
polynomial time) if it is an exact cover or not. So the problem is in the NP-class.
The non-trivial statement from computational complexity is that this problem is also
NP-hard. The exact formulation of (Py) looks as follows.

{yp-minimization problem
Given natural numbers m, n, an m X n matrix A and a vector y € R as input, find
the solution of

mzin llzllo st y=Az

Theorem 1. The {y-minimization problem is NP-hard.

Proof. 1t is sufficient to show that any algorithm solving the fy-minimization
problem can be transferred in polynomial time into an algorithm solving the exact
cover problem. Let therefore {Tj: j=1,...,n} be a system of subsets of {1,...,m}
with |T;| =3 forall j=1,...,n. Then we construct a matrix A € R™*" by putting

1 ifieT,
ajj = e
0 ifigTy,
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8 H. Boche et al.

i.e. the jth column of A is the indicator function of 7; (denoted by xr; € {0,1}")
and

Ax =

XjXT;- (1.6)

j=1

The construction of A can of course be done in polynomial time.

Let now x be the solution to the £yp-minimization problem with the matrix A and
the vector y = (1,...,1)T. It follows by (1.6) that m = ||y||o = ||Ax|lo < 3]x]|o, i.e.
that ||x|lo > m/3. We will show that the exact cover problem has a positive solution
if, and only if, ||x|lo = m/3.

Indeed, if the exact cover problem has a positive solution, then there is a set
Jc{1,...,n} with |[J| =m/3 and

Hence y = Ax for x = ) and ||x||o = |J| = m/3. If, on the other hand, y = Ax and
|lx|lo =m/3, then {T; : j € supp (x)} solves the exact cover problem. O

The fp-minimization problem is NP-hard, if all matrices A and all measurement
vectors y are allowed as inputs. The theory of compressed sensing shows neverthe-
less that for special matrices A and for y = Ax for some sparse x, the problem can be
solved efficiently.

In general, we replace the ||z||o in (Py) by some ||z||, for p > 0. To obtain a convex
problem, we need to have p > 1. To obtain sparse solutions, p < 1 is necessary, cf.
Figure 1.2.

22 22
S1

Sa

21 21

Fig. 1.2 Solution of S, = argmin ||z||, st. y=Azforp=1andp=2
z€R?
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We are therefore naturally led to discuss under which conditions the solution
to (Py) coincides with the solution of the following convex optimization problem
called basis pursuit

mzinHzﬂl s.t. y=Ag, (A1)

which was introduced in [19]. But before we come to that, let us show that in the real
case this problem may be reformulated as a linear optimization problem, i.e. as the
search for the minimizer of a linear function over a set given by linear constraints,
whose number depends polynomially on the dimension. We refer to [42] for an
introduction to linear programming.

Indeed, let us assume that (P}) has a unique solution, which we denote by x € R”.
Then the pair (u,v) with u = x" and v =x", i.e. with

- Xj, .XjZO, and v, — 07 XjZO,
J J
0, Xj<0, —Xj, Xj<0,

is the unique solution of

min z (uj+vj)st.Au—Av=yandu; >0andv; >0forall j=1,..
uveR”

(1.7)

If namely («',V') is another pair of vectors admissible in (1.7), then x' = v’ — v/
satisfies Ax' = y and x’ is therefore admissible in (P;). As x is the solution of (P;),
we get

n

n n
2 uj+vj) = |xlh < W[ = Y = )| < z )
Jj=1 i=1

If, on the other hand, the pair (u,v) is the unique solution of (1.7), then x = u —v
is the unique solution of (P;). If namely z is another admissible vector in (P;), then
' =z and v = 7z~ are admissible in (1.7) and we obtain

n n
lxlly = D luj—vjl < 2 uj+vj) < 2 W+ Vi) = [zl
Jj=1 J= J=1

Very similar argument works also in the case when (P;) has multiple solutions.
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1.3.2 Null Space Property

If T C {1,...,n}, then we denote by T¢ = {1,...,n} \ T the complement of T in
{1,...,n}. If furthermore v € R", then we denote by vy either the vector in Rm,
which contains the coordinates of v on T, or the vector in R”, which equals v on T
and is zero on T¢. It will be always clear from the context, which notation is being
used.

Finally, if A € R™*" is a matrix, we denote by Ay the m x |T| sub-matrix
containing the columns of A indexed by T. Let us observe that if x € R" with
T = supp (x), that Ax = Apxy.

We start the discussion of the properties of basis pursuit by introducing the notion
of Null Space Property, which first appeared in [20].

Definition 1. Let A € R™*" and let k € {1,...,n}. Then A is said to have the Null
Space Property (NSP) of order k if

Ilvrlli < ||vrelli forallv e kerA\{O}andall T C {1,...,n} with |T| < k.
(1.8)

Remark 1. (i) The condition (1.8) states that vectors from the kernel of A are well
spread, i.e. not supported on a set of small size. Indeed, if v € R"\ {0} is k-
sparse and T = supp (v), then (1.8) shows immediately, that v cannot lie in the
kernel of A.

(ii) If we add ||vre||; to both sides of (1.8), we obtain ||v||; < 2|lvre||;. If then T
are the indices of the k largest coordinates of v taken in the absolute value, this
inequality becomes ||v||; < 204 (v);.

Theorem 2. Let A € R"™*" and let k € {1,...,n}. Then every k-sparse vector x is
the unique solution of (Py) with y = Ax if, and only if, A has the NSP of order k.

Proof. Let us assume that every k-sparse vector x is the unique solution of (P;) with
y=Ax.LetvekerA\{0}andlet T C {I,...,n} with |T| < k be arbitrary. Then vy
is k-sparse, and is therefore the unique solution of

min ||z]|;, s.t. Az=Avr. (1.9)
Zz

As A(—vre) =A(v—vre) = A(vr), this gives especially ||vr||; < ||vr<||; and A has
the NSP of order k.

Let us, on the other hand, assume that A has the NSP of order k. Let x € R” be
a k-sparse vector and let 7 = supp (x). We have to show that ||x||; < ||z]|; for every
z € R” different from x with Az = Ax. But this follows easily by using (1.8) for the
vector (x —z) € ker A\ {0}

X1 < llx—zrlli +lzrll = |(x = 2) 7l +llzrll < [[(x=2)7ell1 +[lzr]l1

= llzrelli +llzr v = lizllr-
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Remark 2. Theorem 2 states that the solutions of (Py) may be found by (P}), if A
has the NSP of order k and if y € R™ is such that, there exists a k-sparse solution
x of the equation Ax = y. Indeed, if in such a case, X is a solution of (P), then
II£]lo < ||x|lo < k. Finally, it follows by Theorem 2 that £ is also a solution of (P;)
and that x = £.

In the language of complexity theory, if we restrict the inputs of the ¢y-
minimization problem to matrices with the NSP of order k and to vectors y, for
which there is a k-sparse solution of the equation Ax = y, the problem belongs to
the P-class and the solving algorithm with polynomial running time is any standard
algorithm solving (P;), or the corresponding linear problem (1.7).

1.3.3 Restricted Isometry Property

Although the Null Space Property is equivalent to the recovery of sparse solutions
of underdetermined linear systems by basis pursuit in the sense just described, it is
somehow difficult to construct matrices satisfying this property. We shall therefore
present a sufficient condition called Restricted Isometry Property, which was first
introduced in [15], and which ensures that the Null Space Property is satisfied.

Definition 2. Let A € R"™*" and let k € {1,...,n}. Then the restricted isometry
constant & = & (A) of A of order k is the smallest § > 0, such that

(1—8)[1x]13 < |Ax[]3 < (14 8)||x||]3 forall xe€ . (1.10)
Furthermore, we say that A satisfies the Restricted Isometry Property (RIP) of order
k with the constant & if & < 1.

Remark 3. The condition (1.10) states that A acts nearly isometrically when
restricted to vectors from X;. Of course, the smaller the constant 8 (A) is, the
closer is the matrix A to isometry on X;. We will be therefore later interested in
constructing matrices with small RIP constants. Finally, the inequality &;(A) <
62(A) < -+ < G (A) follows trivially.

The following theorem shows that RIP of sufficiently high order with a constant
small enough is indeed a sufficient condition for NSP.

Theorem 3. Let A € R™*" and let k be a natural number with k <n/2. If 6,1 (A) <
1/3, then A has the NSP of order k.
Proof. LetvekerAandletT C {1,...,n} with |T| < k. We shall show that

(1.11)

If 8 < 8 < 1/3, then Holder’s inequality gives immediately ||vr||; < Vk||vr |2 <
Iv]|1/2 and the NSP of A of order k follows.
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12 H. Boche et al.

Before we come to the proof of (1.11), let us make the following observation. If
X,z € Xy are two vectors with disjoint supports and ||x|» = ||z]|2 = 1, then x4z € Xy,
and ||x£z||3 = 2. If we now combine the RIP of A

2(1-6y) < [[A(x£2)[13 < 2(1+ 8x)

with the polarization identity, we get
1
[(Ax,Az) = 7 |llAx+Az|3 - [|Ax — Az]l3] < Sy

Using this formula for x’ = x/||x||» and 2’ = z/||z||2, we see that if A has the RIP of
order 2k and x, z € X have disjoint supports, then

|(Ax, AZ)| < Sllx]2]lz]]2. (1.12)

To show (1.11), let us assume that v € ker A is fixed. It is enough to consider
T = Ty the set of the k largest entries of v taken in the absolute value. Furthermore,
we denote by 77 the set of k largest entries of Ve in the absolute value, by 75 the set
of k largest entries of vz, 7;) in the absolute value, etc. Using 0 = Av = A(vy, +
vr, +vr, +...) and (1.12), we arrive at

1 1
HVTOHZ 1— ”AVTOHZ m<AVT07A(_VT1)+A(_VT2)+--->

AVT
j>1 j>l

2~ llvr; |2

- 1
We divide this inequality by ||vz,||> # 0 and obtain
vgyll2 < 1 2 vz 2.
j>l

The proof is then completed by the following simple chain of inequalities, which
involve only the definition of the sets Tj, j > 0.

B 5\ 1/2 5\ 1/2
Z e —jzzl(leszM ) Sgl(krg;jilwl )
- meax|v,| < 2\/— mm |vl| <Y Vi =L ZIGT 1 (1.13)

j>1

_y b v, 1H1 _ vl
j>1 \/E O

Combining Theorems 2 and 3, we obtain immediately the following corollary.
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Corollary 1. Let A € R™*" and let k be a natural number with k <n/2. If 6y (A) <
1/3, then every k-sparse vector x is the unique solution of (P) with y = Ax.

1.3.4 RIP for random matrices

From what was said up to now, we know that matrices with small restricted isometry
constants fulfill the null space property, and sparse solutions of underdetermined
linear equations involving such matrices can be found by ¢;-minimization (P}). We
discuss in this chapter a class of matrices with small RIP constants. It turns out
that the most simple way is to construct these matrices by taking its entries to be
independent standard normal variables.

We denote until the end of this section

! 11 ... O1p
A = — . c. . 1.14
Wyt - Omp
where w;,i =1,...,m,j=1,...,n, are i.i.d. standard normal variables. We shall

show that such a matrix satisfies the RIP with reasonably small constants with high
probability.

1.3.4.1 Concentration inequalities

Before we come to the main result of this chapter, we need some properties of
independent standard normal variables.

Lemma 1. (i) Let @ be a standard normal variable. Then E (e)“"z) =1/V/1-2A
for —eo <A < 1/2.

(ii) (2-stability of the normal distribution) Let m € N, let A = (A1,...,An) € R™ and
let wy,...,®y, be i.id. standard normal variables. Then Ay@; + - - + A @y ~
(S ANV 4 (0,1), ie. it is equidistributed with a multiple of a standard
normal variable.

Proof. The proof of (i) follows from the substitution s := +/1 —2A4 -t in the
following way.

1 ® 42 2 1 b 2
]E(e’”“’z) _ / A2y — / A1/ g
27 J—eo V2T J—oo

_ 1 /weisz/z. ds . 1
V2 ) VI—22 JV1-24
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14 H. Boche et al.

Although the property (ii) is very well known (and there are several different ways
to prove it), we provide a simple geometric proof for the sake of completeness. It is
enough to consider the case m = 2. The general case then follows by induction.

Let therefore A = (A,4;) € R?, A # 0, be fixed and let w; and @, be i.i.d.
standard normal random variables. We put S := A;@; + A,@,. Let t > 0 be an
arbitrary non-negative real number. We calculate

]P’(Sgt)zL

/ W2 gudy — L/ 200y
27 J(u):Aqut 2pv<t 27 Ju

<cyveR

7u2/2du'

1
=— e
vV 21 /u§0

We have used the rotational invariance of the function (u,v) — e (PH7)/2 The
value of c is given by the distance of the origin from the line {(u,v) : Aju+ A,y =t}.
It follows by elementary geometry and Pythagorean theorem that (cf. AOAP ~
ABAO in Figure 1.3)

|OA| t

Bl fh2iaz

c¢=|OP|=10B|-

We therefore get

1 2
P(S<r :—/ e /2g :P<\/lz+kz-w<t>.
(S<0) NeT I N D iTh®=

The same estimate holds for negative #’s by symmetry and the proof is finished. [

N B
t/ﬂ,z
P
AMu+2pv =t
A
|
0 Y

Fig. 1.3 Calculating ¢ = |OP| by elementary geometry for A;,A, > 0
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If wy,...,w, are (possibly dependent) standard normal random variables, then
E(w? +---+®2) =m.If @,...,0, are even independent, then the value of ®7 +
.-+ @? concentrates very strongly around m. This effect is known as concentration
of measure, cf. [49, 50, 55].

Lemma 2. Let m € N and let wy,...,®, be i.i.d. standard normal variables. Let
0<e< 1. Then

P07 4+ @) > (14 e)m) < o E/2€/3
and
—%e?/2-€%/3]

P(of +--+ o < (1—g)m)<e .

Proof. We prove only the first inequality. The second one follows in exactly the
same manner. Let us put 3 := 1 + & > 1 and calculate

P(of + -+ g > Bm) = P(0f + -+ 0 — Bm > 0)
(A(of + -+ @ — Bm) 2 0)

P
=P(exp(A (@] + -+ wp— Bm)) > 1)
Eexp(A(@f +---+ w2 — Bm)),

IN

where A > 0 is a positive real number, which shall be chosen later on. We have used
the Markov’s inequality (1.3) in the last step. Further we use the elementary proper-
ties of exponential function and (1.5) for the independent variables @, .. ., @,,. This
leads to

Eexp(A(@? + -+ 02 — Bm)) = e P EerOf ... 70 — p=ABm (Ee}“"lz)m
and with the help of Lemma 1 we get finally (for 0 < A < 1/2)
Eexp(A(0f + -+ @2 — Bm)) = e *Pm. (1 -22) /2,

We now look for the value of 0 < A < 1/2, which would minimize the last
expression. Therefore, we take the derivative of e~ . (1 —21)~"/2 and put it
equal to zero. After a straightforward calculation, we get

_1-1/B
==
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16 H. Boche et al.

which obviously satisfies also 0 < A < 1/2. Using this value of A we obtain

B-1

P(@ 4+ @2 > Bm) <e 2oBm (1 - (1= 1)) "2 = e F5im . g2

_ 8787'" B n(l+e)

The result then follows from the inequality

2 3
In(l1+8)<t——+—, —-1<t<]l.
n(l+1) < 2+3, <t < 0

Using 2-stability of the normal distribution, Lemma 2 shows immediately that A
defined as in (1.14) acts with high probability as isometry on one fixed x € R”.

Theorem 4. Let x € R” with ||x||» = 1 and let A be as in (1.14). Then
P(’HAxH%— 1’ > 1) < 2731270 < g’ (1.15)

for 0 <t < 1 with an absolute constant C > 0.

Proof. Letx= (x1,X2,...,%,)T. Then we get by the 2-stability of normal distribution
and Lemma 2

P([laxI3—1] > 1)
:P(‘((DLUCI +---+a)1an)2+---+ (011 +---+a)mnxn)2—m‘ > mt)
:P(‘w12+~~~+a)31—m| zmt)
:P(w12+~~~+w,ﬁ Zm(1+t))+P(w12+~~~+w,ﬁ Sm(l—t))
< 2e B2,

This gives the first inequality in (1.15). The second one follows by simple algebraic
manipulations (for C = 1/12). O

Remark 4. (i) Observe that (1.15) may be easily rescaled to
P(|laxl3 - lle3| = 1ll3) < 2e7, (1.16)

which is true for every x € R".
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(i) A slightly different proof of (1.15) is based on the rotational invariance of
the distribution underlying the random structure of matrices defined by (1.14).
Therefore, it is enough to prove (1.15) only for one fixed element x € R” with
l|lx||2 = 1. Taking x = e; = (1,0,...,0)” to be the first canonical unit vector
allows us to use Lemma 2 without the necessity of applying the 2-stability of
normal distribution.

1.3.4.2 RIP for random Gaussian matrices

The proof of restricted isometry property of random matrices generated as in (1.14)
is based on two main ingredients. The first is the concentration of measure
phenomenon described in its most simple form in Lemma 2, and reformulated in
Theorem 4. The second is the following entropy argument, which allows to extend
Theorem 4 and (1.15) from one fixed x € R” to the set X of all k-sparse vectors.

Lemma 3. Lett > 0. Then there is a set & C S ' = {x € R" : ||x||» = 1} with

(i) | A< (1+2/t)" and
(ii) for everyz € S*\, there is ax € N with ||x —z|, <t.

Proof. Choose any x! € S" 1. If x!,... x/ € S"~! were already chosen, take x/*! €
S*! arbitrarily with |[x/*! — x|, > ¢ for all / = 1,...,j. This process is then
repeated as long as possible, i.e. until we obtain a set 4" = {x! ... xN} c §"°1,
such that for every z € S"~! thereis a j € {1,...,N} with ||x/ —z|| <. This gives
the property (ii).

We will use volume arguments to prove (i). It follows by construction that
[|xf —x7||2 >t forevery i, j € {1,...,N} with i # j. By triangle inequality, the balls
B(x/,t/2) are all disjoint and are all included in the ball with the center in the origin
and radius 14-7/2. By comparing the volumes we get

N-(t/2)"-V < (141/2)"-V,
where V is the volume of the unit ball in R”. Hence, we get N = | 4| < (1+2/1)".

O

With all these tools at hand, we can now state the main theorem of this section,
whose proof follows closely the arguments of [4].

Theorem 5. Letn > m >k > 1 be natural numbers andlet0 <€ <1and0< 6 < 1
be real numbers with

m>Cs2 (kln(en/k) +1n(2/e)), (1.17)
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where C > 0 is an absolute constant. Let A be again defined by (1.14). Then
P(&(A)<8)>1—¢.

Proof. The proof follows by the concentration inequality of Theorem 4 and the
entropy argument described in Lemma 3. By this lemma, there is a set

N CZ:= (2R ssupp () C {L.... .k} <l = 1),

such that

() |4 <9* and
(i) minge_y ||z—x||2 < 1/4 forevery z € Z.

We show that if |||Ax||3 — 1| < /2 for all x € .4, then |[|Az]|3 — 1| < & for all
Z€Z.

We proceed by the following bootstrap argument. Let ¥ > 0 be the smallest
number, such that |||Az||3 — 1| < y for all z € Z. Then |||Aul|3 — [|u[|3| < vl|u|]3 for
all u € R” with supp (u) C {1,...,k}. Let us now assume that ||u||2 = ||v||2 = 1 with
supp (u) Usupp (v) C {1,...,k}. Then we get by polarization identity

1
|{Au, Av) — (u,v)| = Z‘(HA(MJFV)H%— 1A =) [13) = (|| +vII3 ~ ||M—V||§)’
1 1
< | IAGe+VIB— a1 + [l = )3 = flu—vi3]
Y Y Y
< Dt vl D vl = L3+ 1v1B) = 7.
Applying this inequality to «’ = u/||u||, and v/ = v/||v||2, we obtain
[(Au, Av) = u, )| < ¥llull2[v]]2 (1.18)
for all u,v € R" with supp (u) Usupp (v) C {1,...,k}.
Let now again z € Z. Then there is an x € .4/, such that ||z —x]||» < 1 /4. We obtain
by triangle inequality and (1.18)

[[IAz]|5 — 1] = [[|Ax]|3 — 1+ (A(z+x),A(z—x)) — (z+x,2—x)|
<82+ 7|z +x|2llz —x|]2 < 8/2+7/2.

As the supremum of the left-hand side over all admissible z’s is equal to 7y, we obtain
that y < 0 and the statement follows.
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Equipped with this tool, the rest of the proof follows by a simple union bound.

P(&(A)>8)< Y, P(Ez €R":supp (z) C T, |zlla = 1 and [||Az]3— 1| > 5)

Tc{l,...n}

= <Z>P(3z € Z with [||Az|3 - 1] > 6)

< (Z)]P’(Exe N |Ax|3—1] > 5/2).

By Theorem 4, the last probability may be estimated from above by 2¢~C™m3” Hence
we obtain

P(8&(A) > ) <9 (Z) 2g=Cmd?

Hence it is enough to show that the last quantity is at most € if (1.17) is satisfied.
But this follows by straightforward algebraic manipulations and the well-known

estimate
m\ _ nk - (en)k
k) — k!l = \k/~ O

1.3.4.3 Lemma of Johnson and Lindenstrauss

Concentration inequalities similar to (1.15) play an important role in several areas of
mathematics. We shall present their connection to the famous result from functional
analysis called Johnson-Lindenstrauss lemma, cf. [1, 22, 46, 54]. The lemma states
that a set of points in a high-dimensional space can be embedded into a space of
much lower dimension in such a way that the mutual distances between the points
are nearly preserved. The connection between this classical result and compressed
sensing was first highlighted in [4], cf. also [47].

Lemmad. Let 0 < € < 1 and let m,N and n be natural numbers with
m>4(e?/2—€/3)"'InN.
Then for every set {x',...,xN} C R" there exists a mapping f : R" — R™, such that

(=) =3 < | f) = fENE < A+ o) —+/|5, i je{l,...,N}.
(1.19)
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Proof. We put f(x) = Ax, where again

! 11 ... O1p
Ax = — . c. . X,
Wyt - Omn
and w;,i=1,...,m,j=1,...,n are i.i.d. standard normal variables. We show that

with this choice f satisfies (1.19) with positive probability. This proves the existence
of such a mapping. o

Leti,j€ {1,...,N} arbitrary with x' # x/. Then we put 7 = H—;f%jt and evaluate
the probability that the right-hand side inequality in (1.19) does not hold. Theorem 4
then implies

P((I6) — FHI3— I 3] > el —o/|3) = B( |14zl ~ 1| > e)

< 2o 1e7 /263 /3]

The same estimate is also true for all () pairs {i, j} C {1,...,N} with i # j. The
probability that one of the inequalities in (1.19) is not satisfied is therefore at most

2. (g) [ HEN] L N2 OS] g (2N - P62 - 3]) <= 1

for m > 4(¢2/2 — €*/3)~!InN. Therefore, the probability that (1.19) holds for all
i,j€{l,...,N} is positive and the result follows. (I

1.3.5 Stability and Robustness

The ability to recover sparse solutions of underdetermined linear systems by quick
recovery algorithms as ¢1-minimization is surely a very promising result. On the
other hand, two additional features are obviously necessary to extend this results to
real-life applications, namely

* Stability: We want to be able to recover (or at least approximate) also vectors
x € R", which are not exactly sparse. Such vectors are called compressible and
mathematically they are characterized by the assumption that their best k-term
approximation decays rapidly with k. Intuitively, the faster the decay of the best
k-term approximation of x € R" is, the better we should be able to approximate x.

* Robustness: Equally important, we want to recover sparse or compressible vectors
from noisy measurements. The basic model here is the assumptions that the
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measurement vector y is given by y = Ax + e, where e is small (in some sense).
Again, the smaller the error e is, the better we should be able to recover an
approximation of x.

We shall show that the methods of compressed sensing can be extended also to
this kind of scenario. There is a number of different estimates in the literature, which
show that the technique of compressed sensing is stable and robust. We will present
only one of them (with more to come in Section 1.4.3). Its proof is a modification
of the proof of Theorem 3, and follows closely [11].

Inspired by the form of the noisy measurements just described, we will concen-
trate on the recovery properties of the following slight modification of (P;). Namely,
let 1 > 0, then we consider the convex optimization problem

min|[[z]l; st [[Az—yl2 < 7. (Piy)
zeR®

If n =0, (P,) reduces back to (P).
Theorem 6. Let 8y, < /2~ 1 and ||e||y < 1. Then the solution % of (P ) satisfies

CGk(x)l

Vk

where C,D > 0 are two universal positive constants.

[lx— %2 < +Dn, (1.20)

Proof. First, let us recall that if A has RIP of order 2k and u,v € X are two vectors
with disjoint supports, then we have by (1.12)

|[(Au, Av)| < Gy |ul|2 [ ]]2- (1.2

Let us put i = £ — x and let us define the index set To C {1,...,n} as the locations of
k largest entries of x taken in the absolute value. Furthermore, we define Ty C T to
be the indices of k largest absolute entries of /i7¢, 75 the indices of k largest absolute
entries of Az, )e, etc. As £ is an admissible point in (P ), the triangle inequality
gives

[AR][2 = [[A(x = £)[2 < [[Ax = yll2+ [ly — Af]]2 < 27. (1.22)

As £ is the minimizer of (P p), we get ||£||; = [|x+A[[; < ||x||1, which we use to
show that 4 must be small outside of 7. Indeed, we obtain

el = 1| e+ 1) g — xge hy + || e+ B) 7y — Py [[1 = [l |11
< e+ )zl + ezl + 1 e+ )zl + 1Az 11— [l 1
= [+ Rl + g I+ ([l = llxz [
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<l e [l + gy [ = lery [
= ||y lly + 2lege | < k2 {lgy |2 + 200 (x);
Using this together with the approach applied already in (1.13), we derive
3 Mzl < k2 g |y < [l [l + 2k 200 (x)1. (1.23)
j>2
We use the RIP property of A, (1.21), (1.22), (1.23) and the simple inequality
177y 12 + 1A% |2 < v2[|Azyor, |2 and get

(1= 8)lhgyur; |15 < ||Ahgy, |15 = (Ahgyur, ,Ak) — (Ahgyur,, Y, Ahr,)
>

< | Ahgyur, |2 llAR]l2 + 3 [(Ahgy, Ahr) |+ Y [(Ahr, , Abr)|
) >

<201+ 8xllhgyun 12 + &gy 12 + oy 12) Y, Nl |12

jz2
< Wiryor, 1o (20 3/ T+ 8o + V285l [ + 2V 28k~ ()1 ).

We divide this inequality with (1 — &)||hzur, ||2. replace [|hg[|2 with the larger
quantity [|hz,ur, ||2 and subtract v285./(1 — &) ||hgyur ||2 to arrive at

Ihggur; 12 < (1= p) " (an +2pkPor(x)1), (1.24)
where
VA e p= ‘/552". (1.25)
1 — O 1 — O

We conclude the proof by using this estimate and (1.23)
1All2 < [lhegyum e ll2 + 1hrun ll2 < ) 1z ll2 + lhzur (|2
j>2

Oy (x)1

vk

<2||hgyur |2 + 2k 20 (x); < C +Dn

with C=2(1—p)locand D =2(14p)(1—p)~ L.

We shall give more details on stability and robustness of compressed sensing in
Section 1.4.3.
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1.3.6 Optimality of bounds

When recovering k-sparse vectors one obviously needs at least m > k linear
measurements. Even when the support of the unknown vector would be known,
this number of measurements would be necessary to identify the value of the non-
zero coordinates. Therefore, the dependence of the bound (1.17) on k can possibly
only be improved in the logarithmic factor. We shall show that even that is not
possible and that this dependence is already optimal as soon as a stable recovery of
k-sparse vectors is requested. The approach presented here is essentially taken over
from [40].
The proof is based on the following combinatorial lemma.

Lemma 5. Let k < n be two natural numbers. Then there are N subsets T, ..., Ty
of {1,...,n}, such that
N n\k/2
; > (I
(i) N2 (4k) :
(ii) |T;| =kforalli=1,...,N and
(iii) |TiNTj| <k/2 foralli# j.

Proof. We may assume that k <n/4, otherwise one can take N = 1 and the statement
becomes trivial. The main idea of the proof is straightforward (and similar to the
proof of Lemma 3). We choose the sets 77,73, ... inductively one after another as
long as possible, satisfying (ii) and (iii) on the way, and then we show that this
process will run for at least N steps with N fulfilling (i).

Let 71 C {1,...,n} be any set with k elements. The number of subsets of
{1,...,n} with exactly k elements, whose intersection with 7; has at least k/2
elements is bounded by the product of 2% (i.e., the number of all subsets of 7})
and (L']’JZkJ), which is the number of all subsets of 7}" with at most k/2 elements.

Therefore there are at least
ny ok n—k
k [k/2]

sets T C {1,...,n} with k elements and |T NTj| < k/2. We select 75 to be any of
them. After the jth step, we have selected sets 71,...,7; with (ii) and (iii) and there

are still
(&)= (i)
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to choose from. The process stops if this quantity is not positive any more, i.e. after
at least

() o @)t (K2 (n—k)!
szk([;{?zkj)zz ("[k(/kz/ﬁ)_z =Kk (n—[k/2])!

gnn—=1).(n—Tk/2]+1) _ k2] n \k/2
=2 kk(k—l)...(k—(k/zul) =2 k(%) = (Hc)

steps.

The following theorem shows that any stable recovery of sparse solutions requires
at least m number of measurements, where m is of the order kln(en/k).

Theorem 7. Let k < m < n be natural numbers, let A € R™*" be a measurement
matrix, and let A : R™ — R" be an arbitrary recovery map such that for some
constant C > 0

O (X)1
x—A(Ax)||, <C orall xeR". 1.26
| (Ax)[2 < N fe (1.26)
Then
m > C'kIn(en/k) (1.27)

with some other constant C' depending only on C.

Proof. We may assume that C > 1. Furthermore, if k is proportional to n (say k >
n/8), then (1.27) becomes trivial. Hence we may also assume that k < n/8.

By Lemma 5, there exist index sets 71,..., Ty with N > (n/4k)¥/?, |T;| = k and
|TiNTj| < k/2if i # j. We putx; = x7,/vVk. Then ||x;|2 = 1, ||xi[|1 = vk and [|x; —
xjlla > 1fori # j.

Let

k
B={ee® o< ma o< i1/a)

Thenx; €4C- A foralli=1,...,N.

We claim that the sets A(x; + %) are mutually disjoint. Indeed, let us assume that
this is not the case. Then there is a pair of indices i, j € {1,...,n} and z,7 € % with
i# jand A(x;+z) =A(x;+ 7). It follows that A (A(x; +2z)) = A(A(x;+Z')) and we
get a contradiction by

1< ||xl-—xj||2 = ||(Xi+Z—A(A(xi+Z)) — (Xj-i-Z,—A(A(Xj-FZ,)) —Z+Z/)||2
<N Gitz—AAG+)l2+ b+ = AA+ )2+ 2l + 112
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o (xi +2)1 Or(xj+2 )

<C +C +lzll2+ 117
llzll |, Al /
<CE=+C——+|z2+ 7l < 1.
\/— \/_
Furthermore,

Alxi+B) CA(4C+1)%B), i=1,....N
Let d < m be the dimension of the range of A. We denote by V # 0 the d-dimensional
volume of A(Z) and compare the volumes

z vol(A(xj+ 2)) < vol(A((4C+1)B)).

Using linearity of A, we obtain

k)2
(4k) V<N-V<@AC+1)V < (4C+1)"V.

We divide by V and take the logarithm to arrive at

k
E1n(4k) < mln(4C+1). (1.28)

If k < n/8, then it is easy to check that there is a constant ¢’ > 0, such that

ln(4k) =¢ ln( :)

Putting this into (1.28) finishes the proof. O

1.4 Extensions

Section 1.3 gives a detailed overview of the most important features of compressed
sensing. On the other hand, inspired by many questions coming from application
driven research, various additional aspects of the theory were studied in the
literature. We present here few selected extensions of the ideas of compressed
sensing, which turned out to be the most useful in practice. To keep the presentation
reasonable short, we do not give any proofs, and only refer to relevant sources.
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1.4.1 Frames and Dictionaries

We have considered in Section 1.3 vectors x € R”, which are sparse with respect
to the natural canonical basis {e j}7:1 of R”. In practice, however, the signal has
a sparse representation with respect to a basis (or, more general, with respect to a
frame or dictionary). Let us first recall some terminology.

A set of vectors {¢ j}7:1 in R”, which is linearly independent and which spans
the whole space R” is called a basis. It follows easily that such a set necessarily
has n elements. Furthermore, every x € R” can be expressed uniquely as a linear

combination of the basis vectors, i.e. there is a unique ¢ = (cy, ... ,cn)T € R”", such
that
n
x=y cjd;. (1.29)
j=1

A basis is called orthonormal, if it satisfies the orthogonality relations

L i=j,
i 0;) = 1.30
(6:.9)) {07 e (130

If {q)};?:l is an orthonormal basis and x € R", then the decomposition coefficients
cj in (1.29) are given by c¢; = (x, ¢;). Furthermore, the relation

n
x5 =" |cj? (1.31)
j=1

holds true.

Equations (1.29)—(1.30) can be written also in matrix notation. If @ is an n X n
matrix with j-th column equal to ¢;, then (1.29) becomes x = @c and (1.30) reads
®T ® = I, where I denoted the n x n identity matrix. As a consequence, ¢ = ®” x.
We shall say that x has sparse or compressible representation with respect to the
basis {¢ j}7:1 if the vector ¢ € R" is sparse or compressible, respectively.

To allow for more flexibility in representation of signals it is often useful to
drop the condition of linear independence of the set {¢ i}, C R". As before, we

represent such a system of vectors by an n x N matrix @. We say that {¢; }Ij\’:1 is a
frame, if there are two positive finite constants 0 < A < B, such that

=

Allx|3 < 2 (x,0,)1> < B||x|)3. (1.32)
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From A > 0, it follows that the span of the frame vectors is the whole R" and,
therefore, that N > n. If one can choose A = B in (1.32), then the frame is called
tight. Dual frame of @ is any other frame @ with

P = ppT =1. (1.33)

In general, for a given signal x € R" we can find infinitely many coefficients c, such
that x = @c. Actually, if @ is a dual frame to @, one can take ¢ = @ x. One is often
interested in finding a vector of coefficients ¢ with x = @c, which is optimal in some
sense. Especially, we shall say that x has a sparse or compressible representation
with respect to the frame {q)j}.’]y:l if ¢ can be chosen sparse or compressible, cf.
[33].

It can be shown that the smallest coefficient sequence in the 612\’ sense is obtained
by the choice ¢ = @' x, where @ is the Penrose pseudoinverse. In this context, @'
is also called the canonical dual frame. Finally, let us note that (1.33) implies that

N B N
2x@¢=2

j=1

for every x € R".

The theory of compressed sensing was extended to the setting of sparse repre-
sentations with respect to frames and dictionaries in [60]. The measurements now
take the form y = Ax = A®c, where c is sparse. Essentially, it turns out that if A
satisfies the concentration inequalities from Section 1.3.4 and the dictionary @ has
small coherence, then the matrix A® has small RIP constants, and the methods of
compressed sensing can be applied.

1.4.2 Coherence

We have provided in Section 1.3.4 a simple recipe how to construct matrices with
small RIP constants - namely to choose each entry independently at random with
respect to a correctly normalized standard distribution. On the other hand, if the
matrix A is given beforehand, it is quite difficult to check if this matrix really satisfies
the RIP, or to calculate its RIP constants. Another property of A, which is easily
verifiable and which also ensures good recovery guarantees, is the coherence of A.

Definition 3. Let A be an m X n matrix and let ay,...,a, € R™ be its columns. Then
the coherence of A is the number (1 (A) defined as

[(@i,a))]
1<i<j<n [|ail|2f|ajll2

p(A) = (1.34)
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Due to Cauchy—Schwartz inequality, (A) < 1 is always true. If m < n, then
there is a lower bound (known as the Welch bound [71]) on the coherence given

by u(A) >, /m’(’” - We give a particulary elegant proof of this bound, which

has recently appeared in [45]. Without loss of generality, we may assume that
the vectors ay,...,a, (which may be even complex) have unit norm and that
U = maxi<;<j<n|(ai,a;)|. Using the notion of the trace of a square matrix (which
is just the sum of its diagonal entries) and some of its basic and very well-known
properties, we obtain

0 <trf(aa” - 207 = wf(a'a)) - =

2 n2

< n
2 (ag,a;)|? —Z<n+n(n—l)/.t —.

m

Solving this inequality for u gives the Welch bound.

Let us observe that if n >> m, then this bound reduces to approximately @(A) >
1/4/m. There is a lot of possible ways how to construct matrices with small
coherence. Not surprisingly, one possible option is to consider random matrices
A with each entry generated independently at random, cf. [58, Chapter 11].
Nevertheless the construction of matrices achieving the Welch bound exactly is still
an active area of research, making use of ideas from algebra and number theory. On
the other hand, it is easy to show that the Welch bound can not be achieved if # is
much larger than m. It can be done only if n < m(m+ 1)/2 in the real case, and if
n < m? in the complex case.

The connection of coherence to RIP is given by the following Lemma.

Lemma 6. If A has unit-norm columns and coherence [L(A), then it satisfies the
RIP of order k with 6;(A) < (k—1)u(A) forall k < 1/u(A).

Combining this with Theorem 5, it gives recovery guarantees for the number of
measurements m growing quadratically in the sparsity k.

1.4.3 Stability and Robustness

Basic discussion of stability and robustness of the methods of compressed sensing
was given already in Section 1.3.5 with Theorem 6 being the most important
representative of the variety of noise-aware estimates in the area. Its proof follows
closely the presentation of [11]. The proof can be easily transformed to the spirit of
Section 1.3.2 and 1.3.3 using the following modification of the Null Space Property.
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Definition 4. We say that A € R"*" satisfies the ¢;-Robust Null Space Property of
order k with constants 0 < p < 1 and 7 > 0 if

pllvre|

v <
[vrll2 < Vg

forallve R"and all sets T C {1,...,n} with |T| <k.

+ 7/|Av||2 (1.35)

The following theorem (which goes essentially back to [14]) is then the noise-
aware replacement of Theorem 2.

Theorem 8. Let A € R™ " with £»-Robust Null Space Property of order k with
constants 0 < p < 1 and © > 0. Then for any x € R" the solution % of (P| n) with
y=Ax+eand |le|, < n satisfies

C
=2l < k(01 +Dn (1.36)

with constants C,D > 0 depending only on p and t.

Finally, it turns out that the Restricted Isometry Property is also sufficient to
guarantee the ¢,-Robust Null Space Property and Theorem 3 can be extended to

Theorem 9. Let A € R™ " and let k be a natural number with k < n/2. If 63 (A) <
1/3, then A satisfies the {y-Robust Null Space Property of order k with constants
0 < p < 1and 1> 0 depending only on 6, (A).

Let us only point out, that the constant 1/3 is by no means optimal, and that
the same result (with more technical analysis) holds also if dx;(A) < 4/ V41, cf.
[9, 10, 38, 39].

Theorems 6 and 8 are sufficient to analyze the situation, when the noise is
bounded in the ¢;-norm, no matter what the structure of the noise is. Unfortunately,
it is not optimal for the analysis of measurements perturbed by Gaussian noise. To
demonstrate this, let us assume that e = (ey, ... ,em)T, where e;’s are independent
normal variables with variance 62, and that

y=Ax+e, (1.37)
where the entries of A € R™*" are independent standard normal variables. We divide
this equation by /m and use that A’ = A/./m satisfies the RIP of order k with high
probability for m > Ckln(eN/k). As |le/+/m||2 < 20 with high probability, (1.36)
becomes for a k-sparse x € R”

Ix—%, <D'o. (1.38)

We observe that increasing the number of (properly normalised) measurements does
not lead to any decay of the approximation error.
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To deal with this issue, the following recovery algorithm, called Dantzig selector

min|z|l; st AT (Az—y)|.<T, (1.39)
zeR”?

was proposed and analyzed in [17]. It deals with the case, when ||A”¢||.. is small.

Theorem 10. Let A € R™*" be a matrix with RIP of order 2k and 8y, < /2 — 1. Let
the measurements y take the form'y = Ax+ e, where ||AT e||. < 7. Then the solution
X of (1.39) satisfies

c
[[£—x|2 < WCok(x)lJrDﬂr, (1.40)

where C,D > 0 depend only on Oy (A).

To see how this is related to measurements corrupted with Gaussian noise, let us
assume again that the components of ¢ € R™ are i.i.d. normal variables with variance
o2. If the entries of A are again independent standard normal variables, then the
2-stability of normal variables gives that the coordinates of A”e are independent
normal variables with mean zero and variance ||e||3. By simple union bound, we
then obtain

P(llA"ello > ]le]l2) < 2nexp(~1>/2).

Combining this with the fact that P(|le|, > 20+/m) < exp(—m/2) and choosing
t =2+/In(2n), we finally get

S| =

P(||A"e|. > 40+/mIn(2n)) < exp(—m/2) + 2nexp(—21In(2n)) < (1.41)
Dividing (1.37) by y/m again and applying Theorem 10, we obtain for the case of a
k sparse vector x € R”

kin(2n)
— = (1.42)

lx—%.<D'o

if m > CkIn(2n). The advantage of (1.42) over (1.38) is that (once m > CkIn(2n)) it
decreases with m, i.e. taking more noisy measurements decreases the approximation
erTor.

1.4.4 Recovery algorithms

Although we concentrated on ¢;-minimization in the first part of this chapter, there
is a number of different algorithms solving the problem of sparse signal recovery.
Similarly to ¢;-minimization, which was used successfully in machine learning
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much before the advent of compressed sensing, many of these algorithms also
predate the field of compressed sensing. We give an overview of some of these
algorithms and refer to [40] for more extensive treatment.

1.4.4.1 /;-minimization

The ¢;-minimization problems (P;) or (P ) presented before form a backbone
of the theory of compressed sensing. Their geometrical background allows for
theoretical recovery guarantees, including corresponding stability and robustness
extensions. They are formulated as convex optimization problems, which can be
solved effectively by any general purpose numerical solver. Furthermore, sev-
eral implementations dealing with the specific setting of compressed sensing are
available nowadays.

Sometimes, it is more convenient to work with some of the equivalent reformu-
lations of (P ;). Let us discuss two most important of them. Let 1 > 0 be given and
let £ be a solution of the optimization problem (P ;)

f=argmin|z||; st |JAz—y|2<n. (Pry)
zER®

Then there is a A > 0, such that £ is also a solution of the non-constrained convex
problem

.1
% = argmin = [|Az— y[|3+ A|z]|1. (1.43)
ZER" 2

This version of ¢;-minimization is probably the mostly studied one, see, for
example, [34, 41, 51, 73]. On the other hand, if A > 0 is given and £ is a solution
to (1.43), then there is an 1) > 0, such that £ is also a solution of (P ;). In the same
sense, (Py ) and (1.43) is also equivalent to Lasso (least absolute shrinkage and
selection operator, cf. [64])

f=argmin[Az—y[3 st [lzZi <7 (1.44)
ZER"

Unfortunately, the values of A and T > 0 making these problems equivalent are a-
priori unknown.

The last prominent example of an optimization problem, which takes a form of
£1-minimization is the Dantzig selector (1.39). Let us also point out that [7] provides
solvers for a variety of /;-minimization problems.

1.4.4.2 Greedy algorithms

Another approach to sparse recovery is based on iterative identification/approxi-
mation of the support of the unknown vector x and of its components. For example,

vybiral@karlin.mff.cuni.cz



32 H. Boche et al.

one adds in each step of the algorithm one index to the support to minimize the
mismatch to the measured data as much as possible. Therefore, such algorithms are
usually referred to as greedy algorithms. For many of them, remarkable theoretical
guarantees are available in the literature, sometimes even optimal in the sense
of the lower bounds discussed above. Nevertheless, the techniques necessary to
achieve these results are usually completely different from those needed to analyze
¢1-minimization. We will discuss three of these algorithms, Orthogonal Matching
Pursuit, Compressive Sampling Matching Pursuit, and Iterative Hard Thresholding.

Orthogonal Matching Pursuit (OMP)

Orthogonal Matching Pursuit [53, 65, 67] adds in each iteration exactly one entry
into the support of X. After k iterations, it therefore outputs a k-sparse vector £.

The algorithm finds in each step the column of A most correlated with the residual
of the measurements. Its index is then added to the support. Finally, it updates the
target vector X; as the vector supported on 7; that best fits the measurements, i.e.
which minimizes ||y — Az||, among all z € R" with supp (z) C T;. It is well known
that this vector is given as the product of the Penrose pseudoinverse A™ of A and y.

The formal transcription of this algorithm is given as follows.

Orthogonal Matching Pursuit (OMP)

Input: Compressed sensing matrix A, measurement vector y
Initial values: X0 =0,r =y, Ty =0,i =0
Iteration step: Repeat until stopping criterion is met

=141

T; <+ T;,_y Usupp Hi(ATr) add largest residual entry to the support

Xilg < A%y update the estimate of the signal

ry—AX% update the residual of the measurements
Output: X;

It makes use of the hard thresholding operator Hi(x). If x € R” and k €
{0,1,...,n}, then Hy : x — Hi(x) associates with x a vector Hy(x) € R", which
is equal to x on the k entries of x with largest magnitude and zero otherwise. The
stopping criteria can either limit the overall number of iterations (limiting also the
size of the support of the output vector X) or ensure that the distance between y and
AZ is small in some norm.

The simplicity of OMP is unfortunately connected with one of its weak points. If
an incorrect index is added to the support in some step (which can happen in general
and depends on the properties of the input parameters), it cannot be removed any
more, and stays there until the end of OMP. We refer also to [26] for another variant
of OMP.
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Compressive Sampling Matching Pursuit (CoSaMP)

One attempt to overcome this drawback is presented in the following algorithm
called Compressive Sampling Matching Pursuit [57]. It assumes that an additional
input is given - namely the expected sparsity of the output. At each step it again
enlarges the support, but in contrast to OMP, it will add at least kK new entries.
Afterwards, it again uses the Penrose pseudo-inverse to find the minimizer of
|Az— y||> among all z € R” with supp (z) C T;, but this time only the k largest
of coordinates of this minimizer are stored.
The formal description is given by the following scheme.

Compressive Sampling Matching Pursuit (CoSaMP)

Input: Compressed sensing matrix A, measurement vector y, sparsity level k
Initial values: X0 =0,r =y, To=0,i=0
Iteration step: Repeat until stopping criterion is met

i=i+1
T; < supp (£;_1) Usupp Hor(ATr) update the support
Xilr, < Hy (A;iy) update the estimate of the signal
r<y—AZX; update the residual
Output: %;

Iterative Hard Thresholding (IHT)

The last algorithm [8] we shall discuss is also making use of the hard thresholding
operator H. The equation Az = y is transformed into A” Az = ATy, which again can
be interpreted as looking for the fixed point of the mapping z — (I —ATA)z+ATy.
Classical approach is then to iterate this mapping and to put £; = (I —ATA)%;_| +
ATy=3%_1+AT(y—AZ%;_1). Iterative Hard Thresholding algorithm is doing exactly
this, only combined with the hard thresholding operator Hj.

Iterative Hard Thresholding (IHT)

Input: Compressed sensing matrix A, measurement vector y, sparsity level k
Initial values: Xy =0,i=0
Iteration step: Repeat until stopping criterion is met

i=i+1
fi=Hy (%1 +AT(y— A% 1)) update the estimate of the signal
Output: %;
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1.4.4.3 Combinatorial algorithms

The last class of algorithms for sparse recovery we shall review were developed
mainly in the context of theoretical computer science and they are based on classical
ideas from this field, which usually pre-date the area of compressed sensing.
Nevertheless, they were successfully adapted to the setting of compressed sensing.

Let us present the basic idea on the example of Group Testing, which was
introduced by Robert Dorfman [27] in 1943. One task of United States Public
Health Service during the Second World War was to identify all syphilitic soldiers.
However, syphilis test in that time was expensive and the naive approach of testing
every soldier independently would have been very costly.

If the portion of infected soldiers would be large (say above 50 percent), then the
method of individual testing would be reasonable (and nearly optimal). A realistic
assumption however is that only a tiny fraction of all the soldiers is infected, say
one in thousand, or one in ten thousand. The main idea of the area of Group Testing
in this setting is that we can combine blood samples and test a combined sample
to check if at least one soldier in the group has syphilis. Another example of this
technique is the false coin problem from recreational mathematics, in which one is
supposed to identify in a group of n coins a false coin weighting less than a real
coin. We refer to [28] to an overview of the methods of Group Testing.

To relate this problem to compressed sensing, let us consider a vector x =
(x1,...,%,) € {0,1}", where n is the number of soldiers, with x; = 0 if the ith soldier
is healthy, or x; = 1 if he has syphilis. The grouping is then represented by an m X n
matrix A = (a;;), where a;; = 1, if the blood sample of jth soldier was added to
ith combined sample. The methods of Group Testing then allow to design efficient
matrices A, such that the recovery of x can be done in a surprisingly small number
of steps - even linear in the length of the sparse representation of x, i.e. in its sparsity
k, cf. [43, 44].

1.4.5 Structured sparsity

In many applications, one has much more prior knowledge about the signal x, than
just assuming that it possesses a sparse representation with respect to certain basis,
frame, or dictionary.

For example, the image coder JPEG2000 exploits not only the fact that natural
images have compressible representation in the wavelet basis (i.e., that most of their
wavelet coefficients are small) but it also uses the fact that the values and locations
of the large coefficients have a special structure. It turns out that they tend to cluster
into a connected subtree inside the wavelet parent—child tree. Using this additional
information can of course help to improve the properties of the coder and provide
better compression rates [30, 31, 48].

Another model appearing frequently in practice is the model of block-sparse
(or joint-sparse) signals. Assume that we want to recover N correlated signals
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x!,...,xY € R" with (nearly) the same locations of their most significant elements.
A simple example of such a situation are the three color channels of a natural
RGB image, where we intuitively expect the important wavelet coefficients in all
three channels to be on nearly the same locations. Furthermore, the same model
often appears in the study of DNA microarrays, magnetoencephalography, sensor
networks, and MIMO communication [6, 32, 63, 70]. It is usually convenient to
represent the signals as columns of an 7 x N matrix X = [x!...x"]. The recovery
algorithms are then based on mixed matrix norms, which are defined for such an
X as

Xl = (ZH 0"

where p,g > 1 are real numbers and i= 1,...,n, are the rows of the matrix X. If
A is again the sensing matrix and Y = AX are the measurements, then the analogue
of (P}) in this setting is then

X—argmm 1Zll(pq st Y=AZ
ZeRMN

for a suitable choice of p and g, typically (p,q) = (2,1). We refer, for example, to
[36, 66, 68] for further results.

Finally, let us point out that model-based compressive sensing [3] provides a
general framework for many different kinds of structured sparsity.

1.4.6 Compressed Learning

In this last part, we will discuss applications of compressed sensing to a classical
task of approximation theory, namely to learning of an unknown function f from
a limited number of its samples f(x!),..., f(x™). In its most simple form, treated
already in [13] and elaborated in [59], one assumes that the function f is known
to be a sparse combination of trigonometric polynomials of maximal order ¢ in
dimension d, i.e. that

f(x) _ z Cleil-x

le{~q,—q+1,...g-1,g}¢

and |[c]lo < k, where k € N is the level of sparsity. Theorem 2.1 of [59] then
shows that, with probability at least 1 — &, f can be exactly recovered from samples
FGb), .., f(¥™), where m > CkIn((2q + 1)?/¢) and x!,...,x™ are uniformly and
independently distributed in [0,27]. The recovery algorithm is given by

argmin ||c||; s.t 2ce = ), j=1,.
c
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We refer to [12, 61] for further results and to [40, Chapter 12] for an overview on
random sampling of functions with sparse representation in a bounded orthonormal
system.

In another line of study, compressed sensing was used to approximate func-
tions f : [0,1]Y — R, which depend only on k < d (unknown) active variables
i1y, ik, 1€

Fx) = Fxr,eenxa) = (xiy, - x5), x€[0,1]%

In [24] and [72], the authors presented sophisticated combinatorial (adaptive and
non-adaptive) constructions of sets of sampling points, which allowed for recovery
of f to a precision of 1/L using only C(k)(L+ 1)*Ind points. Observe that (L+ 1)
points would be necessary even if the location of the active coordinates would be
known. The use of compressed sensing in this setting was then discussed in [62]. The
algorithm developed there was based on approximation of directional derivatives of
f at random points {x!,...,x"*} and random directions {¢!,...,@"®}. Denoting
the mg x mx matrix of first order differences as Y and the mg x d matrix of random
directions by @, it was possible to use direct estimates of probability concentrations
to ensure that the k largest rows of @Y correspond to the k active coordinates of
f with high probability. Again, only an additional Ind factor is paid for identifying
the unknown active coordinates.

Finally, the paper [21] initiated a study of approximation of ridge functions of
the type

f(x) =g({a,x)), xe€[0,1)4, (1.45)

where both the direction a € RY\ {0} and the univariate function g are unknown.
Due to the assumption a; > 0 forall j = 1,...,d, posed in [21], it was first possible
to approximate g by sampling on grid points along the diagonal {%(1, D=
0,...,L}. Afterwards, the methods of compressed sensing were used in connection
with the first order differences to identify the vector a. The importance of derivatives
of f in connection with the assumption (1.45) is best seen from the simple formula

V£ix) =g ({(a,x))-a. (1.46)

Hence, approximating the gradient of f at a point x gives actually also a scalar
multiple of a.

Another algorithm to approximate the ridge functions was proposed in [37].
Similarly to [62], it was based on (1.46) and on approximation of the first order
derivatives by first order differences. In contrary to [21], first the ridge direction a
was recovered, and only afterwards the ridge profile g was approximated by any
standard one-dimensional sampling scheme. Furthermore, no assumptions on signs
of a was needed and it was possible to generalize the approach also for recovery of
k-ridge functions of the type f(x) = g(Ax), where A € R¥“ and g is a function of k
variables. We refer also to [18] for further results.
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ABSTRACT: We prove a variant of a Johnson-Lindenstrauss lemma for matrices with circulant
structure. This approach allows to minimize the randomness used, is easy to implement and provides
good running times. The price to be paid is the higher dimension of the target space k = O(e~2 log® n)
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1. INTRODUCTION
The classical Johnson-Lindenstrauss lemma may be formulated as follows.
Theorem 1.1. Ler ¢ € (0, %) and let xy,...,x, € R? be arbitrary points. Let k =
O(e%logn) be a natural number. Then there exists a (linear) mapping f : RY — RF such
that

(1= )llxi —x13 < IIF ) —f@)I5 < (1 +&)llx: — x50

foralli,j € {1,...,n}. Here || - ||, stands for the Euclidean norm in R? or R¥, respectively.

The original proof of Johnson and Lindenstrauss [14] uses (up to a scaling factor) an
orthogonal projection onto a random k-dimensional subspace of R?. We refer also to [8]
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392 HINRICHS AND VYBIRAL

for a beautiful and self-contained proof. Later on, this lemma found many applications,
especially in design of algorithms, where it sometimes allows to reduce the dimension of
the underlying problem essentially and break the so-called “curse of dimension”, cf. [12]
or [13].

The evaluation of f(x), where f is a projection onto a random k dimensional subspace,
is a very time-consuming operation. Therefore, a significant effort was devoted to

* minimize the running time of f(x),

* minimize the memory used,

¢ minimize the number of random bits used,

* simplify the algorithm to allow an easy implementation.

Achlioptas observed in [ 1], that the mapping may also be realised by a matrix, where each
component is selected independently at random with a fixed distribution. This decreases
the time for evaluation of f(x) essentially.

An important breakthrough was achieved by Ailon and Chazelle in [3]. Let us briefly
describe their Fast Johnson-Lindenstrauss transform (FJLT). The FILT is the product of
three matrices f(x) = PHDx, where

e Pisak x d matrix, where each component is generated independently at random. In
particular, P;; &~ N (0, 1) with probability

ofo(*7) ]
g =min {® .1
d

and P;; = 0 with probability 1 — g,

e H is the d x d normalised Hadamard matrix,

* Disarandom d x d diagonal matrix, with each D;; drawn independently from {—1, 1}
with probability 1/2.

It follows, that with high probability, f(x) may be calculated in time O(dlogd +
gde?logn).

We refer to [17] for a historical overview as well as for an extensive description of the
present “state of the art.” The ultimate goal, namely to find a fast Johnson-Lindenstrauss
transform for all admissible parameters k, n, d and ¢ with optimal bound on k, remains
open.

In this note we propose another direction to approach the Johnson-Lindenstrauss lemma,
namely we investigate the possibility of taking a partial circulant matrix for f combined
with a random +1 diagonal matrix, see the next section for exact definitions.

This transform may be implemented using the Fast Fourier Transform, cf. [9, Section
4.7.7], and has therefore a running time of O(d log d). It requires 2d random bits (instead of
kdusedin[1]ord+O(k log2 nlog(kd)) usedin [2,3]) and allows a simpler implementation.

Unfortunately, up to now, we were only able to prove the statement with k =
O(¢2log® n), compared to the standard value k = O(¢2logn). We leave the possible
improvements of this bound open for further investigations.

Random Structures and Algorithms DOI 10.1002/rsa
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2. CIRCULANT MATRICES

We study the question (which to our knowledge has not been addressed in the literature
before), whether f in the Johnson-Lindenstrauss lemma may be chosen as a circulant matrix.
Let us give the necessary notation.

Let a = (ayp,...,a,-1) be independent identically distributed random variables. We
denote by M, the partial circulant matrix

ap ay ay . ag—1
ag—1 ap ag N/ ¥ )
M, = aq—> ag— do ce. Qg3
Ai—k+1  Ad—k+2  Ad—k+3  --- QAd—k
Furthermore, if ¢ = (51, ..., 5¢;_;) are independent Bernoulli variables, we put
0 Vi e 0
D% = .
0 0 A A
Theorem 2.1.  Let xi,...,x, be arbitrary points in R?, let ¢ € (0, %) and let k =
O(e? log3 n) be a natural number. Let a = (ay, . . .,aq_1) be independent Bernoulli vari-

ables or independent normally distributed variables. Let M, and D,, be as above and put
f(-x) = \/L];Ma,kD%x-
Then with probability at least 2/3 the following holds

(I =o)llxi = x5 < IfF &) =I5 < (L +o)llxi — x5, Lj=1....n

The preconditioning of x using D,, seems to be necessary and we shall comment on this
point later on. Its role may be compared with the use of the random Fourier transform in [3].

In contrast to the above mentioned variants of the Johnson-Lindenstrauss lemma, the
coordinates of f (x) are now no longer independent random variables. Our approach “decou-
ples” the dependence caused by the circulant structure. It resembles in some aspects the
methods used recently in compressed sensing, cf. [5,6, 18].

First, we recall the Lemma 1 from Section 4.1 of [16] (cf. also Lemma 2.2 of [17]),
which shall be useful later on.

Lemma 2.2. Let
D

7= a(@-1),

i=1

where a; are i.i.d. normal variables and o; are nonnegative real numbers. Then for any
t>0

P(Z > 2||all2v/t + 2||alloot) < exp(—1),
P(Z < —2|lell2v/1) < exp(—1).

Furthermore, we shall use the decoupling lemma of [7, Proposition 1.9].

Random Structures and Algorithms DOI 10.1002/rsa



394 HINRICHS AND VYBIRAL

Lemma 2.3. Let &,...,&,_, be independent random variables with £&, = --- =
E&,_1 = 0 and let {x; J}fd-_:lo be a double sequence of real numbers. Then for 1 < p < oo
P p
E in,ffifj <4E injé:igj/ ,
i#j i#f

where (&), ...,&)_,) denotes an independent copy of (&, ...,&E;_1).

The key role in the proof of the Johnson-Lindenstrauss lemma is played by the following
estimates.

Lemma 2.4. Let k < d be natural numbers and let ¢ € (0, %). Let a = (ag,...,a4_1),
M, and D,, be as in Theorem 2.1 and let x € R? be a unit vector. Put f (x) = M, D, x.
Then there is a constant c, independent on k,d, ¢ and x, such that

P (If @) = (14 e)k) < exp(—c(ke?)'?)
and
Po..(If @13 < (1 — &)k) < exp(—c(ke®)'").

Proof. LetS : R — R? denote the shift operator

S(X0s X1+« o3 Xgo1) = (Xg—1,X05 X1 - - -1 Xg—2), x € RE
Then
k-1 k=1 [d—1 2
2 2 j 2
I3 = IMasDoxly = > [(Fa, Dox) =) (Z al-z,-+ix,-+,-) =1 +h,
=0 =0 \i=0
where
d-1 k-1
2 2
i=0 =0
and

k=1
I, = E E Qi 511 5y Xj 1 iXjil -

J=0 i

Here (and any time later) the summation in the index is to be understood modulo d.
The decoupling of the circulant matrix is based on

Pose(IMasDsexll; = (1 4+ £)k) < Po(ly = (14 &/2)k) + Py . (I > €k/2) 2.1)
and
P (IMasDsex|l; < (1 — £)k) < Po(fy < (1 — /2)k) + P (b < —gk/2).  (2.2)
We use Lemma 2.2 to estimate the diagonal term /.

Random Structures and Algorithms DOI 10.1002/rsa
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We choose o; = ij 01 x7,; and get [lafl; =k, @l < 1 and hence [|a||; < Vk. This
leads to

P,(I; < k — 2v/kt) < exp(—1) (2.3)
and
P.(I, > k + 2kt + 21) < exp(—1). (2.4)

We set ¢k /2 = 2«/%, ie.t = szk/l6, in (2.3) and obtain
P,(I; < (1 —&/2)k) < exp(—&°k/16). (2.5)
On the other hand, if ¢; = 5/2 — +/6 > 1/20, then Je,+e1/2=1/4and
2kt +2t < ek/2
for t = 6%k, which finally gives
P,(I; > (14 &/2)k) < exp(—c,&°k). (2.6)

Next, we estimate the moments of the off-diagonal part /,. We use Lemma 2.3 twice,
which gives

D
k=1 !

7|P . / /
]Ea,%|12|p =< 16pEa,a/,J4,;4/|12| = 16pEa,a/,%,%/ § E aiai/%j+i%j+,'/xj+ixj+i’ s
J=0 i
where a’ and s are independent copies of a and s, respectively.

First, we make a substitution v = j+ i,V = j+ i’ and use the Khintchine inequality with
the optimal constant C, < ,/p, cf. [10], and the random variable s to obtain

k1 p P
E f / =E
2 aiai/%j+i%j+,xj+,-xj+i/ = L, %va » Xy Clv_ja -
J=0 A’ v £y
2\ P/2
=C E E Xy E a,_;a, -
V= V£

Next, we involve Minkowski’s inequality with respect to p/2 > 1 and Khintchine’s
inequality for the random variable »'.

2\ P/2

d—1
p P 2
2| SCPE%/ E X, E Xy E a,_ ,a,fj
v=0

V£

o 2/p\ P12

d-1
74 2
pr E X, E My Xy E a,_;a, -
v=0

V£

r/2

k=1 2
2p 2.2 /
=C, E X, x5 E ay_jd,_;
j=0

vV

Random Structures and Algorithms DOI 10.1002/rsa
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Furthermore, the Minkowski inequality for @ and @’ gives

k—1 P
2p /
C E x E, E ay—ja,_;
j=0

v#EY
If ay, . . .,a,—, are Bernoulli variables, then Khintchine’s inequality gives

k—1 py\ 1/
(Ea,a’ ) < k; R
Jj=0

Z Gv—j a/V/ —J
as the product of two independent Bernoulli variables is again of this type.
For normal variables, we use first Khintchine’s inequality and spherical coordinates to
obtain

2/p\ P/?

P k—1

14 k—1 p/2

2 d. P E : 12
aja;| < CJE, |l

=0 =0

P G —llal3/2 ) 12
= GEllall; = ¢ 2% allyda
R

a,a’ Eu,a’

k—1
’
a,—;ja., -
=0

(27 )k/2
C” o
(2 )k/z -Ak~/ efrz/zr’”k*ldr, 2.7)
T 0
where
k2
- T(k/2)

is the area of the unit ball in R¥.
We combine (2.7) with Stirling’s inequality and obtain

/
D @i

k—1
]Ea,a/
j=0

Hence, if ag, ..., a,_, are independent Bernoulli or normally distributed variables, we
may estimate

1

p\ 1/p \p
r 2
) MC{M} < oo TT.

I'(k/2)

(Baa e |B)7 < cap - e+ p)p - I = c2p”*k + p. 2.8)

Markov’s inequality then gives

3l < (262p3/2\/k +p)p
- ke ’

Pa,a/,%,%/(|12,| > k8/2) = ]Pa,a/,z,%’ (

2’7|Ié|p >1><2PEJY 5!

krep kpep
We choose p by the condition ff/z{ i = ¢~!. We may assume ¢, > 1, which ensures that
p <kand ~ k+p f’ which leads to
P e (15| > ke/2) < exp(—c3(ke®)'?). (2.9)
The proof then follows by (2.1) and (2.2) combined with (2.5), (2.6) and (2.9). .

Random Structures and Algorithms DOI 10.1002/rsa
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The proof of Theorem 2.1 follows from Lemma 2.4 by the union bound over all (’;) pairs
of points.

Remark 2.5. i. We note that (2.8) follows directly by very well known estimates of
moments of Gaussian chaos, cf. [11, 15]. We preferred to give a simple and direct proof.

ii. Let us also mention that Lemma 2.4 fails if the multiplication with D,, is omitted.
Namely, let k < d be natural numbers, let ay, . . ., a;_; be independent normal variables and
letx = \/%7(1, oD I f(x) = M x, then

d—1 2
I =k ( “—) .
2 j;o «/2

Due to the 2-stability of the normal distribution, the variable

(SN

-1

g
NE

~.

is again normally distributed, i.e. b ~ N(0, 1). Hence
P.(If )13 > (1 4+ )k) = By (0* > (1 +¢))

depends neither on k nor on d and Lemma 2.4 cannot hold.
iii. The statement of Theorem 2.1 holds also for matrices with Toeplitz structure. The
proof is literally the same, only notational changes are necessary.

Note added in proof: Interesting new work of Ailon and Liberty [4] appeared during
the review process of this paper. Their transformation is a composition of a random sign
matrix with a random selection of a suitable number k of rows from a Fourier matrix. Their
bound on k, namely k = O(¢~* - logn - polylog d), is optimal up to the polylog d factor.
Depending on d and n, this may be better than our bound.
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Abstract

We continue our study of the Johnson-Lindenstrauss lemma and its connection to circulant matrices
started in Hinrichs and Vybiral (in press) [7]. We reduce the bound on k£ from k = (2 log3 n) proven
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(in press) [7]. We employ the discrete Fourier transform and singular value decomposition to deal with the
dependency caused by the circulant structure.
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1. Introduction
Let x!,....,x" e RY be n points in the d-dimensional Euclidean space RY. The classi-

cal Johnson—Lindenstrauss lemma tells that, for a given ¢ € (0, %) and a natural number k =
2(¢7%logn), there exists a linear map f : RY — R, such that

A=o 3< [ <a+alx|;
forall j e {l,...,n}.
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Here || - ||» stands for the Euclidean norm in R? or R, respectively. Furthermore, here and
any time later, the condition k = !2(5_2 logn) means, that there is an absolute constant C > 0,
such that the statement holds for all natural numbers k with k > Ce~2logn. We shall also always
assume, that k£ < d. Otherwise, the statement becomes trivial.

The original proof of this fact was given by Johnson and Lindenstrauss in [9]. We refer to
[6] for a beautiful and self-contained proof. Since then, it has found many applications for ex-
ample in algorithm design. These applications inspired numerous variants and improvements of
the Johnson—Lindenstrauss lemma, which try to minimize the computational costs of f(x), the
memory used, the number of random bits used and to simplify the algorithm to allow an easy
implementation. We refer to [8,1-3,12] for details and to [12] for a nice description of the history
and the actual “state of the art”.

All the known proofs of the Johnson-Lindenstrauss lemma work with random matrices and
proceed more or less in the following way. One considers a probability measure P on a some
subset P of all k x d matrices (i.e. all linear mappings R? — R¥). The proof of the Johnson—
Lindenstrauss lemma then emerges by some variant of the following two estimates

1
B(feP: |f@ly>1+e) <1-

and

P(feP: |fmi<1—¢)<1- zi
n
which have to be proven for all unit vectors x € R, and a simple union bound over all points
xj/llxj ll2, =1, ..., n. Here and later on we assume, without loss of generality, that x/ # 0 for
all j=1,...,n.

The biggest breakthrough in the attempts to minimize the running time of f was achieved
by Ailon and Chazelle in [2] (with improvements by MatouSek [12] and Ailon and Liberty [4]).
The mapping f is given in [2] as the composition of a sparse matrix, a certain random Fourier
matrix and a random diagonal matrix. The value f(x) can be computed with high probability
very efficiently, i.e. using O (dlogd + min{de~>logn, e~>1log> n}) operations. This was later
further improved by Ailon and Liberty to O(d logk) for k = O(d'/>~?), for any arbitrary small
fixed § > 0.

In [7], we studied a different construction of f, namely the possibility of a composition of
a random circulant matrix with a random diagonal matrix. As a multiple of a circulant matrix
may be implemented with the help of a discrete Fourier transform, it provides the running time
of O(dlogd), requires very few random bits (only 2d random bits in the case of Bernoulli
variables) and allows a very simple implementation, as the Fast Fourier Transform is a part of
every standard mathematical software package.

The main difference between this approach and the usual constructions available in the litera-
ture is that the components of f(x) are now no longer independent random variables. Decoupling
this dependence, we were able to prove in [7] the Johnson—Lindenstrauss lemma for composi-
tion of a random circulant matrix and a random diagonal matrix, but only for k = §2 (¢ =2 log? n).
It is the main aim of this note to improve this bound to k£ = 22 logzn). This comes essen-
tially closer to the standard bound k = £2 (¢ =2 logn). Reaching this optimal bound (and keeping
the control of the constants involved) remains an open problem and a subject of a challenging
research.



1098 J. Vybiral / Journal of Functional Analysis 260 (2011) 1096—1105

We use a completely different technique here. We use the discrete Fourier transform and the
singular value decomposition of circulant matrices. That is the reason, why we found it more
instructive to state and prove our variant of Johnson-Lindenstrauss lemma for complex vectors
and Gaussian random variables. As a corollary, we obtain of course a corresponding real version.

Before we state our main result, we give the necessary definitions.

Definition 1.1. Let o and B be independent real Gaussian random variables with
Ee=EB=0 and E|o|>?=E|B|*=1.
Then we call
a=o+1ip
a complex Gaussian variable.
Let us note, that if a is a complex Gaussian variable, then

Fa=FEa+iEB=0 and Ela|*=Fa®+EB>=2.

Definition 1.2. (i) Let k < d be natural numbers. Let a = (ao, . . ., az—1) € C? be a fixed complex
vector. We denote by M,  the partial circulant matrix

ao ai az e dd-1
ag—1 ap aj IR 77 )

My=| @d—2 ad—1 ap crad-3 | e Ckxd,
Qd—k+1 Ad—k+2 dd—k+3 ***  dd—k

If k =d, we denote by M, = M, 4 the full circulant matrix. This notation extends naturally to

the case, when a = (ao, . .., aq—1) are independent complex Gaussian variables.
(i1) If % = (xp, ..., 2q—1) are independent Bernoulli variables, we put
w O .- 0
D,, = diag(x) := 0 x:l O e R,
0 0 - xy

Of course, D, : C4 — C9is an isomorphism.

Theorem 1.3. Let ¢ € (0, %), n > d be natural numbers, and let x', ..., x" € C4 ben arbitrary
points in CY. Leta = (ag, ...,aq4—1) be d independent complex Gaussian variables and let x =
(%0, ..., %q—1) be independent Bernoulli variables.

Ifk= (2 log2 n) is a natural number, then the mapping f : C¢ — C? given by f(x) =
ﬁMa,kD,,x satisfies
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=5 <)< a+e];

forall j € {1, ..., n}with probability at least 2/3. Here | - || stands for the £2-norm in C? or CK,
respectively.

For reader’s convenience, we formulate also a variant of Theorem 1.3, which deals with real
Euclidean spaces.

Corollary 1.4. Let € € (0, %), n > d be natural numbers, and let x', ..., x" € R* be n arbitrary
points in R Let o0, -y Ad—1, P05 - - - » Bd—1 be 2d independent real Gaussian variables and let
x = (x0,...,%q—1) be independent Bernoulli variables.

Ifk = 2(¢~21og? n) is a natural number, then the mapping f : R*? — R?** given by

et (Mt M) (n oy,
V2k \Mp . Moy 0 Dy
satisfies

(= ;< |7 ()5 < a+ela [

for all j €{1,...,n} with probability at least 2/3. Here | - || stands for the {y-norm in R*?
or R?k respectively.

The proof follows trivially from Theorem 1.3 by considering complex Gaussian variables
a = (ag+iPo, ..., -1 +ify—1) and complex vectors y/ = (xj +ix],...,x)  +ixj, ;) eC,
j=1,...,n

2. Used techniques
We give an overview of the techniques used in the proof of Theorem 1.3.
2.1. Discrete Fourier transform

Our main tool in this note is the discrete Fourier transform. If d is a natural number, then the
discrete Fourier transform F, : C? — C¢ is defined by

(Fax)(€) = —= mep( 2’”“5)

With this normalization, F; is an isomorphism of C onto itself. The inverse discrete Fourier
transform is given by

(f_lx)(é)zitgx exp(M)
¢ ﬁu:O ' d
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Observe, that the matrix representation of fd_l is the conjugate transpose of the matrix represen-
tation of Fy, i.e. F; ' = F¥.

The fundamental connection between discrete Fourier transform and circulant matrices is
given by

M, = F,; diag(VdFqa)F; !, Q2.1

which may be verified by direct calculation. Hence every circulant matrix may be diagonalized
with the use of a discrete Fourier transform, its inverse and a multiple of the discrete Fourier
transform of its first row.

2.2. Singular value decomposition

The last tool needed in the proof is the singular value decomposition. Let M : C¢ — C* be a
k x d complex matrix with k < d. Then there exists a decomposition

M=UXV*,

where U is a k x k unitary complex matrix, X' is a k x k diagonal matrix with nonnegative entries
on the diagonal, V is a d x k complex matrix with k orthonormal columns and V* denotes the
conjugate transpose of V. Hence V* has k orthonormal rows. The entries of X are the singular
values of M, namely the square roots of the eigenvalues of M M*.

Ifa=(ag,...,aq-1) € Clisa complex vector and M, is the corresponding circulant matrix,
then its singular values may be calculated using (2.1). We obtain

M M} = Fy diag(VdFga) Fy ' [Fa diagWd Faa)F ']
= Fydiag(Wd Fya) diag(vdFa) F!
= Fydiag(d|Faal*)F; .

Hence, the singular values of M, are (Vd|(Fya) (& )|}g;é.
The action of an arbitrary projection onto a vector of independent real Gaussian variables is
very well known. It may be described as follows.

Lemma 2.1. Let a = (ag, ..., aq—1) be independent real Gaussian variables. Let k < d be a
natural number and let x!, . . ., x* be mutually orthogonal unit vectors in RY. Then

{la. /),

is equidistributed with a k-dimensional vector of independent real Gaussian variables.

A direct calculation shows, that Lemma 2.1 holds also for complex vectors a and xb Xk
We present the following formulation of this fact.
Lemma 2.2. Let a = (ag, ...,aq—1) be independent complex Gaussian variables. Let W be a

k x d matrix with k orthonormal rows. Then Wa is equidistributed with a k-dimensional vector
of independent complex Gaussian variables.
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3. Proof of Theorem 1.3

We shall need the following statement, which describes the preconditioning role of the diag-
onal matrix D,,. A similar fact has been used also in [2]. Nevertheless, using discrete Fourier
transform instead of a Hadamard matrix does not pose any restrictions on the underlying dimen-
sion d. Without repeating the details, we point out, that we discussed briefly in [7, Remark 2.5],
why this preconditioning may not be omitted.

Lemma 3.1. Let n > d be natural numbers and let x', ..., x" € C9 be complex vectors. Let x =
(0, ..., %4—1) be independent Bernoulli variables. Then there is an absolute constant C > 0,
such that with probability at least 5/6,

[ Fa Do (/)| o <

C—Vldogn' ij”2 (3.1)

\/_
holds forall j € {1,...,n}.

Proof. Let x =« + i be a unit complex vector in C¢. We put y = (yo, . .., ya—1) = FaDy (x).
Combining the inclusion

[z€C: z] > s} ={z€C: M2)* + (X2)? > s*} C {ze@: Rz] > %2}

s
UizeC: |3z >—}
{ 3 V2

with

s s
Px<|9?yz| > E) = 2Py <5ﬁyz > E)

we may estimate

s s
Py (lyil > s) <2Px<§}iyl > E) +2P,{(S‘yl > ﬁ) [=0,...,d -1, (3.2)
where
d—1
1 .
Ry, = — qu [ot cos@rlu/d) + By sin2rlu/d)]
\/g u=0
and
| 4!
Sy = — Z [ Bu cosmlu/d) — oy sinQrlu/d)]
\/g u=0

are the real and the imaginary part of y;, respectively.
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Let ¢ > 0 be a real parameter to be chosen later. Using Markov’s inequality we may proceed
in a standard way:

s st
P, <§Hyl > ﬁ) =P, (exp(t.‘ﬁyl — %) > 1)
st N
< ew(—ﬁ)&{ exp(tRyr)

—e (_57 ncosh[ [ cosrlu/d) + ﬁl,sm(znzu/d)]}
u=0

< exp<_i> l_[ eXp<2d ay cosmlu/d) + By sin2rlu/d)] )

2
st 12
\exp( Hexp(zd a4 B2 ]) :exp(—ﬁ—i—g).

We have used the inequality cosh(v) < exp(v?/2), which holds for all v € R, and the inequality
between geometric and quadratic means. For the optimal t = f’ this is equal to exp(—=3~ dy,
As the second summand in (3.2) may be estimated in the same way, we obtain

s2d
Px(|)’l|>s)<4exp<—7), l=0,,d—] (33)

Choosing s = £2(d~'/?,/logn) and applying the union bound over all nd < n*> components of

{Fa Dy (x7 /||x7 ”2)}1 |» We obtain the result. O

Proof of Theorem 1.3. Let us choose a vector x = (xg, ..., %q—1) € {—1, +1}d, such that (3.1)
holds. According to Lemma 3.1 this happens with probability at least 5/6.

Let us take X = I /” for any fixed j =1, ..., n. We show, that there is an absolute constant
¢ > 0, such that

cke?
(||Ma kD},x||2 2(1+s)k) exp (3.4)
logn
and
- cke?
Py (I Mok D X1I5 < 2(1 — £)k) < exP< 1gn> (3.5)

hold. From (3.4) and (3.5), Theorem 1.3 follows again by a union bound overall j =1,...,n
Let y/ =S/ (Dyx) € ce, j=0,...,k—1, where S is the shift operator defined by
s:C4— ¢, S§(z0s -5 2d=1) = (215 -+, Zd—1, 20)-

We denote by Y the k x d matrix with rows y°, ..., y*=1.
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Then it holds
k—1|d—1 2 k—1]d-1 2
<12 ~ j 2
1Mo DuEl3 =" Y a—j)y moa areuf| =D | yiau| =IYal3.
Jj=01u=0 Jj=01u=0

Let Y = U X V* be the singular value decomposition of Y. As mentioned above, b := V*a is
a k-dimensional vector of independent complex Gaussian variables. Hence,

Po(Ivall} > 7) =P (|UEV*a|3 > 7) = Po(I1U ZbII3 > 7)

k—1
=P, (I Zbl13 > 7) =Pb(ZA§|b,»|2 > r),

Jj=0
holds for every T > 0. Here, A, j =0,...,k — 1, are the singular values of Y. Let us denote
nj= A?. Then
k—1
Il =Y 25 =Y =k,
Jj=0

where ||Y|| 7 is the Frobenius norm of Y.

Moreover,
2 2
litlloo =A% =  sup  [Yzll5
zeC?,|1z]l2<1
2 =12 2
< sup | Mpzll; =d||FaDy(X)|, < C*logn, (3.6)
zeC? |Izll2<1

where Mp_; stands for the d x d complex circulant matrix with the first row equal to D,X.
This leads finally also to

lellz < Vel - inlloe < Cy/klogn. (3.7)
Then
k—1
Py (IYal3 > 2(1 + )k) =Pb(zuj(|bj|2 -2)> 28k>.
Jj=0
We denote

k—1
Z:=Y uj(lbI*-2).
=0
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The complex version of Lemma 1 from Section 4.1 of [11] (cf. also Lemma 2.2 of [12]) states
that

Py(Z > 220 12wt + 2l il oot) < exp(—1). (3.8)
Using (3.6) and (3.7), we arrive at

Py (Z > 23/2C /tklogn +2C?t logn) < exp(—1).

c'ke?
C2logn

Choosing t = for ¢ > 0 small enough, we get

k 2
Pb(z>2gk)<exp<—lc £ )
ogn

This finishes the proof of (3.4). Let us note, that (3.5) follows in the same manner with (3.8)
replaced by

Py(Z < =2v2||ull2v/t ) < exp(—1),
which may be again found in Lemma 1, Section 4.1 of [11]. O

Remark 3.2. The statement and the proof of Theorem 1.3 do not change, if we replace the partial
circulant matrix M, ; with any k x d submatrix of M,.

Note added in proof

Interesting new work of Ailon and Liberty [5] appeared during the review process of this
paper. Their transformation is the composition of a random sign matrix with a random selection
of a suitable number k of rows from a Fourier matrix. Their bound on k, namely k = £2 (¢ ~*logn -
polylogd), is optimal up to the polylogd factor. Depending on d and n, this may be better than
our bound.

In another very recent preprint [10], Krahmer and Ward applied the RIP bounds of [13] to
prove that partial circulant matrices satisfy the Johnson-Lindenstrauss lemma if

k=8 (max(e_1 10g3/2 n- 10g3/2 d,e? logn - log4 d))
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Abstract We introduce the concept of average best m-term approximation widths
with respect to a probability measure on the unit ball or the unit sphere of £,. We
estimate these quantities for the embedding id : Z’;, — E; with 0 < p < g < oo for
the normalized cone and surface measure. Furthermore, we consider certain tensor
product weights and show that a typical vector with respect to such a measure exhibits
a strong compressible (i.e., nearly sparse) structure. This measure may therefore be
used as a random model for sparse signals.
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1 Introduction

1.1 Best m-term Approximation

Let m € Ny, and let X}, be the set of all sequences x = {x j}?ozl with

lxllo :=#suppx =#{n e N:x, #0} <m.

Communicated by Albert Cohen.

J. Vybiral (&)

Johann Radon Institute for Computational and Applied Mathematics, Austrian Academy of Sciences,
Altenbergerstrasse 69, 4040 Linz, Austria

e-mail: jan.vybiral @ricam.oeaw.ac.at

@ Springer


mailto:jan.vybiral@ricam.oeaw.ac.at

84 Constr Approx (2012) 36:83-115

Here #A stands for the number of elements of a set A. The elements of X, are said
to be m-sparse. Observe that X, is a nonlinear subset of every £, := {x = {x j};?‘;l :
lxlly < oo}, where

Q52 IxIDV4e, 0 < g < oo,
lxllg :==
Sup ey 115 g =00.

For every x € £,, we define its best m-term approximation error by
Om(x)g := inf |x — .
m ( )q oy, I )’”q
Moreover, for 0 < p < g < oo, we introduce the best m-term approximation widths

o= sup  om(x)g.
x:lxllp<1

The use of this concept goes back to Schmidt [44], and after the work of Oskolkov
[39], it was widely used in approximation theory, cf. [15, 18, 45]. In fact, it is the
main prototype of nonlinear approximation [17]. It is well known that

27VP DV <ol <m+DVITVP m=0,1,2,.... 1)

The proof of (1) is based on the simple fact that (roughly speaking) the best m-term
approximation error of x € £, is realized by subtracting the m largest coefficients
taken in absolute value. Hence,

i HDYE, 0<g < oo,
Om (X =
0 x* o =su x* =00
ml = SUPj>myp1 X5 4 =00,

where x* = (x{', x3,...) denotes the so-called nonincreasing rearrangement [6] of
the vector (|x1[, |x2], |x3],...).

Let us recall the proof of (1) in the simplest case, namely g = co. The estimate
from above then follows by

m—+1 1/p
On(X)oo= sup xf=xr, < ((m +1)7! Z(xj)”) <m+D7P x|,
j>m+1

j=1
(2)
The lower estimate is supplied by taking
m+1
x:(m+1)_1/pZej, 3)
j=1
where {e j}?il are the canonical unit vectors.

@ Springer
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For general ¢, the estimate from above in (1) may be obtained from (2) and
Holder’s inequality
1-9 10

o » Where g =—. 4)

6
lxllg < llx1l7 - llx]]
p

The estimate from below follows for all ¢’s by simple modification of (3).
The discussion above exhibits two effects:

(i) Best m-term approximation works particularly well when 1/p — 1/q is large,
ie., if p <1and g = oo.

(ii) The elements used in the estimate from below (and hence the elements where the
best m-term approximation performs worst) enjoy a very special structure.

Therefore, there is a reasonable hope that the best m-term approximation could be-
have better when considered in a certain average case. But first we point out two
different interesting points of view on the subject.

1.2 Connection to Compressed Sensing

The interest in £, spaces (and especially in their finite-dimensional counterparts £7)
with 0 < p < 1 was recently stimulated by the impressive success of the novel and
vastly growing area of compressed sensing as introduced in [9-11, 19]. Without going
much into the details, we only note that the techniques of compressed sensing allow
for the reconstruction of a vector from an incomplete set of measurements utilizing
the prior knowledge that it is sparse, i.e., ||x||o is small. Furthermore, this approach
may be applied [14] also to vectors which are compressible, i.e., || x|, is small for
(preferably small) 0 < p < 1. Indeed, (1) tells us that such a vector x may be very
well approximated by sparse vectors. We point to [8, 24, 25, 42] for the current state
of the art of this field and for further references.

This leads in a very natural way to a question that stands in the background of this
paper, namely:

What does a typical vector of the ZZ unit ball look like?
or, posed in an exact way:

Let i be a probability measure on the unit ball of Z’I’). What is the mean value
of om(x)gq with respect to this measure?

Of course, the choice of u plays a crucial role. There are several standard proba-
bility measures that are connected to the unit ball of €7, in a natural way, namely (cf.
Definitions 2 and 9):

(i) the normalized Lebesgue measure,
(ii) the n — 1 dimensional Hausdorff measure restricted to the surface of the unit
ball of £7, and correspondingly normalized,
(iii) the so-called normalized cone measure.

Unfortunately, it turns out that all three of these measures are “bad”—a typical
vector with respect to any of them does not involve much structure and corresponds
to noise rather than to signal (in the sense described below). Therefore, we are looking
for a new type of measures (cf. Definition 13) that would behave better in this respect.

@ Springer
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1.3 Random Models of Noise and Signals

Random vectors play an important role in the area of signal processing. For example,
if n € N is a natural number, v = (w1, ..., ®,) is a vector of independent Gaussian
variables, and ¢ > 0 is a real number, then ew is a classical model of noise, namely
the white noise. This model is used in the theory but also in the real life applications
of signal processing.

The random generation of a structured signal seems to be a more complicated
task. Probably the most common random model to generate sparse vectors, cf. [7,
13, 30, 40], is the so-called Bernoulli-Gaussian model. Again let n € N be a natural
number and & > 0 be a real number. Also let w = (wq, ..., w,) stand for a vector of
independent Gaussian variables. Furthermore, let 0 < p < 1 be a real number, and let
o= (o1, ...,0n) be a vector of independent Bernoulli variables defined as

1, with probability p,
Q' =
"o, with probability 1 — p

The components of the random Bernoulli-Gaussian vector x = (xy, ..., X,) are then
defined through
X; =€&Q0; - wy, i=1,...,l’l. (5)

Obviously, the average number of nonzero components of x is k := pn. Unfortu-
nately, if k is much smaller than n, then the concentration of the number of nonzero
components of x around k is not very strong. This improves if k gets larger. But in
that case, the model (5) resembles more and more the model of white noise. In some
sense, (5) represents a randomly filtered white noise rather than a structured signal. It
is one of the main aims of this paper to find a new measure such that a random vector
with respect to this measure would show a nearly sparse structure without the need
for random filtering.

1.4 Unit Sphere

Let us describe the situation in the most prominent case, when p =2, m = 0, and
i = 117 is the normalized surface measure on the unit sphere S" ! of £5. Furthermore,
we denote by y, the standard Gaussian measure on R” with the density

1 2
— e IR2 x eR”.

Qm)n/2
We use polar coordinates to calculate
1 2
max |x;i|dy,(x max x| - e ¥12/2 gy
[ max xjldy) = o | max

=l ll7x113/2
(271)”/2/ /S" ljin?i [rxjle” "2/ 2 d s (x) dr

_2/2
(271)”/2/0 r"e " /< dr - Snljrrllax x| dpa(x)

_ /m"—’z/zd/ ©odiax), (6
= Gy ), e re | o0()ecdua(x),
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where £2, denotes the area of S"~!. This formula connects the expected value of
00(x) o With the expected value of a maximum of » independent Gaussian variables.

Using that this quantity is known to be equivalent to \/log(n + 1), cf. [33, (3.14)],

00 2/ 2 2nn/2
/0 e 2 dr =2"V2r ((n+1)/2) and anm,

one obtains

/S _loo<x)mduz(x>%,/@, neN. %

Several comments on (6) and (7) are necessary.

®

(ii)

(iii)

Quantities similar to the left-hand side of (7) have been used in the study of
geometry of Banach spaces and local theory of Banach spaces for many years
and are treated in detail in the work of Milman [23, 35, 36]. Especially, if || - || x
isanorm in R” and K :={x € R": ||x| ¢ < 1} denotes the corresponding unit
ball, then the quantity

Ax= [ sl

(and the closely connected median Mg of ||x| g over S"~!) plays a crucial role
in the Dvoretzky theorem [20, 22, 35] and, in general, in the study of Euclidean
sections of K, cf. [36, Sect. 5]. Furthermore, it is known that the case of K =
[—1, 17", when

AK:/ _max |xj|dM2(X)=f 00(X)o00 dj12(x),
sn—1 j=1,..., n sn—1

is extremal, cf. [35].

The connection between the estimated value of a maximum of independent
Gaussian variables and the estimated value of the largest coordinate of a random
vector on "~ ! is given just by integration in polar coordinates and is one of
the standard techniques in the local theory of Banach spaces. Due to the result
of [43], this holds true also for other values of p, even for p < 1, with Gaus-
sian variables replaced by variables with the density ¢ pe’” ” This approach is
nowadays classical in the study of the geometry and concentration of measure
phenomenon on the @;-balls, cf. [2-5, 37, 38, 41].

,,,,,

,,,,,

is asymptotically larger only by a logarithmic factor. The detailed study of the
concentration of max—1,. ., |x;| around its estimated value (or its mean value)
is known as concentration of measure phenomena [32, 33, 36] and gives more
accurate information then the one included in (7). As our main interest lies in es-
timates of average best m-term widths, cf. Definition 1, we do not investigate the
concentration properties in this paper and leave this subject to further research.
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(iv) The calculation (6) is based on the use of polar coordinates. For p # 2, the
normalized cone measure is exactly that measure for which a similar formula
holds, cf. (13). The estimates for » — 1 dimensional surface measure are later
obtained using its density with respect to the cone measure, cf. Lemma 10.

(v) As we want to keep the paper self-contained as much as possible and to make it
readable also for readers without (almost) any stochastic background, we prefer
to use simple and direct techniques. For example, we use the simple estimates
in Lemma 5 rather than any of their sophisticated improvements available in the
literature.

(vi) The connection to random Gaussian variables explains why a random point of
S"1 is sometimes referred to as white (or Gaussian) noise. It is usually not
associated with any reasonable (i.e., structured) signal; rather, it represents a
good model for random noise.

1.5 Basic Definitions and Main Results
1.5.1 Definition of Average Best m-term Widths

Having described the context of our work, we shall now present the definition of the
so-called average best m-term widths, which are the main subject of our study.
First, we observe that

Gm((xl, ey xn))q = Um((elxl, ey anxn))q = Gm((|x1|, ey |xn|))q

holds for every x € R" and ¢ € {—1, +1}". Also, all the measures we shall consider
are invariant under any of the mappings

(X1s e Xn) = (E1X1, .. 80 Xn), € €{=1,+1}",
and therefore we restrict our attention only to R’} in the following definition.

Definition 1 Let0 < p <g <oo,and letn > 2 and 0 <m <n — 1 be natural num-
bers.

(i) We set

{(t1,---,tn)€Ri:Z']thf:l}, p <00,

{(tr, ..., ) eRY tmaxj—y  ,t; =1}, p=o0.

(ii) Let u be a Borel probability measure on A'[’,. Then
om () = / om(x)g dp(x)
A}‘l
4

is called average surface best m-term width of id : E';, — Zg with respect to L.
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(iii) Let v be a Borel probability measure on [0, 1] - A'I’,. Then
o= [, dvw
[0.1]-A%

is called average volume best m-term width of id : E'I', — ZZ with respect to v.

Let us observe that the estimates
om (W) <om? and oy (v) <op?

follow trivially by Definition 1. Furthermore, the mapping x — 07, (x) is continuous
and, therefore, measurable with respect to the Borel measure p.

1.5.2 Main Results

After introducing the new notion of average best m-term width in Definition 1, we
study its behavior for the measures on A’, that are widely used in the literature.
A prominent role among them is played by the so-called normalized cone measure
given by

MO A

=0y e

In Theorem 7 and Proposition 8, we provide basic estimates of ol (up) for g =
oo and g < oo, respectively. Surprisingly enough, it turns out that (7) has its direct
counterpart for all 0 < p < oco. This means (as described above) that the coordinates
of a “typical” element of the surface of the Z’;, unit ball are well concentrated around
the value n~ /7. So, roughly speaking, it is only ¢ p-normalized noise.

Another well-known probability measure on A’;, is the normalized surface mea-
sure @, cf. Definition 9. We calculate in Lemma 10 the density of ¢, with respect to
i p to be equal to

where

is the normalizing constant. This result (which is a generalization of the work of
Naor and Romik [38] to the nonconvex case 0 < p < 1) might be of independent
interest for the study of the geometry of Z; spheres. One observes immediately that
if p < 1 and one or more coordinates of x; are going to zero, then this density has a
polynomial singularity and, therefore, gives more weight to areas closed to coordinate
hyperplanes.
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We then obtain in Theorem 12 an estimate of o(f (o p) from above. Although the
measure @, concentrates around coordinate hyperplanes, it turns out that the estimate
from above of o(f ’Oo(u p) as obtained in Theorem 7 and the estimate of Theorem 12
differ only in the constants involved.

The last part of this paper is devoted to the search for a new probability measure on
A'I; that would “promote sparsity” in the sense that the mean value of 0y, (x), decays
rapidly with m. One possible candidate is presented in Definition 13 by introducing a
new class of measures 6, g, which are given by their density with respect to the cone
measure (i ,:

db, s .
ps -1 B n
x)=c,_ ,- x, xeA”,

where ¢, g is a normalizing constant. We refer also to Remark 4 for an equivalent
characterization.

We show that for an appropriate choice of 8, namely 8 = p/n — 1, the estimated
value of the m-th largest coefficient of elements of the £/ -unit sphere decays expo-

nentially with m. Namely, Theorem 16 provides estimates of anfff (@p,p/n—1) thatin
the end imply that

C| C?
. . p,o0 . p,oo V4
7(% 1 = lhgloféfam_l Op,p/n—1) < h,fr_lfolipam_l Op.p/n—-1) < —(% T m (8)

for two positive real numbers C [1, and CIZ, that depend only on p.

This result (which is also simulated numerically in the very last section of this
paper) is in a certain way independent of n. This offers hope that one could apply this
approach also to the infinite-dimensional spaces £, or, using a suitable discretiza-
tion technique (like wavelet decomposition), to some function spaces. This remains
a subject of our further research.

Of course, the class 8, g provides only one example of measures with rapid de-
cay of their average best m-term widths. We also leave the detailed study of other
measures with such properties open to future work.

Note Added in the Proof Let us comment on the relation of our work with re-
cent papers of Cevher [12] and Gribonval, Cevher, and Davis [29]. Cevher uses
in [12] the concept of Order Statistics [16] to identify the probability distributions
whose independent and identically distributed (i.i.d.) realizations result typically in
p-compressible signals, i.e.,

xf<CR-i”Vr,

Our approach here is a bit different and more connected to the geometry of ZZ spaces.
In accordance with [43], this leads to the study of Z’;,—normalized vectors with i.i.d.
components. This again allows us to better distinguish between the norm of such a
vector (i.e., its size or energy) and its direction (i.e., its structure).

The approach of the recent preprint [29] (which was submitted during the review
process of this work) comes much closer to ours. Their Definition 1 of “Compressible
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priors” introduces the quantity called relative best m-term approximation error as

om(X)g X n

ome =N +
q

The asymptotic behavior of this quantity for x = (xy, ..., x,) being a vector with i.i.d.
components and liminf,_, o % >k € (0, 1) is then used to define g-compressible
probability distribution functions. In contrast to [29], we consider £, approximation
of £, normalized vectors, and therefore our widths depend on two integrability pa-
rameters p and ¢g. Furthermore, we do not pose any restrictions on the ratio m/n
to any specific regime and consider the average best m-term widths 0,57 () for all
0 <m <n — 1. In the only case when we speak about asymptotics (i.e., (32) of
Theorem 16), we suppose m to be constant and n growing to infinity. Furthermore,
Theorem 1 of [29] shows that all distributions with bounded fourth moment do not
fit into their scheme and do not “promote sparsity.” Because we are interested in dis-
tributions that are connected to the geometry of KZ—balls (i.e., generalized Gaussian
distribution and generalized Gamma distribution), we change the parameters of the
distribution 6, g in dependence on n. Although quite inconvenient from the mathe-
matical point of view, it is not really clear if this presents a serious obstacle to the
application of our approach. But the investigation of this goes beyond the scope of
this work.

1.5.3 Structure of the Paper

The paper is structured as follows. The rest of Sect. 1 gives some notation used
throughout the paper. Sections 2 and 3 provide estimates of the average best m-term
widths with respect to the cone and surface measure, respectively. In Sect. 4, we study
a new type of measures on the unit ball of £,. We show that the typical element with
respect to those measures behaves in a completely different way compared to the sit-
uations discussed before. Those results are illustrated by the numerical experiments
described in Sect. 5.

1.6 Notation

We denote by R the set of real numbers, by R := [0, oo) the set of nonnegative real
numbers, and by R” and R’} their n-fold tensor products. The components of x € R”
are denoted by x1, ..., x,. The symbol A stands for the Lebesgue measure on R” and
‘H for the n — 1 dimensional Hausdorff measure in R"”. If A C R” and / C R is an
interval, we write [ - A:={tx:t e l,x € A}

We shall use very often the Gamma function, defined by

[o,0]
I'(s) :=/ e dt, s>0. )
0

In one case, we shall use also the Beta function

C'(p)I'(q)

1
B(p,q) = Pl — i lar = ,
(p.q) /Ot (I—-1) t TR

p.q>0 (10)
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and the digamma function

I (s)
I'(s)

We recommend [ 1, Chap. 6] as a standard reference for both basic and more advanced
properties of these functions. We shall need Stirling’s approximation formula (which
was implicitly used already in (7)) in its most simple form

M(x)= /2_7T(£> (14_(’)(1)), x> 0. (11)
X \e X

If a ={a;}32, and b = {b;}32, are real sequences, then a; < b; denotes that
there is an absolute constant C > 0 such that a; < Cb; forall j =1,2,.... Similar
convention is used for a; 2 b; and a; ~ b;. The capital letter C with indices (i.e.,
C)) denotes a positive real number depending only on the highlighted parameters,
and their meaning can change from one occurrence to another. If, for any reason,
we shall need to distinguish between several numbers of this type, we shall write for
example C 11, and Clz,, as was already done in (8).

)

d
v(s):= alog I'(s)=

2 Normalized Cone Measure

In this section, we study the average best m-term widths as introduced in Defini-
tion 1 for the most important measure (the so-called cone measure) on A", which
is well studied in the literature within the geometry of E;’, spaces, cf. [4, 5, 37, 38].
Essentially, we recover in Theorem 7 an analog of the estimate (7) forall 0 < p < co.

Definition 2 Let 0 < p < oo and n > 2. Then

MOA

is the normalized cone measure on A’,’,.

If v, denotes the p-normalized Lebesgue measure, i.e.,

A(A)

EARR YTV

ACR”,

then the connection between v, and i, is given by

© A: =
vp(A)zn‘/(; r”_lll,I,({)CE |}|ﬁx|b r}>dr. (12)

The proof of (12) follows directly for sets of the type [a, b] - A with0 <a <b < o0
and A C AZ and is then finished by standard approximation arguments. The formula
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(12) may be generalized to the so-called polar decomposition identity, cf. [4],

fRn f(x)dk(x) 1
0] Ay A / / frx)dpy(x)dr, (13)

which holds for every f € L1(R"}).

Formula (13) allows for the transfer immediately of the results for the average
surface best m-term approximation with respect to i, to the average volume approx-
imation with respect to v),.

Proposition 3 The identity

n
Un[;’q(‘)p) = Urg’q(ﬂp) nrl
holds forall0 < p <q <oo,alln>2,andall0 <m <n — 1.
Proof We plug the function
J@x) =0om(x)q - x[0.11-a7 (x)
into (13) and obtain
f[O,l]-A;’, om(x)g dA(x)
5[0, 11~ A)
:/ Um(x)q dvp(x)
[0,1]-A%,

1 1
=n/ r”_I/ am(rx)qdup(x)dr=nf rdr - Umq(,u,p)
0 An 0

which gives the result. g

Proposition 3 shows that the ratio between approximation with respect to u, and
vy is equal to 1+ 1/n. This justifies our interest in measures on A’. Furthermore,
it shows that the quantities o;,? (v),) and o,? (11 ,) behave asymptotlcally (i.e., for
n — 00) very similarly.

Let p =2, and let wy, ..., w, be independent normally distributed Gaussian ran-
dom variables. Then

(o1, - .-, lwnl)

SR

As noted in [43], this relation may be generalized to all values of p with 0 < p < co.
Let w1, ..., ®, be independent random variables on R each with density

Qz(A)=M2(«4)=P< eA), Ac Ay,

P
cpe >0,

@ Springer



94 Constr Approx (2012) 36:83-115

1

with respect to the Lebesgue measure, where ¢, = r(lL/p) = FI/p50

Then, cf. [43, Lemma 1],

(C()],...,C()n)

1p(A) ZP(4(Z?:1w7)1/p

eA), AcC AL, (14)

We now fix wy, ..., w, until the end of this paper. Also the symbols E and P are
always taken with respect to these variables.

2.1 The Case g = 00

In this section, we deal with uniform approximation, i.e., with the case g = oo. To be
able to imitate the calculation (6), we shall need several tools, which are the subject
of Lemmas 4, 5, and 6. Our main result of this section (Theorem 7) then provides the
estimate of o,) ’oo(u p) from above for all m with 0 <m <n — 1. Furthermore, it is
shown that in the range 0 < m < ¢,n, this estimate is also optimal.

Lemmad Let 0 < p <00, and letn >2 and 1 < m < n be natural numbers. Then

['(n/p) *

*d =" . .
/M i) = m ey

P

Furthermore, there are two positive real numbers C [l, and C[z, depending only on p
such that

1 Exp 2 Exy
C,- 1/p < N Xy dp,(x) < C, i
P

Proof We set f(x)= x;;e_)‘f}_“'_"'f and use the polar decomposition identity (13):

P
a XEe M T =5 g (x
et ()_"f a 1/ rag) e A () dr

A([0, 1]- A”
:nf P dr/ Xy dpp(x),
0 Al

P

or, equivalently,

= o

fRn x;;e
xtdu,(x) = R . 15
/A; m dHp () A([0. 11 A) - [ e~ dr ()

The identity

[ et Hnto i)
0 p
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follows by a simple substitution. Furthermore, we shall need the classical formula of
Dirichlet for the volume of the unit ball Bgz of £, cf. [21, p. 157],

ABen)  T(1/p+1)"
2 Tm/p+1)°

([0, 11- A") =

This allows us to reformulate (15) as

C(n/p+ DHEx} T'(n/p)Ex,

* d = = .
/A;"m o) = o Ta/p + T A/p £ D7~ T/ +1/p)

Finally, we use Stirling’s formula (11) to estimate

n'/? . T'(n/p) . n'/P(n/pyr/r=1/2 - C2<L>ﬂ/p+l/pl/2 o
Coi/p+1/p) = Pafp+1/py/piir=172 = 2r =G
and similarly for the estimate from below. g

Lemma$ Leta € R and é > 0. Then
1 ifa <0,
/Oou“e_“dMSS“e_‘s- 1,—3/5 ffa>0and 5 <1,
: (%)a'lfé‘;a ifa>0and § > 1.

Proof 1If a <0, we may estimate
o0 0
/ u®e "du 58“/ e du =89,
) B

If 0 < o < 1, we use partial integration and obtain
o o
/ u%e du:8“6_6+af u? e " dy 55“6‘5(1+o¢5_1).
s s

This is smaller than

1
1—a/s

2
8“65(1+%+§—2+---> =% 0

if ®/§ < 1 and smaller than

o s 82 o 1
8% S [ 14+ =+ —4... | =8%9=.
¢ 8<+a+a2+ ) ¢ S 1—6/a

ifo/8 > 1.
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If k — 1 <« <k for some k € N, we iterate the partial integration and arrive at

o0
/ u“e " du
)

<8 P(1+ad +al@— 182+ +al@—1)- (@ —k+1)357F)

o —8 a o ak
<é&%e I+4—-—+—=+-+ =

5 82 sk
1 .
<8(x _s m 1f(¥/8<1,
- ) ifa/s>1 O

Lemma 6 Let 0 < p < 00. Then there is a positive real number C, such that
10 fen
Ex,, <C,log ”’(;)
foralll <m <n.

Proof We estimate

oo o0
Ex} =/ P(w}, > t)dt =8+/ P(w}, > 1)dt
5

0
o
8~|—< >/ Plwi >t,wy>t,...,wn >t)dt
8
o
J

n
m
n
m

IA

5+( > P(w; > 1)" dt. (16)

The parameter § > max(1,3(1/p — 1))1/? is to be chosen later on. We substitute
v = u” and obtain

00 » ¢ 00
P(w; >t):c,,/ et du:—P/ v!/Plemv gy,
t P Jrr

Using the first two estimates of Lemma 5 (recall that 7 > §” > max(1,3(1/p —1))),
we arrive at

P(w) > 1) < Cpt! 7P,

where C), depends only on p. We plug this estimate into (16) and obtain

o0
Ex* <8+ (”)(c,,)’"/ =P =mt? gy (17)
m B
If p > 1, then
o0 o0 o0
/ tm(lfp)efmtp dt S5m(17p)‘/ efmt” dt ng(lfp)/ efuul/pfldu
s B msp
<"
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Altogether, we obtain
Ex* <68+ (”)(cp)me’"a”.
m

Using (:1) < (3,)™ and choosing § = C;, ln(%)l/l’ finishes the proof.
If p < 1, we use again the second estimate of Lemma 5,

o0 » ‘l o0
/ m=p) =mt? g, _ L .m(l/pfl)(m+l)/ L A/p=Dm+1) —u g,
8 méP

mp
<L sa-pmin,me L
= op | 207p=D

< C;8(l—p)(m+l)e—m8p-

Using (17) and (:r’l) < (Z)™ again, we get

e

m

Exi‘ <4 +exp(—m8” +mln(en/m) + (1 — p)(im +1)Iné +mInC), + lnC;)
<8 +exp[—m(8” 4+ CpIn(en/m) +2(1 — p)Ins)].

The choice § = C;) ln(%)l/ P with C ;, large enough ensures that

8P 5P
5 = Cpln(en/m) and = =2(1-p)Ing

and finishes the proof. O
The following theorem gives the basic estimates of o, ™ (11 p)-
Theorem 7 Let 0 < p < o0, and letn > 2.

(i) Let0<m <n — 1. Then

om C(up) <Cp

log(;2)7Y/”
)

(ii) There is a number 0 < &, < 1 such that for 0 <m < gpn, the following estimate
holds:

log en_y 1/p
OIZ’OO(Mp) = CPI:Tm_HjI .

Proof Lemmas 4 and 6 imply immediately the first part of the theorem if p < oo. If
p = 00, the proof is trivial.

The proof of the second part is divided into two steps.

Step 1. We start first with the case m = 0.

If p = oo, then xj =1 for all x € A7 and the proof is trivial. Let us therefore
assume that p < oo. According to Lemma 4, we have to estimate Ex} from below.
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This was done in [43, Lemma 2]. We include a slightly different proof for the reader’s
convenience. For every 7y > 0, we have

Exi >t ]P’(xi|< > to) =1 ]P’( max x; > t0> >t |:n]P’(x] > ) — (Z)P(xl > t0)2:|.

<]<n

We define 7y by P(x; > 19) = % and obtain E x} >19/2.
From the simple estimate

c o0 P
—p/ u/P=le gy > Cpefzr , T >1,
p Jrr

it follows that there is a positive real number y,, > 0 such that

1
P(x1 > yp(log(en)) /p) >1/n.
This gives 1y > yp(log(en))l//’ and Exj > Cp(log(en))l/f’.

Step 2. Let 0 <m < ¢pn, where ¢, > 0 will be chosen later on.
We shall use the inequality

1 m
—Z]ogl/p<2)fcplogl/p(ﬂ>, l<m<n, (18)
mj:1 ] m

which follows by direct calculation for p = 1, by Holder’s inequality for 1 < p < oo,
and by replacing the sum by the corresponding integral and integration by parts if
O<p<l.

We write

1 m
I llom = — 3 x}.
j=1

By Lemma 6 and (18),

1m m
E el = Y Exf= L log 1/1’( )<Clog1/”< ) (19)
= =

To estimate IE ||x||(,) from below, we assume that 1 <m < n and that n/m is an
integer (otherwise one has to slightly modify the argument at the cost of the constants
involved). We partition the set {1,...,n} = A; U--- U A,,, where each one of the
disjoint sets A ; has n/m elements. Then we have

1 m
lelln = — > maxx,
m “ 1IEA
J:

J

and by the first step we obtain
1 & en
— 2100t/ 22
Ellxlgny = - jElE{rel%xl > C,log <m> (20)
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Let N, < 1/¢), be a natural number to be chosen later on. Combining (19) with (20)
gives finally

Npm

1
Ex’ > ZIExk > Elxllvpm) — 2 E ¥ )
p

1
> C2log/? _ &logl/p en
Npm N, m
1/p 1
:logl/p(ﬁ) C;[l_log(ljnp)] ) .
m log($)) Ny

An appropriate choice of N, and ¢, (i.e., Ny > 21/”C[1,/C[27 and &, < min(1/Np,
e/N},)) with

1 1
CZ[l_M} /p_&>()

IOg(é) Np

gives the result. g

Remark 1

(i) Theorem 7 provides basic estimates of average best m-term widths ;5" (1 »)-
In the case m = 0, a stronger result on concentration of 11, was obtained already
in [43, Theorem 3 and Remark 2]. It would certainly be of interest to obtain a
similar statement also for other values of m > 0, but this would go beyond the
scope of this paper, and we leave this direction open for further study.

(i) Theorem 7 may be interpreted in the sense of the discussion after formula
(7). Namely, the average coordinate of x € A'I') is n=1/P. Theorem 7 shows
that the average value of the largest coordinate is only slightly larger (namely
c[In(en)]"/P times larger). In this sense, the average point of A7, is only slightly
modified (and properly normalized) white noise.

(iii) Using the interpolation formula (4), one may immediately extend this result to
all 0 < p < g < co. But we shall see later on that in the case g < co, one may
prove slightly better estimates.

(iv) The behavior of 0,2 (1 p) was studied in detail in [28, Example 10] for p = 2.
It was shown that if x; are independent N (0, 1) Gaussian random variables and

m <n/2+ 1, then
2 2
e/ln = <Ext <Cy/ln=",
m m

where ¢ and C are absolute positive constants. Furthermore, if m > n/2 + 1,
then

\/7n—m+1<Ex <\/—n—m+1
2 n+1 n
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(v) The method used in the proof of the second part of Theorem 7 may be found,
for example, in [27].

2.2 The Case g < 00

We discuss briefly also the case when g < co. It turns out that in this case the loga-
rithmic term disappears. We do not go much into details and restrict ourselves to the
case m = 0.

Proposition 8 Letn >2 and 0 < p < g < o0. Then
: 1 1 2 1
(i) Cpn'/? <E|xlly = C3 0/,
(i)
E x|l
C;,q : nl/pq = Up’q(l/bp) = A" lxllg dmp(x) < Ci’q :

P

E|lx|lg
nl/p

)

and
(i) €L nV17VP <ol (u,) < C2 nl/a1/p,

where in all these estimates C ;, and C}% are positive real numbers depending only
on p.

Proof

(1) The following two inequalities may be easily proved by Holder’s and Minkows-
ki’s inequalities:

n 1/q n 1/q
() o)
j=1

j=1

n 1/q n 1/q
q q
j=1 j=1

This gives for g > 1,

IA

n 1/q
(Z]Ex?> . g>1,
=1

IA

n 1/q
(Z(Exj)q> , g<l.
j=1

Elxllg <n'/4(Ex))" and Elxll, = n'/7Ex;,
and forg <1,
Ellx|ly < nl/quj and E|x|, > nl/q(]Ex?)l/q.
Let us note that the value of Ex; and (]Ex?)l/ 4 does not depend on 7, only on p
and ¢q.
(ii) The proof of the second part resembles very much the proof of Lemma 4 and is

left to the reader.
(iii) The last point follows immediately from (i) and (ii). O

Remark 2 A statement similar to Proposition 8 is included in [43, Lemma 2, point 4].
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3 Normalized Surface Measure

In this section, we study the average best m-term widths for another classical measure
on AZ’ namely the normalized Hausdorff measure, cf. Definition 9. Intuitively, it
would seem that this measure gives more weight to those areas where one or more
components of x € A, are close to zero. It turns out that this really is the case,
and the mathematical formulation is given in Lemma 10 below. This relation is then
used together with Lemma 11 in Theorem 12 to provide estimates of U(f (o p) from

above.

Definition 9 Let n > 2 be a natural number. We denote by
H(A)
H(AR)'

the normalized n — 1 dimensional Hausdorff measure on A’;.

Let us mention that for p € {1, 2, 0o}, the measure g, coincides with j,. The
following lemma provides a relationship between the normalized surface measure g,
and the cone measure i ,. For p > 1, it was given by [38]. We follow closely their
approach, and it turns out that it may be generalized also to the nonconvex case of
O<p<l.

Lemma 10 Let0 < p < oo and n > 2. Then g is an absolutely continuous measure
with respect to |4, and for p, almost every x € A", we have

n 1/2
dop , . nr([0,1]- A}) o 2p-2
d 0= IV )@ = (2a77)

i=1

where

n 172
Cpn= f (§ x?”‘2> dpup(x)
AVI
P

i=1

is the normalizing constant.

Proof The proof follows the proof of [38, Lemmas 1 and 2], where the statement was
proved for 1 < p < co. Hence, we may assume that 0 < p < 1. First, we introduce
some notation.

We fix x = (x1,...,x,) € A;’, such that:

o the mapping y — [|y||, is differentiable at x,
e x is a density point of H, i.e.,
H(B(x,e)N A’I’,)

lim ——— =1, 21
8—1>I(I)1+ en=1v,_4 @h

where V,,_1 denotes the Lebesgue volume of the n — 1 dimensional Euclidean unit
ball,
e x;>0foralli=1,...,n.
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Obviously, g,-almost every x € A'I') satisfies all the three properties (we refer, for
example, to [34, Theorem 16.2] for the second one).
Furthermore, we set z := V(| - || ,)(x). This means that

Ix+yllp=1+(zy)+ry, (22)
where
6() = sup{M 0<Iyll2 58}, §>0
yll2

tends to zero if § tends to zero. Using (22) for y = §x, one observes that (z, x) = 1.
We denote by H = x + z* the tangent hyperplane to A; at x. Let us note that for
0<p<1,theset R} \ [0,1) - A’;j =[1,00) - AZ is convex. Next, we show that
(z,y) > 1forevery y €1, 00) - A'I'). Indeed,

L< x4+ =0, =1+{z 20 —0)+r(0 - )
=1—A+AMz,y)+r(Ay —x)).

Dividing by A > 0 and letting A — 0 gives the statement.
The proof of the lemma is based on the following two inclusions, namely

[0,1]- (B(x,e(1 —6(s))) N H) C[0,1]- (B(x,8) N A}) (23)
and
[0,1]- (B(x,e) N A) C [0, 1+£6(e)] - (B(x,e(1+0(e)lx]2)) N H),  (24)

which hold for all € > 0 small enough.
First, we prove (23). Given 0 <s <1 and v € B(x, (1 —6(¢)) N H, we need to
find0<r<land we B(x,e)N A;’, such that sv = rw. To do this, we set
v

vl

€ A’;, and t:=s|vllp.

We need to show that ¢ <1 and ||x — w]l, <e.
We choose 0 < & < min; x;. Then

X Z|xi —vil+vi < lx —vl2+v <e+v;
for every i =1, ..., n, which implies that v; > 0 and v e R’} . From v € H and v €

R’ , we deduce that |[v]|, < 1. Hence t =s|v|l, < [v], < 1.
Next, we write

< lx=vl2+
2

v

llx —wll2 = |lx —

lvllp vllp 2

1 —
<e(l—6(e) + ||vllz~# <e(1-6()+1—lvl,
p
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=e(1-06©)+1—{l+@v—x,2)+r(v—x)}
=e(1—0() +r(v—x) <e.

Next, we prove (24). We need to find for given 0 <t <1 and w € B(x, &) N A;
some 0 <s <1+4e6(¢)and v € B(x,e(l +60(e)|x]|2)) N H such that tw = sv. We
put

w

s:=t{w,z) and v:= .
(w, z)

Let us recall that we have shown above that w € A’I’, implies that (w, z) > 1.

Of course, fw = sv and v € H (as (v, z) = 1). Hence, it remains to show that
s<1+e¢b(e)and [[v—xll2 <e(l+6(e)llxll2).

The application of (22) gives

l=wl|,= ||x+(w—x)”p=1+(w—x,z)+r(w—x),

which again forces (w, z) <14 ¢0(e). Then s =t(w, z) < (w, z) < 14 €0(¢).
Finally, we write

V—X|2= — < — —x
(wa Z) 2 (w1 Z) (wv Z> 2 (wv Z) 2
w—X w,z)—1
By ik BN Uik A AT
(w, z) (w, z)

Equipped with (23) and (24), we may finish the proof of the lemma. We write

0p(B(x, &) N A")
im
=0 wp(B(x,e)N A’;?)

— lim H(B(x,e) N AY) . v,y . A([0,1]- A7)
S0 H(AY) e WVay A([0.1]- [B(x,e) N A%])
_ M0 1A " Voo

- lim , (25)
H(A’I’,) e=0 A([0,1]- [B(x,&) N A’},])

where we have used (21). As the perpendicular distance between zero and H is equal
to 1/]1zll2, we observe that

anfl Vn—l

vol(B(x,a) N H) = el

holds for every a > 0. Using this, we get from (23) and (24),

A([0,11- (B(x,e(1 —0(e))) N H))

_ e 0@ Vi
nllzll2
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< ([0, 1]- (B(x, &) N A7)
<A([0,1+¢6(e)] (B(x,e(1+6(e)llxll2)) N H))

e+ 0@)Ixl2)1" " Vas
n|izll2

=[1+e0()]"
Combining these estimates with (25) gives the result. g

The following lemma is analogous to Lemma 4 and reduces the calculation of
a(f “(o p) to inequalities for the estimated values of functions of the random variables
XlyeueyXn.

Lemma 11 Let O < p < 0o. There exist two positive real numbers C ll, and CIZ, such
that

* n 2p=2\1/2
;EXI(Zi lj 2 : TP <o OO(QP)__/ xidop
BT
2p—2
fA” *(Zl 1% lp I/Zde(x) 2EXT(Z7=1)C12P_2)1/2
2 2 =G, 2p—2 ’
oy iy (x) B, x P12

foralln > 2.

n-lp

Proof Only the inequalities need a proof. It resembles the proof of Lemma 4 and is
again based on the polar decomposition formula (13).
We plug the functions

n 172 n 1/2
f1<x>=x;"<2x?”‘2> e and f2<x)=(zx;p—2> ==l

i=1 2

into (13) and obtain
p.oo fR" fi(x)dx - f =2, g,
o= fR” frx)ydx - [ rmtp=le=r" dr

CEx T P T/p 1 1/p)
B P12 T(n/p+1)

By Stirling’s formula, the last expression is equivalent to n~!/7 with constants of
equivalence depending only on p. O

Theorem 12 Let 0 < p < 00. Then there is a positive real number C, such that

~ 1 1 1YP
(0p) < cp[%}

foralln > 2.
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Proof We define a probability measure o, , on R, by the density

n 1/2 n 1/2
<1 2p-2 Pl . 2p-2 Pl
o | 2o T, = R > e 1T dx

i=1 + \i=1

with respect to the Lebesgue measure. Let us note that due to the inequality

the integral in the definition of ¢, ,, really converges, and o), , is well defined.
According to Lemma 11, we need to estimate

/ xjdap ,(x).
Rn

+

We calculate for § > 1, which is to be chosen later on,

0 o0
/ xfdap,n(x)z/. ozp,,,(xik >t)dt§8+/ ap,n(xik>t)dt
R" 0 §

+

o
§3+n/ ap(x) >1)dt.
§

We write x’ = (x2,...,x,) € Ri‘l. Then

R 12
e P 2p_2 P o,
apn(xy >1) :C;lyl/ e / . inp e 27T dxdxy
i R%”

i=1

1/2

o0 P 1 - 2p—2 p P
E;lnf e / T+ E X7 e 2T T dx dxy
’ n—1

! R i=2

o0
_~ _ P —1 Y -
=t e 1 xP  dx - e ™2 Y dx’!
pn | 1 .

n—1
+
00 »
+5;’1n/ e "1 dx /
t R

=1+ D.

IA

n 172
S r) et g
i=2

n—1
+
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The inequality
n 1/2
_n 2p-2 —xf ——x
CpCpn —cp/n (in e " dx
+ \i=1
n 172
co [ () et
=N . ;
+ \i=2
. "\ 0y i P
:C’;’/ e dx1/ 1 inp— R
.
0 RY\iz
1~
:CZ Cp.n—1 (26)
shows that
—1 _P —1 _,P
/ cp ftooxf e~ dx < flooxf7 efidx;  __, e
1= = = = =C 1 .
CpCpon CpCp,l &

Using (26) again, we also get
o o oo
~ ~ _+P — Cc 1 _
12=cp1n'cp.n—1/ e M dX1§Cpf e dx1=—p~/ sV/P=le=s gs.
' ' t t P Jiw

If p>1, we get
L+bL<Cpe ™, 1>1, 27)

and

P

o0
/ deap,n(x)Sb‘—}—Cpn/ eilpdtch—i—C;,nef‘S .
R" )

+

By choosing § = C, log(n + 1)!/7, we get the result.
If p < 1, we use the second estimate of Lemma 5 and replace (27) with

L+DL< Cpfl_pe_tp, t>t,

for #p > 1 large enough, and the result again follows by the choice of §.

Remark 3

(i) Theorem 12 shows that the average size of the largest coordinate of x € A’I’) taken
with respect to the normalized Hausdorff measure is again only slightly larger
than n~ /7. Hence, also in this case, the typical element of A’, seems to be far
from being sparse and resembles rather properly normalized white noise in the
sense described in introduction.

(ii) Using interpolation inequality (4), one may again obtain a similar estimate also
for 0 < p < g < oo, namely

n

log(n 4 1)"/P~14
a5 ! (ep) < Cp,q[gi} .
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It would probably be possible to avoid the logarithmic terms and provide im-
proved estimates also for m > 0, but we shall not go in this direction. Our main
aim of this section was to show that normalized Hausdorff measure does not
prefer sparse (or nearly sparse) vectors, and this was clearly demonstrated by
Theorem 12.

4 Tensor Product Measures

As discussed already in the introduction and proved in Theorems 7 and 12, the aver-
age vectors of A'I') with respect to the cone measure 11, and with respect to surface
measure 0, behave “badly,” meaning that (roughly speaking) many of their coordi-
nates are approximately of the same size. As promised before, we shall now introduce
a new class of measures for which the random vector behaves in a completely differ-
ent way. These measures are defined through their density with respect to the cone
measure (. This density has a strong singularity near the points with vanishing co-
ordinates.

Definition 13 Let 0 < p <00, 8 > —1, and n > 2. Then we define the probability
measure 6, g on A’ by

d9p 8
dy D=5 ]"[x,, x €A, (28)
where
Chp —/ l_[xﬁdup(x) (29)
Pl 1
Remark 4

(i) If 0 > B > —1, then (28) defines the density of 6,, g with respect to i, only for

points where x; # 0 for all i =1, ..., n. That means that this density is defined
1 p-almost everywhere. The definition is then complemented by the statement
that 6, g is absolutely continuous with respect to 1.

(ii)) We shall see later on that the condition 8 > —1 ensures that (29) is finite.

(iii) It was observed already in [4] that the measures 6, ﬂ allow a formula similar to
(14). We plug the function f(x) = xj0.00)-.4 [ 1= x e~ 1¥15 into (13), where A
is any up-measurable subset of A7, and obtain

/ [Tbe 1 dney = 2(10.11- A7) - / P g
0, 0

oo).Al 1
n
/ fodup(x).
Ai:l
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We use a similar formula also for A = A'I’,, which leads to

/1d9 fA le’ﬁdup(x) f[Ooo)A“? 1x-ﬁ€_Hx”£dx

’ﬂ: =

A L T 2 dpy (o) Jer T1 eIy
P

Let o = (@,...,w,) be a vector with independent identically distributed

components with respect to the density cp,ﬁtﬁe*fp, t > 0, where c;i3 =

fooo tBe=!"dt is a normalizing constant. Up to a simple substitution, this is the
well-known gamma distribution. We observe that the distribution of random
points with respect to 8, g equals to the distribution of E;‘, normalized vectors
o, ie.,

(@], ..., @)

0, (A)=P| ——————
Pvﬂ( ) ((Z;l_l (w;_)p)l/p

(iv) Of course, the same procedure might be considered also for other distributions.
We leave this to future work. We also refer to the discussion on the recent work
of Gribonval, Cevher, and Davies [29] in the introduction.

eA), Ac AL,

Lemma 14 Let0 < p <00, 8> —1,andn > 2.

(i) Let1 <m <n.Then

. Exi[Toix!  T@B+1)/p)
p 0 :/ * 10 — mlli=1" )
21 Ep.p) A Xm @Vp,B El‘[?zlx,ﬁ rmB+1)/p+1/p)

(i)
EH [”Fw+wm]

Proof The proof of the first part follows again by (13), this time used for the functions

fito) =x, (Hxlﬁ)e—x{’—--_x,f and  fro(x) = <l_[?€,-ﬂ>€_ L

i=1 i=1

The proof of the second part is straightforward. g

It follows directly from (9) that I'(s) tends to infinity when s tends to zero. The
following lemma quantifies this phenomenon. Although the statement seems to be
well known, we were not able to find a reference, and we therefore provide at least a
sketch of the proof.

Lemma 15 Let C >~ 0.577 ... denote the Euler constant. Then

lim (F(l/n))" =e €.
n—00 n

@ Springer



Constr Approx (2012) 36:83-115 109

Proof 1t is enough to show that
lim n - log(l"(l + l/n)) =—C,
n—oo
which (by using the 1’Hospital rule) follows from

i JoZ st/me= logsds
n 60 fooosl/"e—sds -

But the numerator of this fraction is equal to I''(1 + 1/n) and its denominator to
I'(1+ 1/n). The whole fraction is therefore equal to ¥ (1 + 1/n) and ¥ (1 + 1/n) —
¥ (1) = —C as n tends to infinity, cf. [1, Sect. 6.3.2, p. 258]. O

The next theorem shows that if 8 = p/n — 1, then the measure 6, g promotes
sparsity, and one may even consider limiting behavior of n growing to infinity.

Theorem 16 Let 0 < p < 00, and letn > 2 and 1 <m <n be integers. Then

'n+1) I'n/p+n—m+1)
o Op, pn—1) = C) - /P (30)

P Th—m+1) T@m/p+n+1)

and

P,00
1 Op.p/n—1)

, Twm+1) (Tw/p+n—-m+1) 1 el \"
p' +_ '( > 9 (31)
Fn—m+1) Cn/p+n+1) m! \I'(l/n)

<C

where C [1, and Clz, are positive real numbers depending only on p.
Furthermore, for every fixed m € N,

1 2
Cp C

. p
: :
(5 + D"

(32)

. . p’ . p)w
(% + 1m = liznilo%fam—l Op.p/n—1) = hnnlso‘ipam—l Op.p/n—1) =

where C Il, and Clzj are positive real numbers depending only on p.

Proof First observe that n(8 + 1)/p =1 for 8 = p/n — 1, and therefore

re@B+b/p 1
C@B+0/p+1/p)  T(+1/p)

depends only on p. Due to Lemma 14, we have to estimate

n n

Ex} (Hxlp/"l> = c; /d x5 nxf/nfle_xlp_”'_x'l' dx. (33)
} R
i=1

+ i=1

Let t = x;, and let us assume that there is only one coordinate j =1, ..., n such that
xj = t. Obviously, this assumption holds almost everywhere. Of course, we have n
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possibilities for j. Furthermore, m — 1 from the remaining n — 1 components of x
are bigger than ¢ and the remaining n — m components are smaller. This allows us to
rewrite (33) as

n—1 0 , ¢ | ) n—m
c;’,n( )/ tP/ne=t </ ub/n=le—u du)
m —1 0 0
00 m—1
X </ ub/n—lg—u? du) dt
t

Let us write
(0.¢] w
y:F(l/n):/ sV 1e=Sds and  y(w)=y~! / st/n=le=s gs.
0 0

Then y(w) is a nondecreasing function of w, y(0) = 0 and lim,_, o y(w) = 1. We
denote by w(y) its inverse function, i.e.,

w(¥) )
y:y*l./ sU/nle=Sds, 0<y<l. (34)
0

Using this notation, we obtain

 p/n—l " (n—1 ! 1 1
* - I S n—mgq _ \\m—
B x,, i|—|IXi = n(m_1>/0 o) Py A = )" dy

and

Cn+1)
rm)r'(n —m +

1
0% Op pin-1) = - /0 wVPYA =yl dy, (35

where w(y) is given by (34). O

Step 1. Estimate from below The estimate

(y) w(y)
V= / ST =5 g < / s ds = ne(y) /7
0 0

implies, together with Lemma 15,
n
o(y) > <Q) >y,
n
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with ¢ independent of n. This gives finally

F(n+1)
T (n—m+
_ . p. Fn+1)

T —m+ 1)
_ . Fnt1) T@/ptn—m+1)
Frn—m+1) F'n/p+n+1)

1
0% O pyn1) = M7 o / Pyl gy
0

-B(n/p+n—m+1,m)

where we used the Beta function (10), and the proof of (30) is complete.

Step 2. Estimate from above Let us first take y such that 1 —e~!/y <y < 1. Then
—In(y(1-y)) =1, and

o0 oo
/ sl/"_le_sdsff e ds=y(l—y).
—In(y(1-y)) —In(y (1-y))
Hence,
o <-In(y(-y), l1-e¢'/y<ys<L (36)
Finally, we observe that
oo
fiy— s1/n=1e=5 g
Cy)l
is a convex function on Ry, f(0) =y and
o
f(l _ E_l/)/) :/ Sl/l’l—le—s ds
Cl—e=t/y)
o
5/ Sl/n—le—sds 56‘_1
1
if we choose C so large that C(1 — e~!/y)" > 1 for all n € N. This is indeed possi-

ble, while a byproduct of Lemma 15 is also a relation lim,_,», ¥/n = 1. Using the
convexity of f, we obtain

fM<y(d—y), 0<y<li—e'/y,
which further leads to
w(M=Cy', O<ysl-—e'/y. (37)
We insert (36) and (37) into (35) and obtain

o Lot
PPV =T —m + 1)

o (6 {c'P1 + B}, (38)
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where

1—e ' /y
[1 ::/ yn/p+n—m(1 _ y)m—l dy
0
and
1
1 — —
bim [ - )y -y,

l—e 1y

The first integral may be estimated again using the Beta function, which gives
I <Bn/p+n—m+1,m). (39)

We denote by k the uniquely defined integer such that 1/p <k < 1/p + 1 holds, and
estimate

: 1/p m—1 e’l/y k m—1
=< /1 =)=y = = [0 |Gy [y dy.
Y

—e!

Next, we use partial integration to estimate I ,. We obtain

1 e\ &k
Ik,m =\ — + —- Ik—l,m'
m\ y m

Together with Iy ,, = 1/m - (¢~ /y)™, this leads finally to

—1 m
Ik,mf(k+1)!<e—> '

m 14

This, together with (38) and (39), finishes the proof of (31).
The proof of (32) then follows directly by Stirling’s formula (11).

Remark 5

(1) Let us take m = 0. Then the formula (32) describes an essentially different be-
havior compared to the normalized cone and surface measure. Namely, the ex-
pected value of the largest coordinate of x € A, with respect to 6, ,/n—1 does
not decay to zero with n growing to infinity. We shall demonstrate this effect
also numerically in the next section.

(i) If m > 0, then (32) shows that o/} ’00(9],, p/n—1) decays exponentially fast with
m as soon as n is large enough. That means that for n large enough, the average
vector of A’;, exhibits a strong sparsity-like structure. Namely, its m-th largest
component decays exponentially with m.

(iii) We have chosen in (28) a different 8 for each n; namely, 8, = p/n — 1 > —1.
This was of course a crucial ingredient in the proof of Theorem 16. It is not
difficult to adapt the analysis of the proof of Theorem 16 to the situation when
B > —1 is fixed for all n € N. In this case, we obtain again that (up to logarith-
mic factors) o™ (6,,4) is equivalent to n~1/7 with constants of equivalence
depending on p > 0 and 8 > —1.
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(iv) Last, but not least, we observe that one may choose p =1 or even p =2 in
Theorem 16 and still obtain the exponential decay of coordinates as described
by (32). It seems that there is no significant connection between sparsity of an
average vector of x € A", and the size of p > 0.

5 Numerical Experiments

5.1 Cone Measure

We would like to demonstrate the most significant effects of the theory also by numer-
ical experiments. We start with the case of the cone measure. The key role is played
by (14). It may be interpreted in the following way. To generate a random point on
A’I’, with respect to the normalized cone measure, it is enough to generate wy, ..., @y,

with respect to the density c,e™’ "t >0, and then calculate

(a)ls"-ywn) n
T pip ©op
(ijle) /p

This method is very practical, as the running time of this algorithm depends only
linearly on n.

Let us note that the values of @; may be generated very easily. For example, the
package GNU Scientific Library [26] implements a random number generator with
respect to the gamma distribution using the method described in the classical work of
Knuth [31]. Using this package, we generated 10® random points x € A’ forn =100
and p € {1/2, 1,2} to approximate numerically the value of n!/? . fA", xpdpp(x).
The result may be found in Fig. 1. [

-100f %

=120

®
o
o
-1401 [e]
(¢}
-160}
o

0 2‘0 4‘0 60 .". 100 0 éo 4‘0 éO éO 1 60
(a) nt/P. ng T dpp () (b) 1Og1o(ng Ty p/n—1)

Fig.1 Approximations of n!/P 'IAZ x dup(x) (left) and IOgIO(fA’;, X dOp. pyn—1) (right) for n =100,
p=1/2(c), p=1(e) and p = 2(x) based on sampling of 108 random points
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5.2 Tensor Measures

As pointed out in Remark 4, point (iii), a random point on A'I’, with respect to 6, g

may be generated in the following way. We generate ), ..., w, with respect to the

density cp,ﬁtﬂe”p, t > 0, where c;Iﬁ = fooo tPe=!" dt is a normalizing constant, and

we consider the vector

(W,..., )
1 n EA}’!

AR

Also this may be easily done with the help of [26]. We generated again 108 random
points x € A’;, withrespectto 8, ,/»—1 forn =100and p € {1/2, 1, 2}. Then we used

those points to numerically approximate the expression log; (/| An Xmd0p prn—1).
p
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PARTICLE SYSTEMS AND KINETIC EQUATIONS MODELING
INTERACTING AGENTS IN HIGH DIMENSION

M. FORNASIER'#, J. HASKOVEC!, AND J. VYBIRAL?

Abstract. In this paper we explore how concepts of high-dimensional data compression via
random projections onto lower-dimensional spaces can be applied for tractable simulation of cer-
tain dynamical systems modeling complex interactions. In such systems, one has to deal with a
large number of agents (typically millions) in spaces of parameters describing each agent of high
dimension (thousands or more). Even with today’s powerful computers, numerical simulations of
such systems are prohibitively expensive. We propose an approach for the simulation of dynami-
cal systems governed by functions of adjacency matrices in high dimension, by random projections
via Johnson-Lindenstrauss embeddings, and recovery by compressed sensing techniques. We show
how these concepts can be generalized to work for associated kinetic equations, by addressing the
phenomenon of the delayed curse of dimension, known in information-based complexity for optimal
numerical integration problems in high dimensions.

Key words. Dimensionality reduction, dynamical systems, flocking and swarming, Johnson-
Lindenstrauss embedding, compressed sensing, high-dimensional kinetic equations, delayed curse of
dimension, optimal integration of measures in high dimension.

AMS subject classifications. 34C29, 35B35, 35Q91, 35Q94, 60B20, 65Y20.

1. Introduction. The dimensionality scale of problems arising in our modern
information society has become very large and finding appropriate methods for deal-
ing with them is one of the great challenges of today’s numerical simulation. The most
notable recent advances in data analysis are based on the observation that in many
situations, even for very complex phenomena, the intrinsic dimensionality of the data
is significantly lower than the ambient dimension. Remarkable progresses have been
made in data compression, processing, and acquisition. We mention, for instance, the
use of diffusion maps for data clouds and graphs in high dimension [5, 6, 17, 18, 19]
in order to define low-dimensional local representations of data with small distance
distortion, and meaningful automatic clustering properties. In this setting the em-
bedding of data is performed by a highly nonlinear procedure, obtained by computing
the eigenfunctions of suitable normalized diffusion kernels, measuring the probability
of transition from one data point to another over the graph.

Quasi-isometrical linear embeddings of high-dimensional point clouds into low-dimensional
spaces of parameters are provided by the well-known Johnson-Lindenstrauss Lemma
[1, 22, 35]: any cloud of A points in R? can be embedded by a random linear projec-
tion M nearly isometrically into R* with k = O(~2log(N)) (a precise statement will
be given below). This embedding strategy is simpler than the use of diffusion maps,
as it is linear, however it is “blind” to the specific geometry and local dimensionality
of the data, as the embedding dimension %k depends exclusively on the number of
points in the cloud. In many applications, this is sufficient, as the number of points
N is supposed to be a power of the dimension d, and the embedding produces an
effective reduction to k = O(e72log(N)) = O(e 2 log(d)) dimensions. As clarified
in [3, 37], the Johnson-Lindenstrauss Lemma is also at the basis of the possibility
of performing optimal compressed and nonadaptive acquisition of high-dimensional
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data. In compressed sensing [12, 24, 28] a vector x € R? is encoded in a vector y € R¥
by applying a random projection M, which is modeling a linear acquisition device
with random sensors, i.e., y = Mx. From y it is possible to decode x approximatively
(see Theorem 3.7 below) by solving the convex optimization problem

d
o = arg Jin <||z||4f = z; |Zi|> )
i

Y
with the error distortion
|2# — 2l < Cox (),

where ok (%) = Inf.. goupp ()< 2 — @2 and K = O(k/(log(d/k) +1)). We de-
note Yx = {z € R? : #supp (2) < K} the set of K-sparse vectors, i.e., the union of
K-dimensional coordinate subspaces in R%. In particular, if z € Xk, then z# = z.
Hence, not only is M a Johnson-Lindenstrauss embedding, quasi-isometrical on point
clouds and K-dimensional coordinate subspaces, but also allows for the recovery of
the most relevant components of high-dimensional vectors, from low-dimensional en-
coded information. A recent work [4, 48] extends the quasi-isometrical properties of
the Johnson-Lindenstrauss embedding from point clouds and K-dimensional coordi-
nate subspaces to smooth compact Riemannian manifolds with bounded curvature.
Inspired by this work, in [34] the authors extend the principles of compressed sensing
in terms of point recovery on smooth compact Riemannian manifolds.

Besides these relevant results in compressing and coding-decoding high-dimensional

“stationary” data, dimensionality reduction of complex dynamical systems and high-
dimensional partial differential equations is a subject of recent intensive research.
Several tools have been employed, for instance, the use of diffusion maps for dynam-
ical systems [39], tensor product bases and sparse grids for the numerical solution of
linear high-dimensional PDEs [23, 10, 30, 31], the reduced basis method for solving
high-dimensional parametric PDEs [7, 9, 38, 43, 44, 46].
In this paper we shall further explore the connection between data compression and
tractable numerical simulation of dynamical systems, and solutions of associated high-
dimensional kinetic equations. We are specially interested in dynamical systems of
the type

N
i(t) = fi(Dx(t)) + > fij (Da(t))z; (1), (1.1)
j=1

where we use the following notation:

N € N - number of agents,

z(t) = (21(t),..., 25 (t)) € RN where x; : [0,T] = R, i =1,..., N,

fi :RNXN R4 j=1,...,N,

fij :RMXN SR Gj=1,...,N,

D : RN L RNXN Dy = (||a; — xj||eg)f§fj:1 is the adjacency matriz of the
point cloud =.

We shall assume that the governing functions f; and f;; are Lipschitz, but we shall
specify the details later on. The system (1.1) describes the dynamics of multiple com-
plex agents z(t) = (z1(t),...,zn(t)) € RV interacting on the basis of their mutual
“social” distance Dx(t), and its general form includes several models for swarming and
collective motion of animals and micro-organisms, aggregation of cells, etc. Several
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relevant effects can be included in the model by means of the functions f; and f;;,
in particular, fundamental binary mechanisms of attraction, repulsion, aggregation
and alignment [13, 14, 20, 21, 41, 36]. Moreover, possibly adding stochastic terms
of random noise may also allow to consider diffusion effects [8, 14]. However, these
models and motion mechanisms are mostly derived borrowing a leaf from physics, by
assuming the agents (animals, micro-organisms, cells etc.) as pointlike and exclusively
determined by their spatial position and velocity in R¢ for d = 3+3. In case we wished
to extend such models of social interaction to more “sophisticated” agents, described
by many parameters (d > 3 + 3), the simulation may become computationally pro-
hibitive. Our motivation for considering high-dimensional situations stems from the
modern development of communication technology and Internet, for which we witness
the development of larger and larger communities accessing information (interactive
databases), services (financial market), social interactions (social networks) etc. For
instance, we might be interested to simulate the behavior of certain subsets of the
financial market where the agents are many investors, who are characterized by their
portfolios of several hundreds of investments. The behavior of each individual investor
depends on the dynamics of others according to a suitable social distance determined
by similar investments. Being able to produce meaningful simulations and learning
processes of such complex dynamics is an issue, which might be challenged by using
suitable compression/dimensionality reduction techniques.

The idea we develop in this paper is to project randomly the system and its initial
condition by Johnson-Lindenstrauss embeddings to a lower-dimensional space where
an independent simulation can be performed with significantly reduced complexity.
We shall show that the use of multiple projections and parallel computations allows
for an approximate reconstruction of the high-dimensional dynamics, by means of
compressed sensing techniques. After we explore the tractable simulation of the dy-
namical systems (1.1) when the dimension d of the parameter space is large, we also
address the issue of whether we can perform tractable simulations when also the num-
ber N of agents is getting very large. Unlike the control of a finite number of agents,
the numerical simulation of a rather large population of interacting agents (N > 0)
can constitute a serious difficulty which stems from the accurate solution of a pos-
sibly very large system of ODEs. Borrowing the strategy from the kinetic theory of
gases [16], we want instead to consider a density distribution of agents, depending on
their d-parameters, which interact with stochastic influence (corresponding to classi-
cal collisional rules in kinetic theory of gases) — in this case the influence is “smeared”
since two individuals may interact also when they are far apart in terms of their
“social distance” Dx. Hence, instead of simulating the behavior of each individual
agent, we shall describe the collective behavior encoded by a density distribution g,
whose evolution is governed by one sole mesoscopic partial differential equation. We
shall show that, under realistic assumptions on the concentration of the measure p
on sets of lower dimension, we can also acquire information on the properties of the
high-dimensional measure solution p of the corresponding kinetic equation, by con-
sidering random projections to lower dimension. Such approximation properties are
determined by means of the combination of optimal numerical integration principles
for the high-dimensional measure p [29, 32] and the results previously achieved for
particle dynamical systems.
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1.1. Fundamental assumptions. We introduce the following notation for /-
norms of vectors v € R?,

d 1/p
||UHeg = (Z |'Ui|p> for 1 < p < oo,
i=1

and

Iolleg, = max_[u].

[RARRE)

Rnxm

For matrices = € we consider the mixed norm

zllem ey = l[Clzillen )ity llem s
where z; € R™ is the i**-column of the matrix x.

For the rest of the paper we impose three fundamental assumptions about Lips-
chitz and boundedness properties of f; and f;;,

|fi(a) = fi(b)| < Llla = bllen ony, i=1,...,N (1.2)
N
iin,??fN; |fis(@)] < L, (1.3)
N
i:I{{é?fN; |fij(a) = fi3(0)] < L [la = blley (o), (1.4)

for every a,b € RN¥*¥_  Unfortunately, models of real-life phenomena would not
always satisfy these conditions, for instance models of financial markets or socio-
economic interactions can be expected to exhibit severely discontinuous behavior.
However, these assumptions are reasonable in certain regimes and allow us to prove
the concept we are going to convey in this paper, i.e., the possibility of simulating
high-dimensional dynamics by multiple independent simulations in low dimension.

1.2. Euler scheme, a classical result of stability and convergence, and
its complexity. We shall consider the system of ordinary differential equations of
the form (1.1) with the initial condition

z;(0)=2Y, i=1,...,N. (1.5)
The Euler method for this system is given by (1.5) and

N
it =2 + b | fi(Da™) + Zf”(Dx”):c;‘ , n=0,...,n9— 1. (1.6)

Jj=1

where h > 0 is the time step and ng := T'/h is the number of iterations. We consider
here the explicit Euler scheme exclusively for the sake of simplicity, for more sophisti-
cated integration methods might be used. We start with a classical result, which we
report in detail for the sake of the reader, and for simplicity we assume f;; = 0 for all
i,j=1,...N.
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THEOREM 1.1 (Stability and convergence of the Euler scheme). Fiz z° € R4V
and let z(t) be the unique solution of the ODE

#(t) = f(Dx(t)),  (0) =2, (1.7)
on the interval [0,T], T > 0, for f = (f;)X, satisfying (1.2). Moreover, fixr h > 0
and let t" := nh and ™ be the approximate solution obtained by the explicit Fuler
method, i.e.,
T =" ¢ hf(Dz"), Fo =1,
forn =0,...,n9— 1. Note that we allow different initial conditions x° and ° for the

continuous and, resp., discrete solutions. Then, we have the error estimate

1 (D)l eg) )

E™ < exp(2Lt") (50 + ht" 5

where E" = |2 (t") — "l ox (e2) -
Proof. For the sake of the proof, we extend & to the full interval [0,7] by linear
interpolation between the grid points t™, i.e.,

(" +s) =z(t") + sf(Dz(t")) for s € [0, h],

such that Z is a continuous, piecewise linear function on [0, T].
For a fixed n and t := t", let us consider the exact and approximate solutions in
the interval [t,¢ + 7] with 7 € [0, h]:

z(t+71)=2(t) + /OT f(Dz(t +s))ds, (1.8)

Bt+7) = E(t) + /0 F(DE(t)) ds. (1.9)

Subtracting (1.9) from (1.8) and using (1.2), we obtain
ll(t +7) = (¢ + 7)oy o) < Nl2(t) = Z(E)llexy gy + /0 [f(Dx(t + s)) = F(DE®) ez (eg) ds
< N2 (@) = @)ooz + L/ [Da(t + 5) — D(t)]| e (en ) ds
0

< lla(t) = ()l eg) + 2L/0 @t +5) = Z(t)ll ey (eg) ds -
Moreover, for s € [0, h],
[#(t + s) = 2()l| ey (o) < llx(t + ) = F(E + )|l ox ogy + 12+ 5) = Z(E) [l (o2
= llz(t+s) = Z(t+ s)lley o2y + sIF(DE(E)) o eg) -
The term || f(DZ(t))llex (e2) = 1/ (DZ") ¢y (ea) is bounded by (1+2LA)" || f(Dz°)[|ox (1)
which can be seen from the simple induction
1f(DZ")x o2y < Nf(DZ™) = f(DZn—1)llex o2y + [1f (PEn—1)lex (o2
< LI D%y — Din-1llex ey + 1 (PZn—1)llex (e2)
< 2L\ 20 — Zn—1lex gy + 1f (PZn—1) ey (2
= (14 2LR)|| f(DZn—1)lley o2y < (1 + 2Lh)n||f(DjO)Hego(zg) .
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Consequently, defining £(t + 7) := |[z(t + 7) — Z(t + 7)||sx (e2), We obtain

E(t+7) < E(t) + 2L /OT (E(t +5) +s(1+ 2Lh)”||f(i’?i“°)lleg<eg)) ds

T h2
< £+ 2L/ E(t -+ ) ds + o (14 2L0)" | F (D) e -
0

An application of the Gronwall lemma yields
2

Et+h) < <S(t) + h2 (1+ 2Lh)n|f(Di'0)||gzovo(eg)) exp(2Lh).

By another simple induction we obtain

n ]’},2
E™ < exp(2Lnh)E° + (Z exp(2Lkh)(1 + 2Lh)”k> ?Hf(mo)ne&(@) ,
k=1

where we turned back to the notation £" = £(t"). Using (14+-2Lh)"~* < exp(2Lh(n—
k)), we have

h2
E™ < exp(2Lnh)EY + exp(?th)n?Hf(DfO)||Z&(Zg) )

and, finally, writing ¢" for nh, we conclude

£ (D) [l ox (oa
n < n 0 n oo \t2 )
E™ < exp(2Lt )(5 + ht —

|

The simulation of the dynamical system (1.7) has a complexity which is at least
the one of computing the adjacency matriz DZ™ at each discrete time t", i.e., O(d x
N?2). The scope of the next sections is to show that, up to an e-distortion, we can
approximate the dynamics of (1.1) by projecting the system into lower dimension and
by executing in parallel computations with reduced complexity. Computation of the
adjacency matrix in the new dimension requires only O(c¢~2log(N) x N?) operations.
Especially if the distortion parameter £ > 0 is not too small and the number of agents
is of a polynomial order in d, we reduce the complexity of computing the adjacency
matrix to O(log(d) x N?).

2. Projecting the Euler method: dimensionality reduction of discrete
dynamical systems.

2.1. Johnson-Lindenstrauss embedding. We wish to project the dynamics
of (1.1) into a lower-dimensional space by employing a well-known result of Johnson
and Lindenstrauss [35], which we informally rephrase for our purposes as follows.

LEMMA 2.1 (Johnson and Lindenstrauss). Let P be an arbitrary set of N points
in R, Given a distortion parameter ¢ > 0, there exists a constant

ko = O(e?log(N),
such that for all integers k > kg, there exists a k X d matriz M for which

(L&)l — 3 < Mz — M}, < (1+2)|lz— 3, (2.1)
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for all x,& € P. It is easy to see that the condition

(= o)lpl% < IMplZ < A +)lpl, peRY, (2:2)
implies

(L —e)lplleg < IMpllgg < (L +e)|plleg. peRY, (2.3)

for 0 < & < 1, which will be used in the following sections. On the other hand, (2.3)
implies (2.2) with 3¢ instead of e.

Our aim is to apply this lemma to dynamical systems. As the mapping M from
Lemma 2.1 is linear and almost preserves distances between the points (up to the
e > 0 distortion as described above), we restrict ourselves to dynamical systems
which are linear or whose non-linearity depends only on the mutual distances of the
points involved, as in (1.1).

Let us define the additional notation, which is going to be fixed throughout the
paper:

e d € N - dimension (large),

e ¢ > 0 - the distortion parameter from Lemma 2.1,

e k€N - new dimension (small),

e M € R¥**4 _ randomly generated matrix as described below.

The only constructions of a matrix M as in Lemma 2.1 known up to now are
stochastic, i.e., the matrix is randomly generated and has the quasi-isometry property
(2.1) with high probability. We refer the reader to [22] and [1, Theorem 1.1] for two
typical versions of the Johnson-Lindenstrauss Lemma.

We briefly collect below some well-known instances of random matrices, which
satisfy the statement of Lemma 2.1 with high probability:

e k x d matrices M whose entries m; ; are independent realizations of Gaussian

random variables
1
i~ N (0, )
m; N( k:)

e k x d matrices M whose entries are independent realizations of + Bernoulli
random variables

N|— Do

+-%,  with probability
BN B
i, —ﬁ, with probability

Several other random projections suitable for Johnson-Lindenstrauss embeddings
can be constructed following Theorem 3.6 recalled below, and we refer the reader to
[37] for more details.

2.2. Uniform estimate for a general model. If M € R**? is a matrix, we
consider the projected Euler method in R* associated to the high-dimensional system
(1.5)-(1.6), namely

y) = Ma?, (2.4)

N

Yyt =y h | M f(D'y™) + Z fii(D'y™M)yi |, n=0,...,n9 - 1. (2.5)
j=1
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We denote here D' : REXN — RNXN Dy = (||y; — yjHég)f\fj:l, the adjacency matriz
of the agents y = (y1,...,yn) in R¥XN_ The first result of this paper reads as follows.
THEOREM 2.2. Let the sequences

{zl';i=1,...,N andn=0,...,n0} and {y;',i=1,...,N andn=0,...,n9}

be defined by (1.5)-(1.6) and (2.4)-(2.5) with f; and f;; satisfying (1.2)—(1.4) and a
matriz M € RF*4 with

M fi(D'y") = Mfi(Da")|l g < (L+2) [Ifi(D'y"™) = fi(Dz")l g , (2.6)
M ls < (14 e)ll2F]leg, (2.7)
(I =e)llzf — afllgg < |Mai’ — MaF | < (14 ¢)llai — x|l (2.8)
foralli,j=1,...,N and alln=0,...,n9. Moreover, let us assume that
a ijaXHQU?Heg forall n=0,...,n9, j=1,...,N.
Let
ey = Hy?—Mx?Hgg, i=1,...,N andn=0,...,n9 (2.9)

and set E™ := max; el. Then

E" < ehnBexp(hnA), (2.10)

where A= L'+ 2(14+¢)(L+ aL”) and B :=2a(1 4+ ¢)(L + aL”).

We remark that conditions (2.6)-(2.8) are in fact satisfied as soon as M is a
suitable Johnson-Lindenstrauss embedding as in Lemma 2.1.

Proof. Using (2.9) and (1.5)-(1.6) and (2.4)-(2.5) combined with (2.6) and (2.7),
we obtain

N
6?-"—1 <el'+h ||Mf1(D/yn) _ Mfl(Dgg”)Hég +h Z fij(D/y”)y;L _ fZJ(Dx”)M$;l

Jj=1 Z’g

< el +h(L+e) | fi(D'y") = fi(Da") g
N

+ 03 (1635 (DY) = Fis (D'y") M lgg + |1£ig(D'y") M — fiy(Da") Ml )
j=1

< el +h(L+e) | fi(D'y") — fi(Da") g

N
B3 (1 (y™ley + (1+ )|l - 1fis (D'y™) = fis (D))
j=1

Taking the maximum on both sides, this becomes

ENTL <& + h(1 4 &) max || f;(D'y"™) — fi(DﬂU”)Heg

N N
+ he™ max DDy +h(l+e)a- mgxz |fi5(D'y") = fi; (D).

j=1 j=1
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We use (1.2)—(1.4) for a = D'y™ and b = Dz" to estimate all the terms on the
right-hand side. This gives

gntt <&M+ h(l + €)L||D/yn - Dx””@(@) +hEML + h(l + €)OtLNHD/yn - DSC”H@&(@&)
SEML+RL) +h(1+e)(L+aLl”) [|ID'y" — D' Ma™||py oy + [|ID"Ma™ — Da™[|py (o)
<E(1+hL')+2h(1 +&)(L + aL”)(E™ + ag),

where we used (2.8) in the last line. This, together with £ = 0, leads to
E" < ehnBexp(hnA),

where A:= L' 4+ 2(14+¢)(L+ aL”) and B :=2a(1 +¢)(L+ «L”). O

2.3. Uniform estimate for the Cucker-Smale model. As a relevant exam-
ple, let us now show that Theorem 2.2 can be applied to the well-known Cucker-Smale
model, introduced and analyzed in [20, 21], which is described by

i; = v; € RY, (2.11)
1 N

Oi:NZQ(Hxi—xjH[g)(vj—vi), iZl,...,N. (2.12)
j=1

The function ¢ : [0,00) — R is given by g(s) = ﬁ, for 8 > 0, and bounded by
¢(0) = G > 0. This model describes the emerging of consensus in a group of interacting
agents, trying to align (also in terms of abstract consensus) with their neighbors. One
of the motivations of the model from Cucker and Smale was to describe the formation
and evolution of languages [21, Section 6], although, due to its simplicity, it has been
eventually related mainly to the description of the emergence of flocking in groups of
birds [20]. In the latter case, in fact, spatial and velocity coordinates are sufficient to
describe a pointlike agent (d = 3+ 3), while for the evolution of languages, one would
have to take into account a much broader dictionary of parameters, hence a higher
dimension d > 3 + 3 of parameters, which is in fact the case of our interest in the
present paper.

Let us show that the model is indeed of the type (1.1). We interprete the system
as a group of 2N agents in R¢, whose dynamics is given by the following equations

N
. T d
T; = E Vi € RY,
=1

N
b=y f5(Daju;, =1 N
j=1

N
e v 1 v 1
with fi% = di5, (D) = N Zg(”% - kaEg)v and fi;(Dx) := NQ(HIi - $j||eg),
k=1

for ¢ # j. The condition (1.2) is empty, (1.3) reads

N
2 n n
L' > max(1,2G) > max {1, N ;Q(Hmz - xk|gg)} .
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Finally,

N

max - Zi (7 =2 leg) = (U = 55 o)

N
2lgl
< max 22 -;\ux? =}l = g7 = v leg

< 2||glluip - ID"Y"™ — D" (on)

shows that L” < 2|g||Lip-

2.4. Least-squares estimate of the error for the Cucker-Smale model.
The formula (2.10) provides the estimate of the maximum of the individual errors, i.e.,
En = ||(yr — M)V, llex o5y~ In this section we address the stronger 23 (¢5)-estimate
for the error. For generic dynamical systems (1.1) such estimate is not available in
general, and one has to perform a case-by-case analysis. As a typical example of
how to proceed, we restrict ourselves to the Cucker-Smale model, just recalled in the
previous section. The forward Euler discretization of (2.11)—(2.12) is given by

T =2 + ho, (2.13)

N
h
vt =)+ NZ (27 = 2 lleg) (0] — v7')

with initial data 29 and v given. Let M be again a suitable random matrix in the
sense of Lemma 2.1. The Euler method of the projected system is given by the initial
conditions y{ = Mz? and w? = Mv? and the formulas

yfJrl =y + hw;, (2.14)

N
h
Wit = wp + > gl = g ) (@] — ).
j=1

We are interested in the estimates of the following quantities

P M) [y )

e’:rvl,i = ||y;n - Mx?”@é’ &y = \/N )

x

e’l’L

— M) ey ey

o= ||lw! — Mo, EF =
|| i z”f’; \/N

v,% v

Using (2.13) and (2.14), we obtain
emtl <en 4 hey ; and Ertl < &n 4 her,

T,

To bound the quantity £ we have to work more. Another application of (2.13) and
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(2.14) leads to
et e+~ Z(ng Iy = 7 leg) () = wi) = gl = w3 ) (M) = Mo})
— g(l27 = @ lleg) (M} = Mo}l )
h N
< et e gl = ulle)en + i) (2.15)
j=1

U leg - [l = 25 lleg — 98" — 97 lley |

N
(1 +e)hllglluip n
+ # . Z ||’Uj -

We estimate the first summand in (2.15)

N N N
T Zg(Hyz - yj ||Z’2?)(ev,j + ev,i) < F [Nev,i + Z ev,j] = hGev,i + W Zev,j
j=1 j=1

=1

=

and its £o-norm with respect to i by Holder’s inequality

1/2
WNGE! + — (Z (Z en ]> ) < 2hV/NGE?!. (2.16)

To estimate the second summand in (2.15), let us set V' := max; jn [[v]" — v} ||z
and make use of

i — a5 lleg = llyi = w3 lles |
< i = aflleg — IMay — Mag [l |+ [ Maf — Maf |l = llyi = y5 lles]
Sellzi —afllg +exi+er

We arrive at

N
(1+ )l
TN L lgella? ol ko)

14 )hllglls
_(HHglle{ an — ||€d+Ne“+Zem}

The ¢5-norm of this expression with respect to ¢ is bounded by

14 )hllglluinV L 2\ 1/2 N 1/2 N
(Lt gl (Z(Zuxl—x;u@)) FN (Y (e?) OPILE

=1 j=1 i=1
< (1+2)hlgllLipV VN (X +2£2), (2.17)
where X := max; ;, ||z — 27|[;¢. Combining (2.15) with (2.16) and (2.17) leads to

the recursive estimate
Ertl < g 4+ hEY, (2.18)
EMTL < EM 4 2hGE + h(1 + ) ||g||LipV {eX + 267},
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which we put into the matrix form

5;1+1 . Er 0
(&H)‘AQJ+(a+ammmJW>’ (2.19)

where A is a 2 x 2 matrix given by

10 0 1
A=A, +hAy = (o 1) th (2(1 +e)llgllLipV 2G> '

Taking the norms on both sides of (2.19) leads to

\/<€£‘“>2 + (&8N < (14 hll A2 |V (E)? + (E1)2 + e(1 + )hl|gllLipV X
and the least-squares error estimate finally reads as follows.
(€2)* + (€7)* < e(1 + €)hnl|gllLipV X exp(hnl| Azl]).

3. Dimensionality reduction for continuous dynamical systems.

3.1. Uniform estimates for continuous dynamical systems. In this section
we shall establish the analogue of the above results for the continuous time setting of
dynamical systems of the type (1.1),

N

z; = fi(Dx) + Zf”(DIIJ)JCJ , 1=1,...,N, (3.1)
j=1

z;(0) = ¥, i=1,...,N. (3.2)

We adopt again the assumptions about Lipschitz continuity and boundedness of the
right-hand side made in Section 2, namely (1.2), (1.3) and (1.4).

THEOREM 3.1. Let x(t) € RN ¢t € [0,T], be the solution of the system (3.1)-
(3.2) with f;’s and fi;’s satisfying (1.2)—(1.4), such that

i(t) —x,;(¢t <oa. 3.3
e ma (1) = (1) o < o (33)

Let us fit k € N, k < d, and a matrizc M € RF*¢ such that
(1 =e)llwi(®) —z; )y < IMait) = Ma; ()]l < (1+&)||za(t) — 25()[leg (3-4)

for allt € [0,T) and i, j = 1,...,N. Let y(t) € RF*N t € [0,T] be the solution of
the projected system

N
gi = Mfi(D'y)+ > f5(D'y)y;,  i=1,...,N,
j=1
yi(0) = Mzl , i=1,...,N, (3.5)

such that for a suitable 3 > 0,

o <B. .
e [y(O)lex og) < B (3.6)
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Let us define the column-wise ly-error e;(t) := |ly; — M:Ci||512@ fori=1,...,N and

E(t) = max_e;(t) = lly — Malloy o) -

[RRRE)

Then we have the estimate

E(t) <eat(L||M| + L"B)exp [(2L || M|| + 26L" + L')t] . (3.7)

Proof. Due to (1.2)—(1.4), we have for every i = 1,..., N the estimate

d i — M, 5 (yi — M, d
dt
N

e llys — Mai| gy o

< |IMf(D'y) = M fi(D)llgs + Y N1£i5(D'y)y; — fi(Dx) M| s
j=1

N
< LM 1Dy = Dl ) + 3 (s (D) (Mg = g5) g + s (D) = Fig(D'y)ws )

j=1
< LMD"y — Dl oy + L' M2 = Yllox (o) + L D2 = DYl (o 1¥lle (o) -

The term || D"y — Dall,x vy < D'y = D'Ma||ox vy + DMz — Dxf| gy oy is esti-
mated by

D"y — DMx| oy (on ) = max lyi = yilley — [Mai — M|
< max ly; — Maillgg + llys - Majllgy < 28(2),

and, using the assumption (3.4),

ID'Mz — Dzl (o ) = max| [ Ma; — Majllg — |l = 2jlleg| < emax o =l = e Dalley ) -

Finally, by the a priori estimate (3.3) for ”DxHL’&(ééﬁ) and (3.6) for ||y|\e£(€g), we
obtain
d
¢ < L||M| (2E(t) +ea) + L'E(t) + L"B(2E(t) + ea)
= (2L || M| +26L" + L"E(t) + e L | M| + L"B) .

Now, let us split the interval [0,T) into a union of finite disjoint intervals I, =
[tj—1,tj), 7 = 1,..., K for a suitable K € N, such that £(t) = e;;)(t) for t € I;.
Consequently, on every I; we have

d d
7O = e () < QLM +25L" + L)E(t) + ea(L | M| + L"5),

and the Gronwall lemma yields
E(t) < [ea(L M| + L"B)(t = tj—1) + E(tj—1) exp (2L | M| + 2BL" + L')(t — tj-1))

for ¢t € [tj_1,t;). A concatenation of these estimates over the intervals I; leads finally
to the expected error estimate

E(t) <eat(L||M|| + L"B)exp [(2L || M|| +28L" + L')t] .
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3.2. A continuous Johnson-Lindenstrauss Lemma. Let us now go through
the assumptions we made in the formulation of Theorem 3.1 and discuss how they re-
strict the validity and applicability of the result. First of all, let us mention that (3.3)
and (3.6) can be easily proven to hold for locally Lipschitz right-hand sides f; and
fi; on finite time intervals. Obviously, the critical point for the applicability of The-
orem 3.1 is the question how to find a matrix M satisfying the condition (3.4), i.e.,
being a quasi-isometry along the trajectory solution xz(t) for every ¢t € [0, T]. The an-
swer is provided by the following generalization of the Johnson-Lindenstrauss Lemma
(Lemma 2.1) for rectifiable C!-curves, by a suitable continuity argument. Let us
stress that our approach resembles the “sampling and e-net” argument in [3, 4, 48] for
the extension of the quasi-isometry property of Johnson-Lindenstrauss embeddings to
smooth Riemmanian manifolds. From this point of view the following result can be
viewed as a specification of the work [4, 48].

We first prove an auxiliary technical result:

LEMMA 3.2. Let 0 < e <& <1,a € R? and let M : R — R* be a linear

mapping such that

(1 =g)llallyg < IMallpy < (1 +¢€)llalleg-
Let x € R? satisfy

(e" = &)llalleg

—z| < =2 3.8

Then

(1 =eNllalleg < 1Ml < (14 &)y (3.9)

Proof. If a = 0, the statement is trivial. If a # 0, we denote the right-hand side
of (3.8) by 7 > 0 and estimate by the triangle inequality

Mzl [|M(z —a)+ Mallg M|z —allgg + (1+¢)lallyg
[l g |z —a+allg — lalleg = llz — allg
M| -7+ (1+€)l|allog

Ha”zg -7

<1+¢€.

A similar chain of inequalities holds for the estimate from below. O
Now we are ready to establish a continuous version of Lemma 2.1.
THEOREM 3.3. Let ¢ : [0,1] — R? be a C* curve. Let 0 <e <&’ <1,

I ([
N T g

Let k be such that a randomly chosen (and properly normalized) projector M satisfies
the statement of the Johnson-Lindenstrauss Lemma 2.1 with ,d,k and N arbitrary
points with high probability. Without loss of generality we assume that || M| < \/d/k
within the same probability (this is in fact the case, e.g., for the examples of Gaussian
and Bernoulli random matrices reported in Section 2).

Then

and ./\/2(\/(714—2)- il

e —¢’

A =Nl lleg < IMe@)lls < (L+)l@(t)lleg, for allt € [0,1] (3.10)
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holds with the same probability.
Proof. Let t; =4/N,i=0,...,N and put

T; = arg maxeey, 4,10 (g, i=0,..., N = 1.

Let M : R? — R* be the randomly chosen and normalized projector (see Lemma 2.1).
Hence | M|| < \/d/k and

(1 =Nlle(T)lleg < IM(L(T)lley < A +ENO(Tlleg,  i=1..., N (3.11)

with high probability. We show that (3.10) holds with (at least) the same probability.
This follows easily from (3.11) and the following estimate, which holds for every
te [ti,ti+]],

T; / 1"7 d / 771 " !
Iott) = Tl < [ @l < N < IR

- lo(Ti)llea(e" =€) No(T)llpa(e" — <)
Vd+2 = M| +14¢

The proof is then finished by a straightforward application of Lemma 3.2. O
REMARK 1. We show now that the condition

Y= max 1" ()] e .
eeo,) [[9(€) e

is necessary, hence it is a restriction to the type of curves one can quasi-isometrically
project. Let d > 3. It is known that there is a continuous curve ¢ : [0,1] — [0,1]971,
such that ©([0,1]) = [0,1]971, d.e., ¢ goes onto [0,1]9"L. The construction of such a
space-filling curve goes back to Peano and Hilbert. After a composition with suitable
dilations and d-dimensional spherical coordinates we observe that there is also a sur-
jective continuous curve ¢ : [0,1] — S?1, where S*~! denotes the (3 unit sphere in
R

As M was supposed to be a projection, (3.10) cannot hold for all t’s with ¢(t) €
ker M # ().

Obviously, the key condition for applicability of Theorem 3.3 for finding a pro-
jection matrix M satisfying (3.4) is that

@i — @l g

sup max <y <. (3.12)

te[0,T] I ||$i*33j\|eg

This condition is, for instance, trivially satisfied when the right-hand sides f;’s and
fi;’s have the following Lipschitz continuity:
[fi(Dz) — fi(Dx)|lp¢ < L" |z — jllee  foralli,j=1,....N,
|fie(Dx) — fik(Dx)| < L"||a; — jl g for all 4,5,k=1,..., N.
We will show in the examples below how condition (3.12) is verified in cases of dynami-

cal systems modeling standard social mechanisms of attraction, repulsion, aggregation
and alignment.
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3.3. Applicability to fundamental examples of dynamical systems de-
scribing social dynamics. In this section we show the applicability of our dimen-
sionality reduction theory to well-known dynamical systems driven by “social forces”
of alignment, attraction, repulsion and aggregation. Although these models were pro-
posed as descriptions of group motion in physical space, the fundamental social effects
can be considered as building blocks in the more abstract context of many parameter
social dynamics. It has been shown [14, 41] that these models are able to produce
meaningful patterns, for instance mills in two spatial dimensions (see Figure 3.1), re-
producing the behavior of certain biological species. However, we should expect that

A
NS —
‘}ﬁgﬁ\“ ,;;{jn%%
SN Vs T
If(”fh\m}“l ] zu\j 1 ‘-1143‘
’& ,\‘Y%K\‘\///f/ff 1\1 \\‘"" -»;M/; /'f: '
LT NS
N o~ s ‘; e V/ }
NI LT e w
\"*' —

FiGc. 3.1. Mills in nature and in models

in higher dimension the possible patterns produced by the combination of fundamental
effects can be much more complex.

3.3.1. The Cucker-Smale system (alignment effect). As shown in Sec-
tion 2, the Cucker and Smale flocking model (2.11)—(2.12) is of the type (1.1) and
satisfies the Lipschitz continuity assumptions (1.2)—(1.4). Therefore, to meet all the
assumptions of Theorem 3.1, we only need to check that it also satisfies the condi-
tion (3.12). However, for this we need to consider a slightly different framework than
in Section 2.3; instead of considering the 2N d-dimensional variables (/N position vari-
ables and N velocity variables), we need to arrange the model as N variables in R??,
each variable consisting of the position part (first d entries) and of the velocity part
(the other d entries). We have then

N

. . . 1
12 = Zjlleg + 110 = Dslleg < llvi = wjlleg + & > oz = zelles) = g(llzs — zrllea)| oo
k=1
<l A ||g||Lip al ‘
< i —villg + = > i = klleg — g — @klleg|lor ]l g
k=1

gl iy (&

< lvi = vjllea + sz D lvklles ) i — 2l
k=1

< lvi = vlleg + cllzi — 2l

for a suitable constant ¢ depending on the initial data. We used here the a-priori
boundedness of the term + (Zszl lvg]l Zg), see [21] or [33] for details. Consequently,
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we can satisfy (3.12) with v = max(1,¢).

3.3.2. D’Orsogna model, gravitational and electrostatic interaction (at-
traction and repulsion effects). Another practically relevant model which fits into
the class given by (1.1) is the so-called D’Orsogna model of flocking, [41]:

0; = (a = bllvg|a)vs N;VLU i —2jllea),  i=1,...,N, (3.14)
J7

where a and b are positive constants and U : [0,00) — R is a smooth potential. We
denote u(s) = U’(s)/s and assume that u is a bounded, Lipschitz continuous function.
We again arrange the model as a system of N variables in R?¢, each variable consisting
of the position part (first d entries) and of the velocity part (the other d entries).
Consequently, the model can be put into a form compliant with (1.1) as follows:

N
il‘ = Z i:vjvv] 3
j=1
N
v; = Z oV (Dv) UJ—"Z ¥ (Dx)x; ,
j=1
with £ = 855, £ (Dx) = =5 2 wllwi — xlleg) and [ (D) = gulllas — ]l g)

for i # j. Moreover, we may set f*(Dv) = 8ij(a—bllv;]|2,) by introducing an auxiliary,
2

noninfluential constant zero particle (xg, vg) = (0,0) with null dynamics, i.e., fi* =
and fg* = 0, where *,x € {z,v}. Then, (1.2) is void, while (1.3) is satisfied by
maxz i (Dz, Dv)| + | £} (Dx, Dv)| + | 3 (D, Dv))|)

<1 -l-a—&-bmaXHUiH?g +2H“’”Lm <L,
K2

since the theory provides an apriori bound on By = Sup;e(o,r) MaxX; [|vs]|pe, see [41].

Condition (1.4) for f2” is void, while for f/ it is satisfied by

maxZ\ ¥ (D) — [ (Dw) §bmlax’||viH?g — [l

< bmax (JJvilleg + lwilleg ) lo: = willg
1

< L"||Dv — Dwlloy oy »

where we again use the apriori boundedness of 3,. For f/ is (1.4) satisfied by

maXZ ’ i (D) M(Dy)’ < max— Z ’ (Jos — 37]”@‘1) —u(lly; — ZUjHeg)
J#z

2
< max — [lully, > ‘Hxi = Zjllea — N1yi — Yjllea
J#i
<2 ||uHLip Dz — Dy”ego(eévo) .
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Finally, it can be easily checked that condition (3.12) is satisfied by
s = g lleg + 101 — 5y < (1+a+ 3082 wi — vgleg + (Nl + 282 Nl ) s — 25l

where 3, := sup;c(o 7] max; ||1’iHeg.
In fact, the D’Orsogna model is a generalization of the classical model of inter-
acting particles through a potential U,

T; = v;, i=1,...,N,

. 1 .
Ui:_NZVU(Hxi_xjHég)? ZZL...,]V7
j#i
for instance, gravitational or electrostatic interaction. However, in these cases the
function u(s) = U’(s)/s does not meet the assumptions of boundedness and Lipschitz

continuity that are needed for the applicability of our method. Consequently, we only
can consider models with regular enough potentials.

3.4. Recovery of the dynamics in high dimension from multiple simula-
tions in low dimension. The main message of Theorem 3.1 is that, under suitable
assumptions on the governing functions f;, f;;, the trajectory of the solution y(t) of the
projected dynamical system (3.5) is at an ¢ error from the trajectory of the projection
of the solution z(t) of the dynamical system (3.1)-(3.2), i.e.,

Yi(t) = Mux;(t) or, more precisely, |[Mx;(t) — yi(t)|ls < C(t)e, t€[0,T]. (3.15)

We wonder whether this approximation property can allow us to “learn” proper-
ties of the original trajectory z(¢) in high dimension.

3.4.1. Sparse recovery. To address this issue we recall first some relevant and
useful concepts from the field of compressed sensing [25, 28]. Again a central role here
is played by (random) matrices with the so-called Restricted Isometry Property RIP,
cf. [11].

DEFINITION 3.4 (Restricted Isometry Property). A k x d matric M is said to
have the Restricted Isometry Property of order K < d and level § € (0,1) if

(1= 8)llzll7s < IMalfe < 1+ 8)ll
for all K-sparse x € S = {z € R?: #supp (2) < K}.

Both the typical matrices used in Johnson-Lindenstrauss embeddings (cf. Lemma
2.1) and matrices with RIP used in compressed sensing are usually generated at
random. It was observed by [3] and [37], that there is an intimate connection between
these two notions. A simple reformulation of the arguments of [3] yields the following.

THEOREM 3.5 (Baraniuk, Davenport, DeVore, and Wakin). Let M be a k x d
matriz drawn at random which satisfies

(1= 0/2)allgg < Mzl < (1+6/2)l|z]3, 2P

for every set P C R with #P < (%)K with probability 0 < v < 1. Then M
satisfies the Restricted Isometry Property of order K and level § /3 with probability at
least equal to v.

Combined with several rather elementary constructions of Johnson-Lindenstrauss
embedding matrices available in literature, cf. [1] and [22], this result provides a simple
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construction of RIP matrices. The converse direction, namely the way from RIP
matrices to matrices suitable for Johnson-Lindenstrauss embedding was discovered
only recently in [37].

THEOREM 3.6 (Krahmer and Ward). Fizn > 0 and € > 0, and consider a finite
set P C R? of cardinality |P| = N. Set K > 40log %/, and suppose that the k x d
matriz M satisfies the Restricted Isometry Property of order K and level § < e/4.
Let £ € RY be a Rademacher sequence, i.e., uniformly distributed on {—1,1}* . Then
with probability exceeding 1 —n,

(1= e)llzllfy < IMall7 < (1 +e)llwllZ-
2 2 2

uniformly for all x € P, where M := M diag(¢), where diag(€) is a d x d diagonal
matriz with & on the diagonal.

We refer to [42] for additional details.

REMARK 2. Notice that M as constructed in Theorem 3.6 is both a Johnson-
Lindenstrauss embedding and a matrixz with RIP, because

(1= 8) ol = (1 — )| ding(€)z %, < I| M diag(€) all2
———
=M
< (1+ )| diag(€)a2, = (1 + &) 2.

The matrices considered in Section 2 satisfy with high probability the RIP with

Kzo(mfgwm)

Equipped with the notion of RIP matrices we may state the main result of the
theory of compressed sensing, as appearing in [25], which we shall use for the recovery
of the dynamical system in R

THEOREM 3.7. Assume that the matriz M € RF*? has the RIP of order 2K and
level

2
dog < ———— = 0.4627.

3+\/T/4

Then the following holds for all x € R®. Let the low-dimensional approximation
y =Mz +n be given with ||| < Ce. Let x# be the solution of

min lzllg  subject to M2 =yl < e (3.16)

Then

o= a# g < Cre+ 0 20
: VK

for some constants C1,Coy > 0 that depend only on a2k, and JK(:r)Zix = inf.. goupp (2)<k [l 2—

x|ga is the best-K -term approzimation error in 4.

This result says that provided the stability relationship (3.15), we can approximate

the individual trajectories z;(t), for each t € [0,T] fixed, by a vector ¥ (t) solution

of an optimization problem of the type (3.16), and the accuracy of the approximation
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depends on the best-K-term approximation error o (z;(t)),a. Actually, when ;(t)

is a vector in R? with few large entries in absolute value, then :cz#(t) ~ x;(t) is a
very good approximation, up to the ineliminable e-distortion. However, if the vector
x;(t) has many relevant entries, then this approximation will be rather poor. One
possibility to improve the recovery error is to increase the dimension k (leading to a
smaller distortion parameter € > 0 in the Johnson-Lindenstrauss embedding). But we
would like to explore another possibility, namely projecting and simulating in parallel

and independently the dynamical system L-times in the lower dimension &

N
§E= MDY+ Fi (DY yi0) = M), =1, L (3.17)
j=1

Let us give a brief overview of the corresponding error estimates. The number of
points needed in every of the cases is A"~ N x ng, where N is the number of agents
and ng = T'/h is the number of iterations.

e We perform 1 projection and simulation in R¥: Then ¢ = O(\/ 1°gkN)7 K=

O (m) and an application of Theorem 3.7 leads to

log N/ N UK(%U))@?) ' (3.18)

lai() = 2 (D)l < "1 ( : T

Here, C’(t) combines both the constants from Theorem 3.7 and the time-
dependent C(t) from (3.15). So, to reach the precision of order C’(¢)e > 0, we

o (2i(t)) a
% < eand T‘l
We then need k x N? operations to evaluate the adjacency matrix.

e We perform 1 projection and simulation in RX**: Then &/ = O (\ / %) and

have to choose k € N large enough, such that <e

K =0 (W) and an application of Theorem 3.7 leads to

log N UK'(%@))@?) ‘ (3.19)

li(t) = = (D)l < €1 ( R

The given precision of order C’(t)e > 0, may be then reached by choosing

oxr(xi(t)),a

k,L € N large enough, such that \/%/ < € and T L < e. We then
need Lk x N? operations to evaluate the adjacency matrix.

e We perform L independent and parallel projections and simulations in R*:
Then we assemble the following system corresponding to (3.17)

M! vl Ul
M? vi m;
Mz=1] ... =1 ... |—1| --- |,
ME vi ny
where for all £ = 1,...,L the matrices M* € R¥*? are (let us say) ran-

dom matrices with each entry generated independently with respect to the
properly normalized Gaussian distribution as described in Section 2. Then
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M/V/L is a Lk x d matrix with Restricted Isometry Property of order K’ =
o (W) and level § < 0.4627. The initial distortion of each of the
projections is still € = O(\ / %) Therefore, by applying Theorem 3.7, we

can compute x?(t) such that

log N N UK'(fi(t))sz) . (3.20)

Ji(t) — aF (Ol < C'(1) ( : Tio

Notice that the computation of .I‘Z#(t) can also be performed in parallel, see,

, [26]. The larger is the number L of projections we perform, the larger
is K’ and the smaller is the second summand in (3.20); actually o (2;(t))q
vanishes for K’ > d. Unfortunately, the parallelization can not help to reduce
the initial distortion e > 0. To reach again the precision of order C’(¢)e > 0,

% < €. Then we

we have to choose k € N large enough, such that
Tk (i (1))

VK’
operations to evaluate the adjacency matrix.

In all three cases, we obtain the estimate

chose L > 1 large enough such that < e. We again need k x N2

NG (3.21)

where the corresponding values of € > 0 and K together with the number of operations
needed to evaluate the adjacency matrix may be found in the following table.

s (8) — 2] ()||ed<C’()< +UK(xi(t))e{f'>7

€ K number of operations
1 projection into R¥ (’)( biN) O (ﬁ(d/k)) k x N?
1 projection into RE** (9( IOLgliv) @ (W) Lk x N?
L projections into R¥ O(\/@) O (WZ/M)) k x N2

3.4.2. Manifold recovery. In recent papers [4, 48, 34], the concepts of com-
pressed sensing and sparse recovery were extended to vectors on smooth manifolds.
These methods could become very useful in our context if (for any reason) we would
have an apriori knowledge that the trajectories x;(t) keep staying on or near such a
smooth manifold. We leave this direction open for future research.

3.5. Numerical experiments. In this section we illustrate the practical use
and performances of our projection method for the Cucker-Smale system (2.11)—(2.12).
As already mentioned, this system models the emergence of consensus in a group of
interacting agents, trying to align with their neighbors. The qualitative behavior of
its solutions is formulated by this well known result [20, 21, 33]:

THEOREM 3.8. Let (x;(t),v;(t)) be the solutions of (2.11)—(2.12). Let us define

1

the fluctuation of positions around the center of mass x.(t) = + Zf\il x;(t), and,

resp., the fluctuation of the rate of change around its average v.(t) = % Zf\;l v;(t) as

ZH% - )chh Z”UZ ”Zd'
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Then if either 8 < 1/2 or the initial fluctuations A(0) and T'(0) are small enough
(see [20] for details), then T'(t) — 0 as t — oc.

The phenomenon of I'(¢) tending to zero as t — oo is called flocking or emergence
of consensus. If 3 > 1/2 and the initial fluctuations are not small, it is not known
whether a given initial configuration will actually lead to flocking or not, and the only
way to find out the possible formation of consensus patterns is to perform numerical
simulations. However, these can be especially costly if the number of agents N and
the dimension d are large; the algorithmic complexity of the calculation is O(d x N?).
Therefore, a significant reduction of the dimension d, which can be achieved by our
projection method, would lead to a corresponding reduction of the computational
cost.
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F1G. 3.2. Numerical results for 8 = 1.5: First row shows the evolution of I'(t) of the system
projected to dimension k = 100 (left) and k = 10 (right) in the twenty realizations, compared to the
original system (bold dashed line). Second row shows the initial values T'(t = 0) and final values
T'(t = 30) in all the performed simulations.

We illustrate this fact by a numerical experiment, where we choose N = 1000
and d = 200, i.e., every agent i is determined by a 200-dimensional vector x; of its
state and a 200-dimensional vector v; giving the rate of change of its state. The
initial datum (z%,v°) is generated randomly, every component of z° being drawn
independently from the uniform distribution on [0, 1] and every component of v° being
drawn independently from the uniform distribution on [—1,1]. We choose g = 1.5,
1.62 and 1.7, and for each of these values we perform the following set of simulations:

1. Simulation of the original system in 200 dimensions.
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F1G. 3.3. Numerical results for 8 = 1.62: First row shows the evolution of T'(t) of the system
projected to dimension k = 100 (left) and k = 25 (right) in the twenty realizations, compared to the
original system (bold dashed line). Second row shows the initial values I'(t = 0) and final values
T'(t = 30) in all the performed simulations.

2. Simulations in lower dimensions k: the initial condition (2°,v%) is projected

into the k-dimensional space with a random Johnson-Lindenstrauss projection
matrix M with Gaussian entries. The dimension k takes the values 150, 100,
50, 25, 10, 5, and 2. For every k, we perform the simulation twenty times,
each time with a new random projection matrix M.
All the simulations were implemented in MATLAB, using 1500 steps of the forward
Euler method with time step size 0.02. The paths of I'(¢) from the twenty experiments
with £ = 100 and k& = 25 or k£ = 10 are shown in the first rows of Figs. 3.2, 3.3 and,
resp., 3.4 for § = 1.5, 1.62 and, resp., 1.7.

The information we are actually interested in is whether flocking takes place, in
other words, whether the fluctuations of velocities I'(¢) tend to zero. Typically, after an
initial phase, the graph of I'(t) gives a clear indication either about exponentially fast
convergence to zero (due to rounding errors, “zero” actually means values of the order
10~3% in the simulations) or about convergence to a positive value. However, in certain
cases the decay may be very slow and a very long simulation of the system would be
needed to see if the limiting value is actually zero or not. Therefore, we propose the
following heuristic rules to decide about flocking from numerical simulations:

e If the value of ' at the final time ¢ = 30 is smaller than 1071°, we conclude
that flocking took place.
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Fi1G. 3.4. Numerical results for 3 = 1.7: First row shows the evolution of T'(t) of the system
projected to dimension k = 100 (left) and k = 10 (right) in the twenty realizations, compared to the
original system (bold dashed line). Second row shows the initial values I'(t = 0) and final values
T'(t = 30) in all the performed simulations.

e If the value of I'(30) is larger than 1073, we conclude that flocking did not
take place.
e Otherwise, we do not make any conclusion.

In the second rows of Figs. 3.2, 3.3 and 3.4 we present the initial and final values of I of
the twenty simulations for all the dimensions &, together with the original dimension
d = 200. In accordance with the above rules, flocking takes place if the final value
of T' lies below the lower dashed line, does not take place if it lies above the upper
dashed line, otherwise the situation is not conclusive. The results are summarized in

Table 3.1.

Experience gained with a large amount of numerical experiments shows the fol-
lowing interesting fact: The flocking behavior of the Cucker-Smale system is very
stable with respect to the Johnson-Lindenstrauss projections. Usually, the projected
systems show the same flocking behavior as the original one, even if the dimension is
reduced dramatically, for instance from d = 200 to k = 10 (see Figs 3.2 and 3.4). This
stability can be roughly explained as follows: Since the flocking behavior depends
mainly on the initial values of I' and A, which are statistical properties of the random
distributions used for the generation of initial data, and since N is sufficiently large,
the concentration of measure phenomenon takes place. Its effect is that the initial
values of the fluctuations of the projected data are very close to the original ones, and
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B=15 £ =1.62 B=17
dim | pos neg 77 dim | pos neg 77 dim | pos neg 77
200 1 0 0 200 1 0 0 200 0 1 0
150 20 0 0 150 20 0 0 150 0 20 0
100 20 0 0 100 20 0 0 100 0 20 0
50 20 0 0 50 13 0 7 50 0 20 0
25 20 0 0 25 1 1 18 25 0 20 0
10 14 0 6 10 0 18 2 10 0 20 0
5 4 4 12 5 0 19 1 5 0 20 0
2 3 8 9 2 0 18 2 2 0 20 0
TABLE 3.1

Statistics of the flocking behaviors of the systems in the original dimension d = 200 and in
the projected dimensions. With 8 = 1.5 and 8 = 1.62, the original system (d = 200) exhibited
flocking behavior. With 8 = 1.5, even after random projections into 25 dimensions, the system
exhibited flocking in all 20 repetitions of the experiment, and still in 14 cases in dimension 10. With
B = 1.62, the deterioration of the flocking behavior with decreasing dimension was much faster,
and already in dimension 25 the situation was not conclusive. This is related to the fact that the
value B = 1.62 was chosen to intentionally bring the system close to the borderline between flocking
and non-flocking. Finally, with 8 = 1.7, the original system did not flock, and, remarkably, all the
projected systems (even to two dimensions) exhibit the same behavior.

thus the flocking behavior is (typically) the same. There is only a narrow interval of
values of § (in our case this interval is located around the value § = 1.62), which is
a borderline region between flocking and non-flocking, and the projections to lower
dimensions spoil the flocking behavior, see Fig 3.3. Let us note that in our simulations
we were only able to detect cases when flocking took place in the original system, but
did not take place in some of the projected ones. Interestingly, we never observed the
inverse situation, a fact which we are not able to explain satisfactorily. In fact, one
can make other interesting observations, deserving further investigation. For instance,
Figs. 3.2 and 3.3 show that if the original system exhibits flocking, then the curves of
I'(t) of the projected systems tend to lie above the curve of T'(¢) of the original one.
The situation is reversed if the original system does not flock, see Fig. 3.4.

From a practical point of view, we can make the following conclusion: To obtain an
indication about the flocking behavior of a highly dimensional Cucker-Smale system,
it is typically satisfactory to perform a limited number of simulations of the system
projected into a much lower dimension, and evaluate the statistics of their flocking
behavior. If the result is the same for the majority of simulations, one can conclude
that the original system very likely has the same flocking behavior as well.

4. Mean-field limit and kinetic equations in high dimension. In the pre-
vious sections we were concerned with tractable simulation of the dynamical systems
of the type (1.1) when the dimension d of the parameter space is large. Another source
of possible intractability in numerical simulations appears in the situation where the
number of agents N is very large. Therefore, in the next sections we consider the
so-called mean-field limit of (1.1) as N — oo, where the evolution of the system is
described by time-dependent probability measures p(t) on RY, representing the den-
sity distribution of agents, and satisfying mesoscopic partial differential equations of
the type (4.1). This strategy originated from the kinetic theory of gases, see [16]
for classical references. We show how our projection method can be applied for di-
mensionality reduction of the corresponding kinetic equations and explain how the
probability measures can be approximated by atomic measures. Using the concepts
of delayed curse of dimension and measure quantization known from optimal integra-
tion problems in high dimension, we show that under the assumption that the measure
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concentrates along low-dimensional subspaces (and in general along low-dimensional
sets or manifolds), it can be approximated by atomic measures with sub-exponential
(with respect to d) number of atoms. Through such approximation, we shall show
that we can approximate suitable random averages of the solution of the original par-
tial differential equation in high dimension by tractable simulations of corresponding
solutions of lower-dimensional kinetic equations.

4.1. Formal derivation of mean-field equations. In this section we briefly
explain how the mean-field limit description corresponding to (1.1) can be derived.
This is given, under suitable assumptions on the family of the governing functions
Fn ={fi, fij 4,5 =1,... N}, by the general formula

o
5 TV (Hrlulp) =0, (4.1)
where Hz[u] is a field in R?, determined by the sequence F = (Fn)nen-

In order to provide an explicit example, we show how to formally derive the mean
field limit of systems of the type

.I"i =v;, (42)
N
0; = Z (D, Du)v; + Z i (Dx)xj, (4.3)
j=1
with
. 5i; 14,
i (Px) = -+ > ullles = arlleg) + w7 ullles = @jlleg)
ki
al 1- 6
i (Dz, Dv) = 0y ( (llvillZe) — Z (Il Ik||eg)> + 9w = zjlleg) -

Note that for suitable choices of the functions h, g, this formalism includes both the
Cucker-Smale model (2.11)—(2.12) and D’Orsogna model (3.13)—(3.14). We define the
empirical measure associated to the solutions z;(t), v;(t) of (4.2)-(4.3) as

MN(t) ::u (t,z,v) Z(s 1(t ,(t)(v)-

Taking a smooth, compactly supported test function ¢ € C5°(R??) and using (4.2)—
(4.3), one easily obtains by a standard formal calculation (see [14])

N
L= 2 (}V ;g(mt),vxt))) (1.4
= [ Vatle) v )+ [ Vi) W Ol (0),
R2d R2d

with

Hpl(z,v) = h([[ollgg)v + /de 9(llz = yllgg) (w = v) duly, w) + /de u(llz = ylleg)(y — ) duly, w) .
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We now assume weak convergence of a subsequence of (1Y (t)) ey to a time-dependent
measure ((t) = p(t, z,v) and boundedness of its first order moment, which indeed can
be established rigorously for the Cucker-Smale and D’Orsogna systems (see [33], [41]).
Then, passing to the limit N — oo in (4.4), one obtains in the strong formulation
that p is governed by

o

E(ta xz, U) +v- va::u(tv z, U) + Vv : (H[/L(f)](l‘, U)/’L(t7 Z, ’U)) =0 ;
which is an instance of the general prototype (4.1).

Using the same formal arguments as described above, one can easily derive mean

field limit equations corresponding to (1.1) with different choices of the family F.

4.2. Monge-Kantorovich-Rubinstein distance and stability. In several
relevant cases, including the Cucker-Smale and D’Orsogna systems [13], solutions
of equations of the type (4.1) are stable with respect to suitable distances. We con-
sider the space P (Rd), consisting of all probability measures on R? with finite first
moment. In P;(R?) and for solutions of (4.1), a natural metric to work with is the
so-called Monge-Kantorovich-Rubinstein distance [47],

W) = supllin =€) = | [ )t =)o) € Lin(RY), Lin(e) < 13

(4.5)
We further denote P,(R) the space of compactly supported probability measures on
R?. In particular, throughout the rest of this paper, we will assume that for any
compactly supported measure valued weak solutions u(t),v(t) € C([0,T], P.(R%)) of
(4.1) we have the following stability inequality

Wi (u(t), v(t)) < C(H)Wi(u(0),2(0)), t€0,T], (4.6)

where C(t) is a positive increasing function of ¢ with C'(0) > 0, independent of the
dimension d. We address the interested reader to [13, Section 4] for a sample of general
conditions on the vector field H[F](u) which guarantee stability (4.6) for solutions of
equations (4.1).
4.3. Dimensionality reduction of kinetic equations. Provided a high-dimensional
measure valued solution to the equation
ou

5¢ TV (Hrlui) =0, p(0) = po € Pe(RY), (4.7)

we will study the question whether its solution can be approximated by suitable
projections in lower dimension.

Given a probability measure p € P;(R?), its projection into R* by means of a
matrix M : RY — R¥ is given by the push-forward measure py; := M#pu,

(ar, ) = {p, p(M-))  for all p € Lip(R*). (4.8)

Let us mention two explicit and relevant examples:
o If pV =+ Zf\il d., is an atomic measure, we have (ul;, ) = (¥, o(M-)) =
+ Zfil o(Mz;). Therefore,

N
1
N _
Py =N -2—1 OMa; - (4.9)



28 M. FORNASIER, J. HASKOVEC AND J. VYBIRAL

e If 11 is absolutely continuous with respect to the Lebesgue measure, i.e., it is a
function in L!(R?), the calculation requires a bit more effort: Let us consider
MT the pseudo-inverse matrix of M. Recall that MT = M*(MM*)~! is a
right inverse of M, and MTM is the orthogonal projection onto the range of
M*. Moreover, x = MMz 4 &,, where &, € ker M for all z € R%. According
to these observations, we write

[ eatouterts = [ oo M + &)ds
Rd Rd

-/ (M) (M M + €,)da
ran M * Sker M

:/ / o(Muv)pu(MTMv + v dvtdv
ranM* J ker M

Note now that M|anar+ : tanM™ — ranM = R is an isomorphism, hence y =
Mo implies the change of variables dv = det(Manar+) ~dy = det(MM*)~1/2dy.
Consequently, we have

/ w(Maf)u(af)de/ o(Mz)u(MT Mz + ¢,)dx
Rd Rd

:/ / o(Mv)u(MTMv + vb)dvtdv
ranM* Jker M

1
- /R <dt(]\4M)/ /k Mu<M*y+vL>dvl> Ply)dy,

and

1
S S— Mty +oh)dvt.
det(MM*)1/2 /kerM‘u( y+v ) !

According to the notion of push-forward, we can consider the measure valued function
v € C([0,T)], P.(R¥)), solution of the equation

W4T (i, ) =0, (0) = (o) € P(RE), (4.10)
where (puo)m = M#po and Far = {Mfi, fij,4,5 = 1,...,N})nen. As for the
dynamical system (3.5), also equation (4.10) is fully defined on the lower-dimensional
space R¥ and depends on the original high-dimensional problem exclusively by means
of the initial condition.

The natural question at this point is whether the solution v of (4.10) provides
information about the solution p of (4.7). In particular, similarly to the result of
Theorem 3.1, we will examine whether the approximation

s (y)

v(t) = pum(t), telo,T],

in Monge-Kantorovich-Rubinstein distance is preserved in finite time. We depict the
expected result by the following diagram:

11(0) L pu(t)
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This question will be addressed by approximation of the problem by atomic measures
and by an application of Theorem 3.1 for the corresponding dynamical system, as
concisely described by

Wi (s u™N)Se N
K - K
LM LM
Wi (v, ™)<
VR N l(y—y>)NE Z/N%,ué\v/[

Let us now recall the framework and general assumptions for this analysis to be
performed. We assume again that for all N € N the family Fy = {fi, fi; : i,j =
1,...N} is composed of functions satisfying (1.2)-(1.4). Moreover, we assume that
associated to F = (Fn)nen and to

N
i(t) = fi(Dx(t)) + Z i (Dx(t))x;(t), (4.11)
we can define a mean-field equation
% + V- (HIF)(w)p) =0,  u(0) = po € P(RY), (4.12)

such that for any compactly supported measure valued weak solutions u(t),v(t) €
C([0,T), P.(R%)) of (4.1) we have the following stability

Wi (u(t),v(t)) < COWi((0),»(0)), t<l0,T], (4.13)

where C(t) is a positive increasing function of ¢, independent of the dimension d.
We further require that corresponding assumptions, including stability, hold for the
projected system (2.5) and kinetic equation (4.10). Then we have the following ap-
proximation result:

THEOREM 4.1. Let us assume that jig € P.(R?) and there exist points {z9,...,2%} C
R<, for which the atomic measure u = % vazl 596? approrimates o up to e >0 in
Monge-Kantorovich- Rubinstein distance, in the following sense

Wi (o, i) < e, N =N*9 for k(e) < d and k() — d for e — 0. (4.14)

Requirement (4.14) is in fact called the delayed curse of dimension as explained below
in detail in Section 4.5. Depending on € > 0 we fix also

kE=k() = O(e2log(N)) = O(e 2 log(N)k(e)).

Moreover, let M : R — R be a linear mapping which is a continuous Johnson-
Lindenstrauss embedding as in (3.4) for continuous in time trajectories x;(t) of (4.11)
with initial datum x;(0) = 29. Let v € C([0,T], P.(R¥)) be the weak solution of

% + V- (H[Ful(v)v) =0, (4.15)
v(0) = (no)m € Pe(RF), (4.16)

where (o) = M#uo. Then

Wi (par (8), v(t)) < C(0)[|M]le, ¢ €0,T], (4.17)
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where C(t) is an increasing function of t, with C(0) > 0, which is at most polynomially
growing with the dimension d.

Proof. Let us define vV (t) the solution to equation (4.15) with initial datum
vN(0) = (1) ur, or, equivalently, thanks to (4.9)

1 n
=7 20w
i=1

where y;(t) is the solution of

N
gi=Hi(Dy)+ > fi(Dyy;,  i=1,....N,
j=1

yi(0) = Ma? i=1,...,N.

1

We estimate

Wi (ar (£), v(£)) < Wapar (8), (0™ () ar) + Wal(u™ () ar, v (£) + Wi (N (£), v(t)).

By using the definition of push-forward (4.8) and (4.14), the first term can be esti-
mated by

Wi (par (), (™ (£))ar)

sup{(uar(t) — (u™ () ar, ) : Lip() < 1}
sup{(u(t) — pV (t), (M)} : Lip(p) < 1}
[ MWy (p(t), kN (8)) < | M]|C(t)e.

IN

We estimate now the second term

Wi((e™ (6)ar, ™ (1) = Sup{(( N( )ar = v (1), ) : Lip(p) < 1}
= sup{— Z (Mz;(t)) — ¢(vi(t))) : Lip(p) < 1}

Z I Mai(t) = (8-

We recall the uniform approximation of Theorem 3.1,
[Mzi(t) = yi(t)llg < D(t)e,  i=1,...,N,
where D(t) is the time-dependent function on the right-hand-side of (3.7). Hence

Wi (par (t), (1™ (8)) ) < D(t)e.

We address now the upper estimate of the third term, by the assumed stability of the
lower dimensional equation (4.10)
Wi (1), v(t)) < CHW1 (7N (0),(0))
= C(t) (19 ), (o) ar)
COIMIW (kg s o) < C(O)[|M e.
We can fix C(t) = 2C(¢)||M|| + D(t), and, as observed in Theorem 3.3, we can assume

without loss of generality that || M| < \/% . Hence, C(t) depends at most polynomially
with respect to the dimension d. O
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4.4. Approximation of probability measures by atomic measures and
optimal integration. In view of the fundamental requirement (4.14) in Theorem
4.1, given ug € P.(R?), we are interested to establish an upper bound to the best pos-
sible approximation in Monge-Kantorovich-Rubinstein distance by means of atomic

N _ 1 V-1 . .
measures [iy = 7 Yo 6309 with N atoms, i.e.,

En(po) == inf Wi (o, 1d’) (4.18)
=1 ZN 1s 0
N-—
= inf sup{|/ &(x)dpo(x Z - ¢ € Lip(R%), Lip(¢) < 1}.
{28,y =0
In fact, once we identify the optimal points {z,...,z% _;}, we can use them as initial

conditions x;(0) = z¥ for the dynamical system (4.11), and by using the stability
relationship (4.6), we obtain

Wi(p(t), 1 (1)) < C(T)Wilpo, g),  t€[0,T], (4.19)

where ¢V (t) = & Z ;(t)> meaning that the solution of the partial differential
equation (4.1) keeps optlmally close to the particle solution of (4.11) also for suc-
cessive time ¢ > 0. Note that estimating (4.18) as a function of N is in fact a very
classical problem in numerical analysis well-known as optimal integration with its
high-dimensional behaviour being a relevant subject of the field of Information Based
Complezity [40, 45].

The numerical integration of Lipschitz functions with respect to the Lebesgue
measure and the study of its high-dimensional behaviour goes back to Bakhvalov [2],
but much more is known nowadays. We refer to [29] and [32] for the state of the art
of quantization of probability distributions.

The scope of this section is to recall some facets of these estimates and to refor-
mulate them in terms of W7 and £y. We emphasize that here and in what follows,
we consider generic compactly supported probability measures y, not necessarily ab-
solutely continuous with respect to the Lebesgue measure. We start first by assuming
d =1, i.e.,, we work with a univariate measure p € P.(R) with support supp p C [a, b]
and o := b — a > 0. We define the points zq,...,zx_1 as the quantiles of the proba-
bility measure p, i.e., z¢g := a and

%:Lmdu(x), i1=1,...,N —1. (4'20)

This is notationally complemented by putting zx := b. Note that by definition
[ du(z) = %,i=0,...,N — 1, and we have

1 N-1 N-1 Tip1
adute) - 5 - &) =| X [ (€) - aduta)
R i=0 i=0 7 i
N-1 Tit1
< (@) — €l dpa)  (421)
. N-1 .
< LIIJ)V(ﬁ) (501 — 32) = oLﬁ(ﬁ)
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Hence it is immediate to see that

En(p) = inf Wi (p, ) <
wN=% 250" 6,0

=la

We would like to extend this estimate to higher dimension d > 1. However, for
multivariate measures p there is no such an easy upper bound, see [29] and [32] for
very general statements, and for the sake of simplicity we restrict here the class of
measures 4 to certain special cases. As a typical situation, we address tensor product
measures and sums of tensor products.

LEMMA 4.2. Let pt,...,pu% € Pi(R) with Wy (pd, p?Ni) < ej, 5 =1,...,d for
some Ni,...,Ng €N, €1,...,e4 >0 and p"i := N%vazjo_l 533{." Let N = HleNl-.
Then

Wi(p' @ @uhuN) <Y ey,

where

d
- % > 6 and X :=[[{ad,. .2k, o}

zeX j=1

Proof. The proof is based on a simple argument using a telescopic sum. For
j=1,...,d+ 1 we put

_Lyy

/ E(x1,. .. i 1,7 ,...,x;ld)d,ul(xl)...dujil(xj_l).
Hz; v ;=0 1q=0 ko=t

Of course, if j = 1, then the integration over R’~! is missing and if j = d + 1 then
the summation becomes empty. Now

Ni—1  Ny—1

d
| £@)du(x) - D e 2 Ela @) = 3 (Vi -

]._.[z 1 Z 11=0 1q=0 j=1

together with the estimate |V, — V;| < ¢; finishes the proof. O

Lemma 4.2 says, roughly speaking, that the tensor products of sampling points of
univariate measures are good sampling points for the tensor product of the univariate
measures. Next lemma deals with sums of measures.

LEMMA 4.3. Let pa,...,pur € P1(RY) with Wi (u,pd¥) < &, 1 =1,...,L for
some N €N, e1,...,e >0 and p}" = %ngl 0z, .- Then

prt-tpn LN 1
(e ) < 13

where

L
putN ::%Z&E:%ZM{V and X = U{xl,o,...,xle,l}.

reX =1 =1
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Proof. We use the homogeneity of the Monge-Kantorovich-Rubinstein distance
Wi(ap, av) = aWi(p,v) for p,v € P1(R?) and a > 0 combined with its subadditivity
Wi (g + po, v1 + ) < Wi(uy, v1) + Wi(pg, v2) for puy, s, v1,v2 € P1(RY). We obtain

L L
pot e g ey 1 Ny o L
W( , )< §W , < E )

! L L S L 1(‘”‘”)—le161

Next corollary follows directly from Lemma 4.2 and Lemma 4.3.
COROLLARY 4.4. (i) Let p*,..., u¢ € P1(R) and Ny,..., Ny € N. Then

d
SN(M1®---®,ud)SZENj(Mj), where N := Nj---Ng.
j=1

(ii) Let iy, ..., pur € P1(RY) and N € N. Then

L
(M) < ]S e

4.5. Delayed curse of dimension. Although Lemma 4.2, Lemma 4.3 and
Corollary 4.4 give some estimates of the Monge-Kantorovich-Rubinstein distance be-
tween general and atomic measures, the number of atoms needed may still be too
large to allow the assumption (4.14) in Theorem 4.1 to be fulfilled. Let us for exam-
ple consider the case, where u' = --- = p¢ in Lemma 4.2 and ¢ = - = g4 =: €.
Then, of course, Ny = --- = Ny =: N and we observe, that the construction given in
Lemma 4.2 gives an atomic measure, which approximates p up to the error de using
N? atoms, hence with an exponential dependence on the dimension d. This effect is
another instance of the well-known phenomenon of the curse of dimension.

However, in many real-life high-dimensional applications the objects of study
(in our case the measure u € P.(R%)) concentrate along low-dimensional subspaces
(or, more general, along low-dimensional manifolds) [5, 6, 17, 18, 19]. The number
of atoms necessary to approximate these measures behaves in a much better way,
allowing the application of (4.14) and Theorem 4.1. To clarify this effect, let us
consider g = p! @ --- @ pd with supp i/ C [a;,b;] and define o; = b; — a;. Let us
assume, that 0y > 09 > --- > 04 > 0 is a rapidly decreasing sequence. Furthermore,
let ¢ > 0. Then we define k := k(¢) to be the smallest natural number, such that

d

Z op <¢e/2

k=k(e)+1

and put Ny = 1 for k € {k(¢) +1,...,d}. The numbers N; = --- = Nyo) = N are
chosen large enough so that

E(e)

(
1
*Zok SE/Q
Nk:l
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Then Lemma 4.2 together with (4.20) state that there is an atomic measure " with
N = N*) atoms, such that

d
W) <3 ;’7’; <e/2+¢/2. (4.22)
k=1

Hence, at the cost of assuming that the tensor product measure p is concentrated
along a k(g)-dimensional coordinate subspace, we can always approximate the mea-
sure p with accuracy € by using an atomic measure supported on points whose number
depends exponentially on k = k(¢) < d. However, if we liked to have ¢ — 0, then
k() — d and again we are falling under the curse of dimension. This delayed kicking
in of the need of a large number of points for obtaining high accuracy in the ap-
proximation (4.22) is in fact the so-called delayed curse of dimension, expressed by
assumption (4.14), a concept introduced first by Curbera in [15], in the context of
optimal integration with respect to Gaussian measures in high dimension.

Let us only remark, that the discussion above may be easily extended (with help
of Lemma 4.3) to sums of tensor product measures. In that case we obtain as atoms
the so-called sparse grids, cf. [10]. Using suitable change of variables, one could also
consider measures concentrated around (smooth) low-dimensional manifolds, but this
goes beyond the scope of this work, see [29] for a broader discussion.
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Abstract Let us assume that f is a continuous function defined on the unit ball of
R, of the form f(x) = g(Ax), where A is a k x d matrix and g is a function of k
variables for k < d. We are given a budget m € N of possible point evaluations f (x;),
i=1,...,m, of f, which we are allowed to query in order to construct a uniform
approximating function. Under certain smoothness and variation assumptions on the
function g, and an arbitrary choice of the matrix A, we present in this paper

1. a sampling choice of the points {x;} drawn at random for each function approxi-
mation;

2. algorithms (Algorithm 1 and Algorithm 2) for computing the approximating func-
tion, whose complexity is at most polynomial in the dimension d and in the num-
ber m of points.
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Due to the arbitrariness of A, the sampling points will be chosen according to suit-
able random distributions, and our results hold with overwhelming probability. Our
approach uses tools taken from the compressed sensing framework, recent Chernoff
bounds for sums of positive semidefinite matrices, and classical stability bounds for
invariant subspaces of singular value decompositions.

Keywords High-dimensional function approximation - Compressed sensing -
Chernoff bounds for sums of positive semidefinite matrices - Stability bounds for
invariant subspaces of singular value decompositions

Mathematics Subject Classification (2010) 65D15 - 03D32 - 68Q30 - 60B20 -
60G50

1 Introduction
1.1 Learning High-Dimensional Functions from Few Samples

In large-scale data analysis and learning, several real-life problems can be formu-
lated as capturing or approximating a function defined on £2 C R? with dimension
d very large, from relatively few given samples or queries. The usual assumption on
the class of functions to be recovered is smoothness. The more regular a function
is, the more accurately and the more efficiently it can be numerically approximated.
However, in the field of information-based complexity this kind of problem is gen-
erally intractable; i.e., it does not have polynomial complexity. To clarify this poor
approximation phenomenon, assume

Fo={f:10,1 >R,

Df|, <1l.aeNj}

to be the class of smooth functions we would like to approximate. We define the sam-
pling operator S, = ¢ o N, where N : F; — R”" is a suitable measurement operator
and ¢ : R" — Lo ([0, 1]¢) arecovery map. For example, N can take n samples f (x;),
i=1,...,nof f,and ¢ can be a suitable interpolation operator. The approximation
error provided by such a sampling operator is given by

e(Sn) = sup | f = Su(f)| -
feFa
With this notion we further define the approximation numbers
e(n,d) .= i;lfe(Sn),

indicating the performance of the best sampling method, and
n(e,d):=inf{n:e(n,d) <e}, ()

which is the minimal number of samples we need for the best sampling method to
achieve a uniform accuracy ¢ € (0, 1).
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1.2 Intractability Results

Recent results by Novak and WozZniakowski [24] state that for a uniform approxima-
tion over F; we have e(n,d) =1 for all n < 2l4/2) _ 1 or n(e,d) > 214721 for all
¢ € (0, 1). Hence, the number of samples to approximate even a C°°-function grows
exponentially with the dimension d. This result seems to obliterate any hope for an
efficient solution of the learning problem in high dimension, and this phenomenon is
sometimes referred to as the curse of dimensionality.

Nevertheless, very often the high-dimensional functions which we can expect as
solutions to real-life problems exhibit more structure and eventually are much better
behaved with respect to the approximation problem. Several models currently appear
in the literature for which the approximation problem is tractable; i.e., the approxi-
mation error does not grow exponentially with respect to the dimension d.

According to the behavior of the information complexity n(e, d), cf. (1), for small
& > 0 and large d € N, one speaks of

e polynomial tractability: if n(e, d) depends polynomially on ¢! and d
e strong polynomial tractability: if n(e, d) depends polynomially only on &~

o weak tractability: if lim,—1__;_, o lof_"li’;) =0

1

We point to [23, Chaps. 1 and 2] for further notions of tractability and many refer-
ences.

In the next two subsections we will recount a few relevant approaches leading in
some cases to (some sort of) tractability.

1.3 Functions of Few Variables

A function f : [0, l]d — R of d variables (d large) may be a sum of functions, which
only depend on k variables (k small):

FO1 X)) =) ge (i, s Xig), )
(=1

In optimization such functions are called partially separable. This model arises for
instance in physics, when we consider problems involving interaction potentials, such
as the Coulomb potential in electronic structure computations, or in social and eco-
nomical models describing multiagent dynamics. Once k is fixed and d — oo, the
learning problem of such functions is tractable, even if the g, are not very smooth. We
specifically refer to the recent work of DeVore et al. [13], which describes an adaptive
method for the recovery of high-dimensional functions in this class, for m = 1.

This model can be extended to functions which are only approximatively depend-
ing on few variables, by considering the unit ball H, ,, of the weighted Sobolev space

of functions f : [0, 11 — R with
glul 2
( f(X)> dx <1, (3)

2 . -1
mw:zm/ ™

ucld] (0,134
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where [d] :={1,...,d}, and y := {y,4,,} are non-negative weights; the definition
% := 0 and the choice of y,;, = 0 leads us again to the model (2). A study of the
tractability of this class, for various weights, can be found in [23].

1.4 Functions of One Linear Parameter in High Dimensions

One of the weaknesses of the model classes introduced above is that they are very
coordinate biased. It would be desirable to have results for a class of basis changes
which would make the model basis-independent. A general model assumes that

f(x) =g(Ax), “)

for A an arbitrary k x d matrix. While solutions to these unconstrained problems have
so far been elusive, the special case of

fx)=g(a-x), ()

where a is a stochastic vector, i.e., a = (a1,...,aq), aj > 0, Z?:l aj =1, and
g :[0,1] - R is a C* function for s > 1, has been fully addressed with an optimal
recovery method in [11].

The aim of this work is to find an appropriate formulation of the general model (4),
which generalizes both the model of k active coordinates as well as the model of one
stochastic vector, and to analyze the tractability of the corresponding approximation
problem. The rest of the paper is organized as follows. After introducing some basic
notation, the next section is dedicated to the motivation and discussion of the gener-
alized model. As an introduction to our formulation and solution approach, we then
proceed to analyze the simple case of one active direction in Sect. 3, under milder
assumptions on the vector a = (ay, ..., aq), before finally addressing the fully gen-
eralized problem in Sect. 4. The last section is dedicated to the discussion of further
extensions of our approach, to be addressed in successive papers.

1.5 Notation

In the following we will deal exclusively with real matrices, and we denote the space
of n x m real matrices by M,, ;. The entries of a matrix X are denoted by lower case
letters and the corresponding indices, i.e., X;; = x;;. The transposed matrix X T ¢
M, < of a matrix X € M,,,, is the matrix with entries xﬁ =xj;. For X € My;x;, we
can write its (reduced) singular value decomposition [19] as

x=vuxv’T

with U € My xp, V € My, %p, p < min(n, m), matrices with orthonormal columns,
and ¥ = diag(o1,...,0p) € My, a diagonal matrix where 0y > 02> --- >0, >0
are the singular values. For specific matrices X we write the singular value decom-
position

X=UX)ZX)V(X)" =UxZx V.
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For symmetric, positive semidefinite matrices, i.e., X = X T and vT Xv > 0 for all
vectors v, we can take V = U, and the singular value decomposition is equivalent to
the eigenvalue decomposition. Note also that ¢; (X) = /A (XT X), where A; (X7 X)
is the ith largest eigenvalue of the matrix X Ty (actually, this holds for n > m,
whereas we may want to consider XX instead of X7 X if m > n). The rank of
X € My« denoted by rank(X) is the number of nonzero singular values. We define
the Frobenius norm of a matrix X as

1/2
I1X | o= (Zmﬂz) :
ij

It is also convenient to introduce the E’I’, vector norms

n 1/p
xlle, = (Z |x,~|f’> , 0<p<oco.
i=1

We denote the identity matrix by I, € M,,x,. The symbol Br» stands for the unit ball
and Brn (r) for the ball of radius » > 0 in R”. The unit sphere in R” is denoted by
S"~1. Finally, £" indicates the Lebesgue measure in R”.

2 The General Model f(x) = g(Ax) and Its Simplifications

The first approach one may be tempted to consider for a generalization of (5) is to
ask that £ : [0, 119 — R is of the form f(x) = g(Ax), where A is a k x d stochastic
matrix with orthonormal rows, i.e., a;; > 0, Z;{:l ajj=1foralli=1,...,k, AAT =
Ir, and g : A([0, 1]%) — R is a C* function for s > 1. However, there are two main
problems with this formulation. The conditions of stochasticity and orthonormality
of the rows of A together are very restrictive—the only matrices satisfying both of
them are those having only one non-negative entry per column—and the domain of g
cannot be chosen generically as [0, 1]¢ but depends on A i.e., it is the k-dimensional
polytope A([O, 11%). Thus we will first return to the unconstrained model in (4) and
give up the conditions of stochasticity and orthonormality. This introduces rotational
invariance for the rows of A, and the quadrant defined by [0, 1]¢ is no longer set
apart as search space. Consequently and to avoid the complications arising with the
polytope A([0, 11¢), we will therefore focus on functions defined on the Euclidean
ball.

To be precise, we consider functions f : Bra(1 4+ €) — R of the form (4), where
A is an arbitrary k x d matrix whose rows are in 22 for some 0 < qg<l1,

d 1/q
<Z |aij|q) <Ci.
=1

Further, we assume that the function g is defined on the image of Bpra(l 4+ €)
under the matrix A and is twice continuously differentiable on this domain, i.e.,
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g € C*(ABra(1 +8)), and

max ” D"‘g”oo < Cs.

| =<2

For jusa—1 the uniform surface measure on the sphere S?~! we define the matrix
HY = fs L VIOV dugin (x). 6)
From the identity V f(x) = ATVg(Ax) we obtain
HI =A". fs L, Ve(A) V(AN dpgi-i(x) - A, @)

and therefore the rank of H/ is k or less. We will require H/ to be well conditioned;
i.e., its singular values must satisfy o (Hf) >0 > ok(Hf) >a > 0.
The parameters in our model are the dimension d (large), the linear parameter
dimension k (small), the non-negative constants Cy, C3,0 <g <1,and 0 < o < kC%.
We now show that this model can be simplified as follows. First we see that giving
up the orthonormality condition on the rows of A was actually unnecessary. Let us
consider the singular value decomposition of A =UX VT hence we rewrite

f(x) =g(Ax) =§(Ax), AAT =1,

where g(y) = g(UXy) and A = V. In particular, by simple direct computations,

o sup|y <2 1D¥Elloc < Sup|g <o 1 D¥gllo - max{v/ko1 (A), ko1 (A)?} and
° (Z?:] |6~lij|fI)1/q < C]Gk(A)_lkl/‘I—l/Z_

Hence, by possibly considering different constants C’l = k4125, (A)~1C; and
C’z = max{\/%ol (A), ko (A)2}C2, we can always assume that AAT = I, meaning
A is row-orthonormal. Note that for a row-orthonormal matrix A, (7) tells us that the
singular values of H f are the same as those of Hy, where

H, = /d 1 Vg(Ax)Vg(Ax)T dpga-1(x).
Sd—

The following simple result states that our model is almost well defined. As we will
see later, the conditions on A and f will be sufficient for the unique identification of f
by approximation up to any accuracy, but not necessarily for the unique identification
of A and g.

Lemma 2.1 Assumg t~hat fx)= g(Ax) = g(Ax) with A, fi two k x d matrices such
that AAT = I, = AAT and that H' has rank k. Then A = OA for some k x k

orthonormal matrix O.

Proof Because A and A are row-orthonormal the singular values of H, and H; are
the same as those of H/; i.e., we have H, = UX U and H; = UXU", where ¥ is

@ Springer



Found Comput Math (2012) 12:229-262 235

a k x k diagonal matrix containing the singular values of H/ in nonincreasing order
and U, U are orthonormal k x k matrices. Inserting this into (7) we get

H =ATH,A=ATUSUTA=ATH;A=ATUSUT A.

UTA and UT A are both row-orthonormal, so we have two singular value decom-
positions of H/. Because the singular vectors are unique up to an orthonormal
transform, we have UT A =VvUT A for some orthonormal matrix V or A = OA for
O =0VUT, which is by construction orthonormal. O

With these observations in mind, let us now restate the problem and summarize
our requirements. We restrict the learning problem to functions f : Bra(1 +€) - R
of the form f(x) = g(Ax), where A € My«4 and AAT = I. As we are inter-
ested in recovering f from a small number of samples, the accuracy will depend
on the smoothness of g. In order to get simple convergence estimates, we require
g€ C*B gk (1 + €)). These choices determine two positive constants Ci, C» for
which

d 1/q
(Z |ai,-|q) <Ci, ®)
j=1

and

sup || D‘”g”oO < Cy. 9)

| =<2

For the problem to be well conditioned we require the matrix H/ to be positive
definite,

o(H)z - zo(H) 2, (10)
for a fixed constant & > 0 (actually later we may simply choose o = oy (H ! ).
Remark 1 Let us briefly comment on condition (10) in the most simple case k = 1, by
showing that such a condition is actually necessary in order to formulate a tractable

algorithm for the uniform approximation of f from point evaluations.
The optimal choice of « is given by

= ! 2 _ I'd/2) ! N
a—/S(H|g (a-x)| dpga-1(x) = AT - D)D) /_1(1_|y| ) T dy, (11)

cf. Theorem 3.7. Furthermore, we consider the function g € Ci([—1-¢,1+&) given
by g(y) =8(y — 1/2)3 for y € [1/2, 1 + €] and zero otherwise. Notice that, for every
a € R? with |a|| o= 1, the function f(x) = g(a - x) vanishes everywhere on §é-1
outside of the cap U (a, 1/2) :={x € S~ :a-x > 1/2} (see Fig. 1). The Mgd—1 mea-
sure of U (a, 1/2) obviously does not depend on a and is known to be exponentially
small in d [21]; see also Sect. 3.3. Furthermore, it is known that there is a constant
¢ > 0 and unit vectors a!, ..., aX, such that the sets (a', 1/2), ..., U(aX, 1/2) are
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Fig. 1 The function g and the spherical cap U(a, 1/2)

mutually disjoint and K > ¢“?. Finally, we observe that max, cgi-1 | f(x)] = f(a) =
g(Hh)=1.

We conclude that any algorithm making use only of the structure of f(x) =
g(a - x) and the condition (9) must use exponentially many sampling points in or-
der to distinguish between f(x) =0 and f(x) = g(a’ - x) for some of the a'’s as
constructed above. Hence, some additional conditions like (8) and (10) are actually
necessary to avoid the curse of dimensionality and to achieve at least some sort of
tractability. Let us observe that « = a(d) decays exponentially with d for the func-
tion g considered above. We shall further discuss the role of « in Sect. 3.3.

Contrary to the approach in [11], our strategy to learn functions of the type (4) is
to first find an approximation A to A. Once this is known, we will give a pointwise
definition of the function § on By« (1) such that f (x):= g(Ax) is a good approxima-
tion to f on Bga(1). This will be done in such a way that the evaluation of ¢ at one
point will require only one function evaluation of f. Consequently, an approximation
of ¢ on its domain B g« (1) using standard techniques, like sampling on a regular grid
and spline-type approximations, will require a number of function evaluations of f
depending only on the desired accuracy and k, but not on d. Thus we will restrict our
analysis to the problem of finding A, defining ¢, and the amount of queries necessary
to do that.

3 The One-Dimensional Case k =1

For an easy introduction, we start by addressing our recovery method again in the
simplest case of a ridge function,

fx)=2g(a-x), (12)

where a = (ay,...,aq) € RR? is a row vector, lla ”K;‘ =1, and g is a function from the
image of Bra(1 +€) undera toR, i.e., g: Br(1 +¢€) — R.

The ridge function terminology was introduced in the 1970s by Logan and
Shepp [22] in connection with the mathematics of computer tomography, but these
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functions have been considered for some time under the name of plane waves. See,
for example, [12, 20]. Ridge functions and ridge function approximation are studied
in statistics, often under the name of projection pursuit. Projection pursuit algorithms
approximate a function of d variables by functions of the form

L
f) =Y gjla;-x). (13)

j=1

Hence the recovery of f in (12) from few samples can be seen as an instance of the
projection pursuit problem. For a survey on some approximation-theoretic questions
concerning ridge functions and their connections to neural networks, see [27] and
references therein, and the work of Candes and Donoho on ridgelet approximation
[5-7].

For further clarity of notation, in the following we will assume a to be a row
vector, i.e., a 1 x d matrix, while other vectors, x, €, ¢, ..., are always assumed to be
column vectors. Hence the symbol a - x stands for the product of the 1 x d matrix a
with the d x 1 vector x.

3.1 The Algorithm

As in [11] a basic ingredient of the algorithm is a version of Taylor’s theorem giving
access to the vector a. For & € Bpa, ¢ € Bra(r), €, r € R4, with re <€, we have, by
Taylor’s expansion, the identity

of . fE+ep)—f(E) e
8—(5)— -5
@ € 2

[¢'(a-&)a] -9 = [TV ©e]. (14
for a suitable ¢ (&, ¢) € Bra(1l + €). From our assumptions (8) and (9), the term
[T VZ £ (¢)g] is uniformly bounded as soon as ¢ is bounded. We will consider the
above equality for several directions ¢; and at several sampling points &;.

To be more precise, we define two sets X', @ of points. The first,

X={ges i j=1,....my}, (15)
contains the m y sampling points and is drawn at random in S~! according to the

probability measure pgq-1. For the second, containing the m¢ derivative directions,
we have

@ ={¢i € Bpa(VWd/Jme) : ¢i¢ = ——
01 € Bpa(Vd[yma) @i =700 ) i probability 172,

1 {1, with probability 1/2,
i:l,...,m¢,andﬁ:l,...,d}. (16)

Actually, we identify @ with the m¢ x d matrix whose rows are the vectors ¢;. To
write the my X mg instances of (14) in a concise way, we collect the directional
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derivatives g'(a - £;)a, j =1, ..., my as columns in the d x m y matrix X, i.e.,

X=(g'@a-sna’",....¢'@a &ny)a"), amn
and we define the mg x my matrices ¥ and £ entrywise by

_ fEj+ep)— fE)

€

Yij (18)
and

€
Slel V2 r@per. (19)
We denote by y; the columns of ¥ and by ¢; the columns of £, j =1, ..., my. With
these matrices we can write the following factorization:

Eij =

PX =Y -E. (20)

The algorithm we propose to approximate the vector a is now based on the fact
that the matrix X has a very special structure, i.e., X = aTGT, where G = (g'(a -
&D,...,¢'(a &, X))T. In other words, every column x; is a scaled copy of the vec-
tor a’ and compressible if a is compressible. We define a vector a as compressible
informally by saying that it can be well approximated in £,-norm by a sparse vec-
tor. Actually, any vector a with small £,-norm can be approximated in £, by its best
K -term approximation a[ g according to the following well-known estimate:

ok (Ve = lla —akylleg < llallg KP4, p=gq. 1)
Thus by changing the viewpoint to get
Y=0X+E,

we see that due to the random construction of @ we actually have a compressed sens-
ing problem, and known theory tells us that we can recover a stable approximation
X to x; via £1-minimization (see Theorem 3.2 for the precise statement). To get an
approximation of @ we then simply have to set a = X; /||X; || o for j such that || %] o
is maximal. From these informal ideas we derive the following algorithm.

Algorithm 1

e Given mg,my, draw at random the sets @ and X as in (15) and (16), and
construct Y according to (18).
o SetX; = A(y;) :=argminy,—p; ||Z||Kzll.
e Find
jo=arg max [IX;]l,a. 22)
j=1,...mx 2
. Set&=£j0/||)2j0||€¢21.

e Define 2(y) := f(a”y) and f(x):= 2@ - x).
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The quality of the final approximation clearly depends on the error between %,
and x;, which can be controlled through the number of compressed sensing mea-
surements mg, and the size of @ ~ max; ||xj||£§ = max; |g(a - &j)|, which is re-
lated to the number of random samples my. If (11) is satisfied with « large, we
shall show in Lemma 3.6 with the help of Hoeffding’s inequality that max; ||x; || =
max; |g'(a - §;)| is also large with high probability. If the value of « is unknown and
small, the values of || X/ || I produced by Algorithm 1 could be small as well and, as
discussed after the formula (11), no reliable and tractable approximation procedure
is possible.

To be exact, in the next section we will prove the following approximation result.

Theorem 3.1 Let 0 <s < 1 and logd <mg¢ <|[log 6]_2d. Then there is a constant
¢ such that using my - (mg + 1) function evaluations of f, Algorithm 1 defines a

function f : Bra (1 4 €) — R that, with probability

72’"X52"‘2
1= (ecme pemvmed poe ), (23)
will satisfy
A _ ])1
- <2C(14+€6)——m—, 24
I = Flloo <2621 +8) e (24)
where
mzc/([imq} :|1/2—1/‘7+ ¢ ) (25)
log(d/mg) Jme

and C' depends only on C| and C; from (8) and (9).

Remark 2 1. We shall fix vy as defined by (25) for the rest of this section. Fur-
thermore, we suppose that the selected parameters (s, €, and mg) are such that
V1 < +/a(1 — s) holds. Refer to Remark 4(ii) to see how we can circumvent in prac-
tice the case that this condition may not hold, clearly invalidating the approxima-
tion (24).

2. In order to show a concrete application of the previous result, let us consider, for
simplicity, a class of uniformly smooth functions g such that |g’(0)| # 0; hence, by
Proposition 3.8, « = «(g) > 0 is independent of the dimension d. If additionally we
choose g =1,m¢ < d, and € > 0O such that mg (€ + ,/log(d/m(p))’2 = 0(8’205’1),
§>0,ford,0 > 0and my = O(a™2) for @ — 0, then, according to Theorem 3.1,
we obtain the uniform error estimate

If = Fllo=0), 80,
with high probability. Notice that, if 1/1log(d) > § > 0, then the number of evaluation

points my - (mg + 1) = O((6 ~a)™3), for 8, — 0, is actually independent of the
dimension d.
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3.2 The Analysis

We will first show that x; is a good approximation to x; for all j. This follows by
the results from the framework of compressed sensing [3, 8, 10, 14, 16—18]. In par-
ticular, we state the following useful result, which is a specialization of Theorem 1.2
from [36] to the case of Bernoulli matrices.

Theorem 3.2 Assume that @ is an m x d random matrix with all entries being inde-
pendent Bernoulli variables scaled with 1//m, see, e.g., (16).

(i) Let 0 < & < 1. Then there are two positive constants c1,cy > 0, such that the
matrix @ has the restricted isometry property

(1= O)llxligg < 1Pxlgy < (1 +8)xly (26)

for all x € RY such that #supp(x) < com/ log(d /m) with probability at least
1 —e 1", (27

(i) Let us suppose that d > [log6]*’m. Then there are positive constants
C, ¢}, c5 > 0, such that, with probability at least

. (28)

the matrix @ has the following property. For every x € R?, ¢ € R™ and every
natural number K < c,m/log(d/m) we have

[A@x + ) — x|y < C(K™ 20k (x)pg + max{llelley. Viogdllellex, }). (29)

where
Ok (X) g = inf{[lx — 2llgg : #suppz < K}
is the best K -term approximation of x.
Remark 3 (i) The first part of Theorem 3.2 is well known; see, e.g., [3] or [16, p. 15]
and references therein.

(ii) The second part of Theorem 3.2 is relatively new. It follows from Theorem 2.3
of [36] combined with Theorem 3.5 of [13], and the first part of Theorem 3.2. Without
the explicit bound of the probability (28), it also appears as Theorem 1.2 in [36].

Applied to the situation at hand, we immediately derive the following corollary.
Corollary 3.3 (i) Let d > [log 612me. Then with probability at least

1 _ (e—Cam(p +€_ mq>d)7
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all the vectors Xj = A(y;), j =1,...,my calculated in Algorithm 1 satisfy

1/2-1/q
~ me
I = Xjllpg = C([—} +max{”8j“g’2"¢ »V1ogd|gjllme }> (30)

log(d/me)

where C depends only on C1 and C; from (8) and (9).
(i1) If furthermore mg > logd holds, then with the same probability also

/ me 1/2-1/q .
Rl <C(]| —22 , 31
=il = ([bg(d/m@] +m) Gh

where C' depends again only on C| and C; from (8) and (9).

Proof We apply Theorem 3.2 to the equation y; = ®x; + ¢; and K < cjmg/
log(d/mg). To do so, we must estimate the best K-term approximation error of
ok (x;) Iz and the size of the errors ¢;. We start by bounding ok (x;) - Recall that

due to the construction of X every column is a scaled copy of the vector a’, i.e.,

xj=g(a- éj)aT, so we have by (21)

me

1/2-1/q
log(d/m(p)}

K™Pog () <|g'@-8p)| - llallg - K271 < €y Cz[
(32)
This finishes the proof of the first part.
To prove the second part, we estimate the size of the errors using (19),

€

lejllgme =5 -, _max |of V3£ (&)l

Zakalg (@-¢&ij)

kll

d 2/q 2
ellg ||oo €llg”lloo CiC
<2 = 4q <—"¢, (33
Z| T };w =56 3

C3Cy

”8 ”[mqj < .Jm ||8]||em¢ < 2\/_ (34)
leading to
CiCy logd
me l m 1,
max{| lejllgro, v1ogdlle ll s o} < me max{ e }
Together with our assumption mg > logd, this finishes the proof. O

Next we need a technical lemma to relate the error between the normalized version
of X; and a to the size of ||X; ||£,21.
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Lemma 3.4 (Stability of subspaces: one-dimensional case) Ler us fix £ € RY, a €
S=1 0y € R, and n € R? with norm ”””eg’ <v < |y|. If we assume X = ya +n,
then

21)1

< — .
o IRl

signy (35)

X
=P

Proof Applying the triangular inequality and its reverse form several times and using
acST1 we get

. X . lyla lyla
signy—— —al| <|signy—— — —  —
”x”(¢21 od ||X||gazl ||X||5121 o ||X||eg o
v 2v
< |A)/| _1‘5 21
X X X
I “(‘21 I ”@‘21 I “(‘21 O

Applied to our situation where X; = g'(a - § j)aT + nj, we see that the bound
in (35) is best for ||/ || 1% maximal, which justifies our definition of @ in Algorithm 1.

As a last ingredient for the proof of Theorem 3.1 we need a lower bound for
max;—i,.. my ||)?||€g. Since we have max ||)?j||€g >max;|g'(a - &) — max; [|X; —
x;l 1% >max; |g'(a - ;)| — vi we just have to show that, with high probability, our
random sampling of the gradient via the &; provided a good maximum. To do this we
will use Hoeffding’s inequality, which we recall below for the reader’s convenience.

Proposition 3.5 (Hoeffding’s inequality) Let X1, ..., X,, be independent random
variables. Assume that the X j are almost surely bounded, i.e., there exist finite scalars
aj,bj such that

P{Xj —EXj S [aj,bj]}z 1,

for j=1,...,m. Then we have

p{ ]X,_E(gx,.)

Let us now apply Hoeffding’s inequality to the random variables X ; = |g"(a-&;) 2.

ot
m a2
>ry <2e Zi=1i”

m

j=

_ 2mxx2a2

Lemma 3.6 Let us fix 0 < s < 1. Then with probability 1 — 2e S we have

where o :=Eg(|g'(a - 5j)|2)-

Proof By our assumptions (10) and (9) we have
2 2
EX; =B (|g'(@-)|) = /S |¢'(a- &) dpgi-1(§) = >0,
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and
Xj —]EX]' € [—OI,C%—O[].
Hence, by Hoeffding’s inequality we have

2,2

mxy _ 2mysta
P{ 3 lg'@ &) — maa Zsmxot} <2 9 . (36)
j=1
Using (36) we immediately obtain
1 &
/ 2
— Y lgl@-Epl =l ), 37)
mx ©
j=1
2mX52a2

with probability 1 — 2e S (i lg'(a - Sj)|2 <a(l—s)foral j=1,...,my,
then (37) would be violated. Hence for the maximum we have

S max |g'(a-&)| = Va(l—ys). 0
j=l...mx

Finally we have all the tools ready to prove Theorem 3.1.

Proof of Theorem 3.1 Lemma 3.6 ensures that

g'(a-&j)| = Vel —s)

2mX52a2

7
G

with probability 1 — 2e . Therefore, Corollary 3.3 together with Lemma 3.4
show that with probability at least

_ Zmezaz

1—((3_6,1’”") +eVmed Lo, G )

a as defined in Algorithm 1 satisfies

2\)1

Jall =9 v o

[sign(s'a - &i))a —al 4 =

for the unknown sign of g'(a - §j,).

Using this estimate we can prove that f as defined in Algorithm 1 is a good ap-
proximation to f. For x € Bra(1 4 €) we have

|f) — F)| =|gla-x)—g@-x)|
=|g(a-x)— f(a"

.@.x)|
=|gla-x)—g(a-a"

.&.x)’
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§C2‘a-x—a-[&T&]~x|

= Cz‘a . (Id —&T&)x|.

Because a(I; — a’a) =0 and therefore sign(g’(a - Eipa(ly — a’a) =0, we can
further estimate

|f) = f@)| < Cala- (la —a"a)x|
= C(a —sign(g'a-£;))a) - (Ia — a" a)x|
< Cafla —sign(s'(a - £)a o - I+llg

Vi

§2C2(1+5)m. O

Remark 4 Here we present a few comments on this result.

®

(i)

(iii)

Our recovery method differs from the one proposed by Cohen, Daubechies, De-
Vore, Kerkyacharian, and Picard [11]. In their approach, the domain is taken to
be [0, 1]¢ and they make heavy use of the additional assumption Z?:l aj=1
with a; > 0. This allows them to derive an almost completely deterministic and
adaptive strategy for sampling the function f in order to first find an approxima-
tion to g and only then address the approximation to a. Here we follow somehow
the opposite order, first approximating a and then finding a uniform approxima-
tion to g and, eventually, to f as well. Notice further that not having additional
information on a, which is fully arbitrary in our case, we need to use a random
sampling scheme which eventually gives a result holding with high probability.
Note that Theorem 3.1 gives an a priori estimate of the success probability and
approximation error of Algorithm 1. If the problem parameters g, C1, C», and o
are known, they can be used to choose m¢ and m y big enough to have, say, a
prescribed desired accuracy & with probability at least 1 — p.

However, once Algorithm 1 has been run we have the following a posteriori
estimate. With probability at least 1 — (e ~€1"¢ 4 ¢~Vmed) we obtain

A _ 21)1
If = flloo = C2(1 +€) :
1o Il g2
2
Hence, the ratio ”xz% <« 1 defines an a posteriori indicator that the number of
Jo'e
2

samples m y and m¢ has been properly calibrated; otherwise, more points will
be drawn until such a condition is obtained.

The parameter € is chosen at the very beginning in the Taylor expansion (14)
and, from a purely theoretical point of view, could be chosen arbitrarily small.
Unfortunately, this may affect the numerical stability in the approximation in
(14) of the derivative %(E) by means of a finite difference. Hence, the param-
eter € should not be taken too small in practice. Up to some extent this may be
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compensated by choosing a larger number of points m¢ in (25), as in our ex-
pression for vy in (25) € appears in a ratio of the form \/;_q) We return in more
detail to this point in Sect. 5.1. In recent numerical experiments associated to the
work [31], we have been experiencing very stable reconstructions with reason-
able choices, e.g., € & 0.1. Hence, we do not consider this issue of any practical

relevance or difficulty.

3.3 Discussion on Tractability

The approximation performances of our learning strategy are basically determined
by the optimal value of « (see, e.g., (10)), which is achieved by the choice

o :=f ¢ (@ )| dpgamr (). (39)
§d—1

For symmetry reasons this quantity does not depend on the particular choice of a.

The rotation-invariant probability measure pgs-1 on S~! is induced on the sphere
by the (left) Haar measure on the Lie group of all orientation-preserving rotations. For
a given k X d matrix U such that UU T = I (i.e., with orthonormal rows) we define
the measure 11, on the unit ball B« in R¥ induced by the projection of Mga-1 via U;
i.e., for any Borel set B C B« we define

ik (B) := Ugpiga-1(B) := pga-1 (U (B)). (40)

Since pga-1 is rotation-invariant, px does not depend on the particular matrix U,
and is itself a rotation-invariant measure on Bgx. Hence for any summable function
h: Bge — R, for any k x k orthogonal matrix O such that 00T =1, =0T, and
for any k x d matrix U such that UUT = I, we have the identities

J

The following result is well known. We refer to [30, Sect. 1.4.4] for the case of C".
The proof given there also works literally in the real case.

h(Oy) dyug () = f

Bk

h(y) dpi(y) = /Sd_l h(Ux)dpga-1(x).  (41)

RA

Theorem 3.7 Let 1 < k < d be natural numbers. Then the measure [ defined in
(40) is given by

rd/2) a2
nk/ZF((d—k)/z)(l W) = dy.

dur(y) =

Notice that as d — oo, and for fixed k, the measure 1ty becomes more and more
concentrated around 0, in the sense that, for ¢ > 0 fixed,

wik(Bge(e)) —> 1, ford — oo,
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very rapidly (typically exponentially). By using the explicit form of the measure
we can compute

L rd/2) TN =
wilB ) =1 = =172 Sy gm0 I8 D
o erdp 1(1_r2)%rk71 i
/DI d-0/2) J;
2I'd/2) d=2-k 2

-7 ¢

>1-— e
- I'(k/2)I"((d —k)/2)

By Stirling’s approximation g /22)1;-(%2_),() 7 X weE (‘Zd__]l)d,k,l ; thus for k and ¢
constant,

i (Bge(8)) — 1

exponentially fast as d — oco. For k = 1, this phenomenon can be summarized in-
formally by saying that the surface measure of the unit sphere in high dimension is
concentrated around the equator [21]. Hence in the case d > k we may want to take
into account possible rescaling, i.e., working with spheres of larger radii, in order
to eventually consider properties of g (actually the matrix Hg) on larger subsets of
R¥ (see also Remark 4). Without loss of generality, by keeping in mind this possible
rescaling, we can assume to work with the unit sphere.

For k = 1, we observe that « as in (39) is determined by the interplay between the
variation properties of g and the measure (1. As just mentioned above, the most rel-
evant feature of 17 is that it concentrates around zero exponentially fast as d — oo.
Hence, the asymptotic behavior of @ exclusively depends on the behavior of the func-
tion g’ in a neighborhood of 0.

To illustrate this phenomenon more precisely, we present the following result.

Proposition 3.8 Let us fix M € N and assume that g : B — R is CM+2.

differentiable in an open neighborhood U of 0 and ;Tig(O) =0fort=1,...,M.
Then

d—=3

raj2 ! -
@) f 18P (1=y) T dy=0(@™), ford— .
n/2) )

a(d) = 22T ((d —

I'(d/2)

Proof First of all, we compute the £th moment of the measure TR/

(1-y)5 Ll

r'd/2) /1 (- Q)d_gsd [+ (=DIr@/2)r(1+¢)/2)
A Prd—-n/2 ), Y T T 2 /70 +0))2)

(42)
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Notice that all the odd moments vanish. By a Taylor expansion of g’ around 0 and by
taking into account that g(O) Ofor¢=1,..., M, we obtain

M1 d 1 dM+1
gy = Z S oM = ipe — Oy o (M.

Hence,

2 1 gM+! 2 om 2M+1
&' :<M‘d MHg(O)) +O0(y*"*),

and

d-3

rd/2) NN :
“(d):nlﬂr((d—l)/z)/_ g7 (1=%) 7 dy

B radj2) e
= 221 (d = 1)/2></| (1= T dy
d=3
Hf ORI o)
Br\U
R ACT) 1 gM+! ?
_nl/zr«d—1)/2><<deM+1g(O)) /u H1=>7)

+/O(y2M+2)(1—y2)#dy+f ‘g’@)IQ(l—yz)#dy)'
u Br\U

U
w

N‘

“dy

We consider the (2M + 2)th moment in the expression above because the previous

one is odd and therefore vanishes. Now, the term fBR u g’ (M2 — y2)#dy goes
to zero exponentially fast for d — 0. Using (42) we immediately obtain

raj2 L =3
ald) = nl/zr((d—1>/2)/_1|g(y)| (1= = dy

(F(d/Z)F((l + 2M)/2)> i e
I'((d+2M)/2) ’

By Stirling’s approximation, for which I"(z) = 27”(§)Z + O + 1/z), for z — oo,
we obtain

rd/pra+2my/2) _ a-np

1+ 2M)Md +2M)"CF+M g o,
F(@d+2M)2) (L4 2M)7(d+2M)

This eventually yields

rd/2) d=3

1
/ 2 = _
D= =D L'“”' (1=y%) F dy=0(™). d—oo
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The number m x x (mg¢ + 1) of points we need to achieve a prescribed accuracy
in the error estimate (24) of Theorem 3.1 depends on «. Proposition 3.8 ensures that,
if g’(y) does not vanish for y — 0 superpolynomially, then the dependence of « (and
therefore of the error estimate and the number my x (mg + 1) of points) on d is at
most polynomial. According to this observation we distinguish three classes of ridge
functions:

(1) ForO<g <1,Cy >1and Cy > a9 > 0, we define
f; :=}";(ao,q, Ci1,(Cr) = {f :Bra — R:
Ja e RY, lallgg =1, llalles < €1 and

3¢ € C*(BR),

g0 za0>0: f(x)=ga-x)}.

(2) For a neighborhood &/ of 0,0 < g <1,C; >1,Cy > a9 >0 and N > 2, we
define
Fgq:=FiU,a0,q,C1,Co,N):={f: Bga — R:
Ja € RY, lallyg = 1. llalleg < C1 and 3g € C*(Be) N CN @)

0<M<N-1, [g"O0)]za>0:f(x)=g@-x)}.
(3) For a neighborhoodf of 0,0 <g <1, C; > 1 and C> > ¢ > 0, we define

Fii=FiU,a0,q,C1,C2) :={f: Bra — R:
Ja eRY, |lallgg = 1. llallpg < C1 and 3g € C*(Br) N C*W)

g™ ) =0forall M eN: f(x)=g(a-x)}.

Theorem 3.1 and Proposition 3.8 immediately imply the following tractability result
for these function classes.

Corollary 3.9 The problem of learning functions f in the classes F L} and ]—'5 from
point evaluations is strongly polynomially tractable and polynomially tractable, re-
spectively.

On the one hand, let us notice that if in the class F 3 we remove the condition
llall e < C}, then the discussion on the functions described in Remark 1 shows that
the problem actually becomes intractable. On the other hand, we conjecture that the
restriction imposed by a condition such as ||a|| o= C1 should instead give the prob-
lem some sort of tractability. Unfortunately, our learning method and approximation
estimates in Theorem 3.1 do not provide any information about the tractability of the
problem for functions in the class .7-"3.
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4 The General Case k > 1

In this section we generalize our approach to the case k > 1; i.e., we consider k-ridge
functions

f(x) = g(Ax). (43)

Obviously, the sum of k ridge functions (as appearing for example in (13)) is a k-ridge
function, and the same holds true for the product.

We will proceed as in the one-dimensional case, first giving the basic ideas, which
motivate the recovery algorithm, and then stating and proving our main theorem.
Remember that we assume that A is a k x d matrix such that AAT = I;, and g :
Bgi(1 + &) — Ris a C? function.

4.1 The Algorithm

As before, we consider a version of Taylor’s theorem giving access to the matrix A.
For & € Bra, ¢ € Bra(r), €,r € R4, with re < €, we have the identity

_JE+ep)—fE) €

[Ve(Ae)  Alp = . 2[¢Tv2f<c)<p], (44)

for a suitable (&, ¢) € Bgra(l 4 €), and from (9) the term [pT V2 f(¢)g] is again
uniformly bounded as soon as ¢ is bounded.

As in the one-dimensional case we now consider (44) for the m¢ directions in
the set @ and at the m y sampling points in the set X', where X', @ are defined as in
(15) and (16), respectively. Again we collect the directional derivatives Vg (A& j)TA,
j=1,...,my as columns in the d x my matrix X, i.e.,

X = (ATVg(Ag), ..., ATVg(AE,,)), (45)

and using the matrices Y and £ as defined in (18) and (19), we can write the following
factorization:

OX =Y €. (46)

Similarly to the one-dimensional case we find that the matrix X has a spe-
cial structure, which we will exploit for the algorithm, i.e., X = ATG”, where
G = (Vg(AE)T|---|Vg(A&y,)T)T. The columns of X are now no longer scaled
copies of one compressible vector, but are linear combinations of k compressible vec-
tors, i.e., the rows of the matrix A. Thus compressed sensing theory again tells us that
we can stably recover the columns of X from the columns of Y via £;-minimization
and consequently get a good approximation X to X.

Furthermore, since A has rank &, as long as G T has full rank, X will also have rank
k; also the column span of the right singular vectors of X7 = USVT will coincide
with the row span of A, i.e., ATA =VvVT. Moreover, VT gives us an alternative
representation of f as follows:

f(x)=g(Ax) = g(AAT Ax) =g(AVVTx) = g(V'x),
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where g(y) :=g(AVy) = f(Vy). If X is a good approximation of X, then we can
expect the first k right singular vectors of X to have almost the same span as that of
X and thus of A, which inspires the following algorithm.

Algorithm 2
e Given mg,my, draw at random the sets @ and X as in (15) and (16), and
construct Y according to (18) .
o Set Xj = A(yj) = argminy, —p; “Z”e‘{’ for j =1,....my, and X =
()?1, --~a)em)()
e Compute the singular value decomposition of
5 A A 200 ‘AllT
x'=(0, U - A N 47
(U 2)(0 Ez)(VZT 47)
where X\ contains the k largest singular values
o Set A=V
e Define 2(y) := f(ATy) and f(x) := g(Ax)

The quality of the final approximation of f by means of f depends on two kinds
of accuracies:

1. The error between X and X , which can be controlled through the number of com-
pressed sensing measurements mg

2. The stability of the span of V7, simply characterized by how well the singular
values of X or equivalently G are separated from 0, which is related to the number
of random samples m y .

To be precise, in the next section we will prove the following approximation result.

Theorem 4.1 Letlogd <mg¢ < [log 612d. Then there is a constant c’1 such that using
my - (mg + 1) function evaluations of f, Algorithm 2 defines a function f : Bra(1+4
€) — R that, with probability

7m/Yo(s2

1= (emcime emmod ke 33 ), (48)
will satisfy
A _ 1%)
- <2CVk(l + &) ——n——, 49
ILf = flloo =2C2Vk( )\/Om_v2 (49)
where

1/2—1/ 2
1)2=C(k1/q|:—mdj i| q+—€k )
log(d/ma) JMme
and C depends only on C1 and C; (cf. (8) and (9)).
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4.2 The Analysis

We will first show that X is a good approximation to X by applying Theorem 3.2
columnwise. This leads to the following corollary.

Corollary 4.2 Letlogd < mg < [log6]>d. Then with probability
1— (e—c’lmq> +e mqsd)

the matrix X as calculated in Algorithm 2 satisfies

R Y me 12=1/a 2
||X_X||F§C«/m)(<k q[i] + ) (50)

log(d/mg) Jme
where C depends only on C1 and C; (cf. (8) and (9)).
Proof The proof works essentially like that of Corollary 3.3. We decompose

my

1X = Xl =Dl — 21

j=1

The best K -term approximation of x; may be estimated using
d [ k q\ 1/q
I35y = |ATVeagp |, = (z (z |aw|) ) e,

v=1 \u=1

which leads to
K™ Pog () < Ixjlleg K270 < Cr Ok Ok 12714,
The norms of ¢; may be estimated similarly to the proof of Corollary 3.3 as
- C?Crk%e q - C?Crk%e
||8]||E'2"q> _W an ||8]||€'Ono<p _W.

Putting all these estimates (with the choice K &~ mg /log(d/m¢)) into Theorem 3.2
we obtain the result. O
Remark 5 The construction X; = A(y;) 1= argminy; o IIZIIZflz, forj=1,...,my,
and X = (§1,...,%m ) and Corollary 4.2 are not a unique possible approach to ap-

proximate X. As we are expecting X to be a k-rank matrix for k < min{d, mx},
one might want to consider also nuclear norm minimization, i.e., the minimization of
the £1-norm of singular values, as a possible way of accessing X from m¢ random
measurements, as in the work [15, 26, 28]. However, presently no estimates of the
type (29) are available in this context. Hence we postpone an analysis based on these
methods fully tailored to matrices to further research.
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Next we need the equivalent of Lemma 3.4 to relate the error between the sub-
spaces defined by the largest right singular values of X and X, respectively, to the
error || X — X|| r. We will develop the necessary tools in the following subsection.

4.2.1 Stability of the Singular Value Decomposition

Given two matrices B and B with corresponding singular value decompositions

B=(U U) (%l §2> (“2;)

. . (50 vr
=0 U2)<0l 2})(VIT>’
2

where it is understood that two corresponding submatrices, e.g., Uy, U 1, have the
same size, we would like to bound the difference between V| and ‘71 by the er-
ror ||B — B |l7. As a consequence of Wedin’s perturbation bound [34] (see also [32,
Sect. 7]), we have the following useful result.

and

Theorem 4.3 (Stability of subspaces: Wedin’s bound) If there is an & > 0 such that

(21 —ou(Z)| > @, (51)

and
>a, (52)

then
|vivi — v HF<—IIB BlF. (53)

The conditions (51) and (52) are separation conditions. The first says that the
singular values of X are separated from those of X, although, strictly speaking,
the separation is between X and 3. However, if |B — B|| r is sufficiently small
compared to &, then Weyl’s inequality [35]

|loe(B) —a¢(B)| < 1B - Bl r

guarantees that the two separations are essentially equivalent. The second condition
says that the singular values of X'| or | must be far away from 0.
Applied to our situation, where X has rank k and thus X, = 0, we obtain

Zy/mavy (54)

vl —v vl -,
[vivi 1V o (XT)

Ir=
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and further, since ok()A(T) >or(XT) — X — )A(||F, we obtain

A A 2./ myvy
[vivif —=wivl, < r(XT) = i’ (55)

As a final ingredient we need to estimate the kth singular value of X. The next sub-
section will provide us with a generalization of Hoeffding’s inequality that can be
used to show that, with high probability, on a random draw of the sampling points &
the kth singular value of X is separated from zero.

4.2.2 Spectral Estimates and Sums of Random Semidefinite Matrices

The following theorem generalizes Hoeffding’s inequality to sums of random
semidefinite matrices and was recently proved by Tropp in [33, Corollary 5.2 and
Remark 5.3], improving results from [1] and using techniques from [29] and [25].

Theorem 4.4 (Matrix Chernoff) Consider X1, ..., X, independent random, positive
semidefinite matrices of dimension k x k. Moreover, suppose

o1(X;) =C, (56)
almost surely. Compute the singular values of the sum of the expectations
m m
Mmax = O1 (Z EX j) and  [min = 0% (Z EX j) . (57)
j=1 j=1

Then

_ pmax(1+s)

P{w(ZXj)—umaxzsumx}sk(“:”) B!

Jj=1

forall s > (e — 1), and
m o s2
P{Gk <Z Xj) — Mmin = _Sﬂmin} <ke 2k, (59
j=1
foralls € (0, 1).

Applied to the matrix X7 this theorem leads to the following estimate of the sin-
gular values of X7

Lemma 4.5 For any s € (0, 1) we have that

ok (X") = Vmya(l —s) (60)

7)71)(0(,?2
2
2kC2

with probability 1 — ke
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Proof The proof is based on an application of Theorem 4.4. First note that
X" =GA=Ugxg[V] A].

hence Xyr = Xg. Moreover,

0i(G) =4/0i(GTG), foralli=1,... k.

Thus, to get information about the singular values of X7 it is sufficient to study those
of

my
G'G = Vg(A&)Va(Ag)".

j=1

‘We further notice that

k 1/2
01(Vg(AE)Ve(AE)HT) < ( Y [Va(Ag)) i Ve(Ag))r 2) <kC3:=C.

/=1

Hence X; = Vg(A§;)Vg(A¢ j)T is a random positive semidefinite matrix that is al-
most surely bounded. Moreover,

EX; =E:Vg(A£)Veg(AE)T = /SH Vg(Ax)Vg(Ax)" dug1(x) = Hy.

Hence, remembering that the singular values of H, are equivalent to those of H 1,
by condition (10) we have pmax = myo1(Hg) < kacz? and pmin =myoy(Hg) >
mya > 0. In particular,

2
mxk“Cy > pmax > tmin = mya > 0.

By an application of Theorem 4.4 we conclude that

my
ak(XT) =ox(G) = |ox (Z Vg(ASj)Vg(Aéj)T)

j=1

> Vitmin(1 — ) > /mya(l —s),

with probability

_ /Lmin,\‘z 7mXaS2

2 2
l_ke 2/<C2 Zl—ke 2kC2

for all s € (0, 1). O
Finally we have collected all the results necessary to prove Theorem 4.1.
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Proof of Theorem 4.1 Combining Corollary 4.2, Theorem 4.3, and Lemma 4.5 shows
that with probability at least

7mxotx2

1_ (e—c/lmq> _i_e—«/mQ)d_i_ke ZkC% )7

for the first k right singular vectors of X and X we have

R A P —— T—
Ja(l—s)—vy

Recalling from the proof of Lemma 4.5 that the (first k) right singular vectors VIT of
X" have the form V)" = V7 A then shows that A as defined in Algorithm 2 satisfies

[aTA—ATA| = [aTvgvg A= ViV

R S 7 PR S
Ja(l—s)—;

Using this estimate we can prove that f as defined in Algorithm 2 is a good approxi-
mation to f. Since A is row-orthogonal we have A = AAT A and therefore

@) = f@)] =]g(Ax) — g(Ax)|
= |g(Ax) — g(AATAx)|
< Covk|Ax — AAT Ax|
= CoVE|A(AT A~ AT A)s

< Covk| (AT A= ATA) | plixlg

- V2

<20Vk(l + &) ——no——.

= 2 ( ) 2 —9) — 0
Remark 6 (i) Note that Theorem 4.1 is again an a priori estimate of the suc-
cess probability and approximation error of Algorithm 2. Once Algorithm 2 has
been run we have the following a posteriori estimate. With probability at least
11— (e’c/l'"‘P + e~Vmedy we have that

v
o (XT)

I1f = Flloo <2CoVkmx (1 + &)

(i1) We further observe that Theorem 4.1 does not straightforwardly reduce to The-
orem 3.1 for k = 1, because in the one-dimensional case we used the simpler maxi-
mum strategy as in (22) instead of the singular value decomposition (47).
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4.3 Discussion on Tractability

Recall that the push-forward measure p; = #ﬁg)/z)(l — y||§k)d_§_k £k of
2

fga—1 on the unit ball B« was determined in Theorem 3.7 as the measure for which

H, = /Sd?l Vg(Ax)Vg(Ax)T duuga-i1 (x)

_ /2 r 5\ 42k
= 220 (d —K)/2) - Ve Ve (1 - ||y||z§) T dy.

As an instructive example, let us apply this formula to the case when g is a radial
function, i.e.,

g = go(llyllex)-

for a function g : [0, 1] — R sufficiently smooth, and g(/)(O) =0.

A direct calculation shows that Vg(y) = gOT(r) -y, where r = || y|| > and

’ 2
Ve Ve’ = gor(;’) .

Hence,

r/2) go(lyll)? =2k

(Hy)ij = yivi(L=llyl%) 2 dy.
SO AL (@ =10/2) Sy I i 4)
2

If i # j, the integral vanishes due to the symmetry of B«. If i = j, we get again by
symmetry

/ 2
rd/2) gollyllg)™ , | d=2ok
Wit = STmr @072 Iy, i vi(L=Iylig) = dy
2
rdj/2) d=2-k

1 2 2
= 1 — ' z d
kk /2T ((d — K)/2) s gO(||y||z§) ( ||Y||€é) y

_ 2I'd/2) 1 2 N==
= @ —bra Jy O 0= 7

= a(k,d).

rF=lar

Hence, H; = a(k, d)I;. Similarly to Proposition 3.8, we can expand g, into a Taylor
series,

N-1 (0
/ 8% O ,_
go(r) = Z (EO— 1)!},6 ! —i—(’)(rN).

=2
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If we assume that g{”(0) =0, for all £=1,..., M, but gi"*V(0) # 0, then we
obtain

(M+1) 2
/ g 0)
go(r)z — < 0 7 ) rZM + O(,_2M+l)’

and, by Stirling’s approximation,

_ r'd/2) Uomiker g 2yt )
“(k’d)_o(r((d—kvz) AR Gt A

_o rdj2)
B (F(d/2+M>>

=0(d™M), d— .

From these computations we deduce that, using our method, learning functions
f(x) = g(Ax), where g is radial (or nearly radial), usually have polynomial com-
plexity with respect to the dimension d.

5 Extensions and Generalizations

We assumed throughout the paper that the function f is defined on the unit ball Bpa
of RY. To be able to approximate the derivatives of f even on the boundary of Bga,
we actually assumed that f is also defined on an € neighborhood of the unit ball.
Furthermore, we assumed that the function values may be measured exactly without
any error. The main aim of this section is to discuss the possibilities and limitations
of our method. First, we discuss the numerical stability of our approach with respect
to noise. Second, we deal with functions defined on a convex body £2 C RY. It is
our intention here only to sketch (although rigorously) further interesting research
directions, so we limit our discussion to the case of k = 1.

5.1 Stability Under Noisy Measurements

Let us assume that the function evaluation in (14) can be performed only with certain
precision. We again collect the m y X m¢ instances of (14) as

¢X:Y—5+&, 61)
€

where the (i, j)th entry of W (denoted by w;;) is the difference between the exact
value of f(&§; + €¢;) — f(&;) and its value measured with noise. This leads to a
compressed sensing setting

y—oxie- . 62)
€

Applying Theorem 3.2 we obtain a substitute for Corollary 3.3 with £ replaced by £ —
W/e. Therefore, we would like to estimate the norm of w; (the jth column of W) in
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6'2""’ and ¢4 . If we merely assume that the noise is bounded (i.e., |w; il <), the best
possible estimate is ||w; || oo <v./mg. We observe that the more sampling points
we take, the greater the level of noise. This effect of noise amplification is known
as noise folding [2] and, unfortunately, it corrupts the estimate (31). See also [11,
Sect. 4] for a discussion in a related context.

Let us therefore sketch a different approach. We make the rather natural assump-
tion that w;; is a random noise.

The analogue of Theorem 3.2 for the recovery of x from noisy measurements
y = ®x + w, where w = (w1, ..., wy) are independent identically distributed (i.i.d.)
Gaussian variables with mean zero and variance o2, was given in the work of Can-
des and Tao [9]. They proposed a certain £;-regularization problem, whose solution
(called the Dantzig selector) satisfies

d
llx —)2||§d <C?.2logd - <c72 + Zmin(x,?, (;2)).
2
i=l1

In particular, if x is a k-sparse vector, then ||x — X ||E,21 <C-4/2logd-+/k+1-0.This

estimate scales very favorably with d (only as +/logd) and, moreover, depends only
on the sparsity of x, and no longer on the number of measurements m¢ . Therefore,
there is no noise folding in this case.

Equation (62) requires a combination of Theorem 3.2 and the result of Candes
and Tao. Namely, we would like to reconstruct x if y = @x + ¢ + w is given, where
¢ is a deterministic error and w is a vector of i.i.d. Gaussian variables. A detailed
analysis of this issue goes beyond the scope of this paper. Nevertheless, let us present
some numerical evidence of the numerical stability of our approach in the presence
of random noise.

We consider the function

fx) = max([l _ 5\/()63 122 4 (g — 1/2)2]3, 0), xeRY0 (63

in dimension d = 1000. We use a variant of Algorithm 1 based on £{-minimization
to identify the active coordinates of f; see [31] for details. We assume that func-
tion evaluations were distorted by Gaussian error vw with w ~ A (0,1) and v €
{0.1,0.01,0.001}. We chose € = 0.1 in the approximation (14). For each num-
ber of points my € {6£,£ = 1,...,10} (x-axis) and each number of directions
me € {20¢,£ =1, ...,10} (y-axis) we produced 100 trials. As shown in Fig. 2, the
success rates of recovery go from white (no success) to black (100 successful recov-
eries).

We conclude from Fig. 2 that there is a smooth increase of the rate of successful
recovery with decreasing noise power and a fully stable recovery behavior.

5.2 Convex Bodies

A careful inspection of our method shows that it may be generalized to arbitrary
convex bodies. Let us describe the necessary modifications and give an overview of
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Fig. 2 Recovery of active coordinates of f(x) given by (63) with v =0.1, v = 0.01, and v = 0.001,
from left to right, respectively. Note that the success rates of recovery for the noise-free setting are hardly
distinguishable from the last picture above (v = 0.001)

the results for the case k = 1. First, one has to replace (6) by
HY = /Q VOV dug ). (64)

Here, g is a probability measure on £2, and the points in X (cf. (15)) are selected
at random with respect to p . For §£2 = Bga, we simply selected (o = jiga-1 to be
the normalized surface measure on S¢~!. This corresponded to the fact that a € S~
was arbitrary and therefore a priori no direction was preferred. To be able to evaluate
the derivatives of f even on the boundary of £2, we assume that f is actually defined
on an € neighborhood of 2, namely on the set 2 + € := {x € RY dist(§2, x) < €}.
The function g is assumed to be defined on the image of £2 + € under the mapping
X — a - x,1.e., on an interval. We again assume (9).

Surprisingly, these are all the modifications necessary to proceed with the identi-
fication of a, and (38) holds true under these circumstances.

The proof of Theorem 3.1 was based on the fact that, for every y € Bgr, we can
easily find an element x, € Bpa, such that d - x, = y. It is enough to consider x, =
atl v. In the case of a general convex set §2, we first need to define, for any a € sd-1
fixed, a function x. : a(£2 + €) — £2 4 € given by y — x,, and such that

a-xy,=y.
In particular, for all y € a(§2 + €) we need to find
xye.Q—I—Eﬂ{xeRd:&-xzy}.

Since both £2 4 € and the solution space {x € RY:a-x = y} are closed convex sets
in R?, one could use an alternating projection algorithm for finding xy [4]. Thus, we
can assume that, at least algorithmically, this map can be computed. Moreover, and
alternatively, since the operation described above, i.e., finding x, € Bpas such that
a - xy =y, must be executed as many times as we need to define, e.g., an appropriate
spline approximation of g, we may proceed as follows. First we find Xmax, Xmin €
Bpa, such that @ - xmax = maxye Bga a-xand a - xpip, = min,¢ Bga a - x. Then any other
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xy such that y = a - x, is computed very quickly by xy = AyXmin + (1 — A})Xmax for
some Ay € [0, 1].
With this modification, Theorem 3.1 also holds true, with the definition of g given
in Algorithm 1 now replaced by
g0 = f(xy), yea(R2+é
and (24) replaced by
Vi

Joad=5)—v;

Unfortunately—and this seems to be the main drawback of this approach—the diam-
eter of 2, diam(§2) = max, yep [lx — x’||[¢21, may grow with d. This is especially the

case, when 2 =[—1, l]d, which gives diam(£2) = +/2d.

1f = Flloo < 2C>(diam(£2) + 2€)

5.3 An Approach Through the Minkowski Functional

To get better results for specific convex bodies (i.e., 2 = [—1, 119), we propose an-
other approach. We stress very clearly that up to now this is only to be understood as
an open direction for further research.

We assume that £2 is a closed convex set which is absorbing and balanced, i.e.,

e forevery x € R?, thereisat =t(x) > 0, such that 7x € £2
o a2 :={ax:xe R} C 2 forevery x € [—1, 1]

Then we can define its Minkowski functional as
peX):=inf{r >0:x/re 2}, x eRY.
It is well known that this expression is actually a norm and §2 is its unit ball. Hence,

sup po(xr—x) <2 (65)

x,x'e2
This allows us to replace the inequality

[(a—a) (xy—x)| < lla—all2- lxy — x|l

by

[(a—a)- (xy—x)| <lla—alg - lxy — x|
Here, || - @ = pa() and || - |5 is its dual norm. According to (65), this solves
the problem of the factor diam(§2)—the diameter of §2 with respect to || - || is

always bounded by 2. Unfortunately, the problem is transferred to the second factor,
namely |la — a||,. For this, one would need the analogue of Theorem 3.2 with the
Eg-norm in (29) replaced by || - ||, While any treatment of this general case is clearly
beyond the scope of this paper and remains a topic for further investigation, we can
briefly sketch what happens in the special case £2 = [—1, 1]¢. Then we simply have
Ille=1I"- ||£gO and || - I'y = |- Il y - To estimate ||a —&||£7 we would have to combine
Lemma 3.1 in [11] with (38) and would get again a result that does not depend on the
dimension d.
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Abstract

We present effective algorithms for uniform approximation of multivariate functions satisfying some
prescribed inner structure. We extend, in several directions, the analysis of recovery of ridge functions
f(x) = g({a, x)) as performed earlier by one of the authors and his coauthors. We consider ridge functions
defined on the unit cube [—1, 119 as well as recovery of ridge functions defined on the unit ball from noisy
measurements. We conclude with the study of functions of the type f(x) = g(Jla — x ||12d).
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1. Introduction

Functions depending on a large number of variables play nowadays a crucial role in many
areas, including parametric and stochastic PDEs, bioinformatics, financial mathematics, data
analysis and learning theory. Together with an extensive computational power being used in
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these applications, results on basic numerical aspects of these functions become crucial. Unfor-
tunately, multivariate problems often suffer from the curse of dimension, i.e. the minimal number
of operations necessary to achieve (an approximation of) a solution grows exponentially with the
underlying dimension of the problem. Although this effect was observed many times in the liter-
ature, we refer to [27] for probably the most impressive result of this kind—namely that even the
uniform approximation of infinitely-differentiable functions is intractable in high dimensions.

In the area of Information-Based Complexity it was possible to achieve a number of positive
results on tractability of multivariate problems by imposing an additional (structural) assumption
on the functions under study. The best studied concepts in this area include tensor product con-
structions and different concepts of anisotropy and weights. We refer to the series of monographs
[26,28,29] for an extensive treatment of these and related problems. We pursue the direction ini-
tiated by Cohen, Daubechies, DeVore, Kerkyacharian and Picard in [11] and further developed
in a series of recent papers [18,20,25]. This line of study is devoted to ridge functions, which are
multivariate functions f taking the form f(x) = g({(a, x)) for some univariate function g and a
non-zero vector a € R?. We refer also to [15,32,33] for a related approach.

Functions of this type are by no means new in mathematics. They appear for example very
often in statistics in the frame of the so-called single index models. They play also an important
role in approximation theory, where their simple structure motivated the question if a general
function could be well approximated by sums of ridge functions. The pioneering work in this
field is [24], where the term “ridge function” was first introduced, and also [22], where the fun-
damentality of ridge functions was investigated. Ridge functions appeared also in mathematical
analysis of neural networks [4,31] and as the basic building blocks of ridgelets of Candes and
Donoho [6]. A survey on approximation by (sums of) ridge functions was given in [30].

The biggest difference between our setting and the usual approach of statistical learning and
data analysis is that we suppose that the sampling points of f can be freely chosen, and are not
given in advance. This happens, for instance, if sampling of the unknown function at a point is
realized by a (costly) PDE solver.

Most of the techniques applied so far in recovery of ridge functions are based on the simple
formula

Vfx)=g'({a,x))-a. (1.1

One way how to use (1.1) is to approximate the gradient of f at a point with non-vanishing
g ({a, x)). By (1.1), it is then collinear with a. Once a is recovered, one can use any one-
dimensional sampling method to approximate g.

Another way to approximate a is inspired by the technique of compressed sensing [8,16].
Taking directional derivatives of f at x results into

af (x)
5, = (V/).9) = g'({a, x))(a, ¢),
%
i.e. it gives access to the scalar product of @ with a chosen vector ¢. If we assume that most of the
coordinates of a are zero (or at least very small) and choose the directions ¢, ..., ¢, at random,

one can recover a effectively by the algorithms of sparse recovery.

Our aim is to fill some gaps left so far in the analysis done in [18]. Although the possibility of
extending the analysis also to functions defined on other domains than the unit ball was men-
tioned already in [18], no steps in this direction were done there. We study in detail ridge func-
tions defined on the unit cube [—1, 1]¢. The crucial component of our analysis is the use of the
sign of a vector sign(x), which is defined componentwise. Although the mapping x — sign(x)
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is obviously not continuous, the mapping (for a € R fixed)
x — {a, sign(x))

is continuous at a (and takes the value ||a||;« there). This observation allows to imitate the ap-

proach of [18] and to adapt it to this setting. Let us remark, that all our approximation schemes
recover first an approximation of the vector a € R?. Afterwards, the problem becomes essen-
tially one-dimensional and a good approximation of f by a limited number of sampling points
can then be recovered by many classical methods, i.e. by spline approximation. We will therefore
concentrate on an effective recovery of an approximation of a and the approximation of f will
be given only implicitly.

Another topic only briefly discussed in [18] was the recovery of ridge functions from noisy
measurements. Furthermore, our analysis as well as the approach of [18] or even the classical re-
sults of [3] are based on approximation of first (or higher) order derivatives by differences, which
poses naturally the question on numerical stability of the presented algorithms. We present an al-
gorithm based on the Dantzig selector of [9], which allows for recovery of a ridge function also
in this setting. It turns out that in the case of a small step size & > 0, the first order differences
cannot be evaluated with high enough precision. On the other hand, for a large step size h the
first order differences do not approximate the first order derivatives well enough. Typically, there
is therefore an 4 > 0, for which an optimal degree of approximation is achieved.

The next topic we discuss is the robustness of the methods developed. We show that (without
much additional effort) it can be applied also for uniform recovery of translated radial functions
f(x) =g(la—x ||12§,), which are constant along co-centered spheres instead of parallel hyper-

planes. Similarly to the model of ridge functions, both the center @ € RY and the univariate
function g are unknown.

Finally, we close the paper with a number of numerical simulations of the algorithms pre-
sented. They highlight the surprising fact that their accuracy improves with increasing dimension.
This is essentially based on the use of the concentration of measure phenomenon in the underly-
ing theory and goes in line with similar observations made in the area of compressed sensing.

The paper is structured as follows. Section 2 collects some necessary notation and certain ba-
sic facts on sparse recovery from the area of compressed sensing. Section 3 extends the analysis
of [18] to the setting of ridge functions defined on the unit cube. Section 4 treats the recovery of
ridge functions defined on the unit ball from noisy measurements. Section 5 studies the translated
radial functions f(x) = g(Jla — x ”l2d) and Section 6 closes with numerical examples.

2

2. Preliminaries

In this section we collect some notation and give an overview of results from the area of
compressed sensing, which we shall need later on.

2.1. Notation
For a given vector x € RY and 0 < p < oo we define
d 1
(Z |xi|p)p if0 < p < o0,
i=1

#i|x; £0) ifp=0,

ax  |x;| if p = o0,
i=i,....d

X =
I lyg

where #A denotes the cardinality of the set A.
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This notation is further complemented by putting for 0 < p < oo

1
x|l,g = max krxq,
Icllyg k=tona W

where x4,k =1, ..., d denotes the non-increasing rearrangement of the absolute entries of x,
ie. x1y = x@) = -+ = X@) = 0and x(j) = |xs(;)| for some permutation o : {I,...,d} —
{1,...,d}andall j =1,...,d.

It is a very well known fact, that || - || e is anorm for 1 < p < oo and a quasi-norm if 0 <

p < 1. Also | - ”e(pl,oo is a quasi-norm for every 0 < p < oo. If p = 2, the space Zg is a Hilbert
space with the usual inner product given by

d

.y =x"y =2 xiyi, x,y e R
i=1

If 1 <s < d is anatural number, then a vector x € R is called s-sparse if it contains at most
s nonzero entries, i.e. ||x|| i < s. The set of all s-sparse vectors is denoted by

I = {x e R lxlly < s).

Finally, the best s-term approximation of a vector x describes how well x can be approximated
by s-sparse vectors.

Definition 2.1. The best s-term approximation of a given vector x € R with respect to the
lf—norm is given by

d . :
oy (x)1 == min |[[x — zl;a.
zexyd :

2.2. Results from compressed sensing

Next we recall some basic concepts and results from compressed sensing which we will use
later. Compressed sensing emerged in [8,7,16] as a method of recovery of sparse vectors x from
a small set of linear measurements y = ®x. Since then, a vast literature on the subject appeared,
concentrating on various aspects of the theory, and its applications. As it is not our aim to de-
velop the theory of compressed sensing, but rather to use it in approximation theory, we shall
restrict ourselves to the most important facts needed later on. We refer to [2,12,17,19] for recent
overviews of the field and more references.

We focus on the recovery of vectors from noisy measurements, i.e. we want to recover the
vectors x € RY from m < d linear measurements of the form

y=dx+e+z, 2.1

where & € R™*4 is the measurement matrix and the noise is a composition of two factors,
namely of the deterministic noise e € R” and the random noise z € R™. Typically, we will
assume that e is small (with respect to some E’I’} norm) and that the components of z are generated
independently according to a Gaussian distribution with small variance.

Obviously, some conditions have to be posed on @, so that the recovery of x from the
measurements y given by (2.1) is possible. The most usual one in the theory of compressed
sensing is that the matrix @ satisfies the restricted isometry property.
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Definition 2.2. The matrix & € R™*¢ satisfies the restricted isometry property (RIP) of order
s < d if there exists a constant 0 < § < 1 such that

(1= ®)llxllyy < IPxllfy < (A +O)llxlly

holds for all s-sparse vectors x € Esd . The smallest constant § for which this inequality holds is
called the restricted isometry constant and we will denote it by J;.

In general it is very hard to show that a given matrix satisfies this RIP or not. This is in par-
ticular the main reason why we will use random matrices, since it turns out that those matrices
satisfy the RIP with overwhelming high probability. We present a version of such a statement,
which comes from [1].

Theorem 2.3. For every 0 < 6 < 1 there exist constants C1, Co» > 0 depending on § such that
the random matrix & € R™*4 with entries generated independently as

1 {+1 with probability 1/2, 22

Y =" Jm | =1 with probability 1/2

satisfies the RIP of order s for each s < (Com)/log(d/m) with RIP constant §g < § with
probability at least

1 —2e~Cim,

Let us remark that log stands for the natural logarithm throughout the paper. A matrix ¢ gen-
erated by (2.2) is called normalized Bernoulli matrix. For the sake of simplicity, we work with
Bernoulli sensing matrices, but note that most of the statements presented below remain true for
other classes of random matrices, c.f. [14, Section 5].

Next we present several recovery results for our starting problem (2.1). The first result of
this kind deals with the case of exact measurements (i.e. ¢ = z = 0) and uses the so called
lf-minimizer, cf. [10, Theorem 4.4] or [5, Theorem 1.2].

Theorem 2.4. Let & € R™*? satisfy the RIP of order 2s with constant 8 < 8 < 1/3. Let
x € R? and let us denote y = ®x. Finally, let A 1 (y) € R? be the solution of the minimization

problem

min ||w|,e subjectto dw = y. (2.3)
weRd 1

Then it holds
e = Al = llx = A (20)la < Cooyl (1)1
with constant Cy depending only on 8.

This theorem implies that s-sparse vectors are recovered exactly by the lf -minimizer (2.3) in
the noise-free setting, since crsd (x)1 = 0 holds for every x € Ef . To deal with the determinis-
tic noise e, we shall need some more information about the geometrical properties of Bernoulli
matrices. In particular, we will make use of Theorems 3.5 and 4.1 of [14], cf. also [23].



40 A. Kolleck, J. Vybiral / Journal of Approximation Theory 194 (2015) 35-61

Theorem 2.5. Let & € R™* be a normalized Bernoulli matrix and let d > (log 6)2m. Let
Uy={y eR" :llylly =1}, where

m
lyll; = max {ﬂ”)’”lgg, ‘/W”y”lgn} :

(i) Then there exists an absolute constant C3z > 0 such that with probability at least 1 — e~
forevery y € Uy there is an x € R?, such that &x =y and ||x||[,11 < Cs.

dm

(ii) Let § > 0 and let C1 and C, be the constants from Theorem 2.3. Then there exists an
absolute constant C3 and a constant C4 depending on § such that, with probability at least

I—Ze_clm—e_m,for each y € Uy there exists a vector x € R¢ with $x =y, ”x”ﬁl < Cj
and |lx|lyg = Cay/log(d/m)/m.

We will use those two theorems to handle the deterministic noise e. Further we need a similar
result to handle the random noise z, therefore we recall the Dantzig selector from [9].

Definition 2.6 (Dantzig Selector). For a matrix @ € R”*4 and constants Ay, o > 0 the Dantzig
selector Aps(y) € R? of an input vector y € R is defined as the solution of the minimization
problem

min ||w|;« subjectto || @T(y — dw)llg < Ago. 2.4
weRd 1 o

Remark 2.7. In what follows we shall use several parameters as the description of the typical
frame of compressed sensing. First, we take m < d to be natural numbers and denote by
@ e R™*4 the normalized Bernoulli matrix (2.2). We put § := 1/6 and denote by C; and C;
the constants appearing in Theorem 2.3. Next, we assume that the natural numbers s < m < d
satisfy

d > (log6)’m and 3s < (Cam)/log(d/m). (2.5)

Hence, by Theorem 2.3, @ has (with high probability) the RIP of order 3s with a constant at most
1/6.

Now we can use Theorem 1.3 of [9] to handle the random noise z.

Theorem 2.8. Let s, m, d be natural numbers satisfying (2.5) and let & € R™ *d be a normalized
Bernoulli matrix. Let

y=ox+z

forx € RY with Xl p,o0 < R,0 < p <1, and z € R™ with independent entries z; ~ N, 02).
Then there exists a constant Cs such that the Dantzig selector (with Lg = /2logd) satisfies

14ps() =¥l < min 2Cslogd (s.02 + R2s. /P11
2 1<s«<s
with high probability.

Combining Theorems 2.5 and 2.8 we get the following new result.
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Theorem 2.9. Let s, m, d be natural numbers satisfying (2.5) and let & € R"™*? be a normalized
Bernoulli matrix. For x € R? and e, z € R™ with ||x||l§1’0O <R, ||e||l§1 < cey/log(d/m), ||e||lgo <

ceand z; ~ N(0, az)for some constants R, o, &,c > 0 let
y=®%x+e+2z.

Then there exist constants Cs, Cq, C7 such that the Dantzig selector Aps (with Ay = \/2logd)
applied to y satisfies the estimate
1

. ~5 2 e/m
1Aps() = ¥l < <121252C510gd<s*02+R2s*1)) Lo Y

NG

with high probability, where R = 2(R + 2Cgg/m).

Proof. It follows from the assumptions that |e||; < c&+/m. Then we use Theorem 2.5 (ii) to
find a vector u € R?, such that

du =e,
IIMlllit < Cillelly = C3ce/m,

lully = Caylog(d/m)/mllell; = Csceylog(d/m).

Further we apply the triangle inequality for the | - ||1,00 quasinorm (see, for instance,
Lemma 2.7 in [19]) to get

I+ ullg < 2(Ixllg + el ) < 2(Ixllg_ + lullg)
< 2(R + Cge/m) = R.
Finally, applying Theorem 2.8 (with p = 1) we get
1 4ps() = xlg = 1Aps(x + e +2) = xg
< 1Aps(P(x +u) +2) = (x +w)llg + llullg

1
- 2 /
< ( min 2Cslogd (s*a2 + st*_1>> + C78 m
1<s4<s ﬁ

which finishes the proof. [
3. Approximation of ridge functions defined on cubes

Motivated by [11], we consider in this section uniform approximation of ridge functions of
the form

fi-1,1% > R, x — g({a, x)). 3.1

We assume that both the ridge vector a € R¢ and the univariate function g (also called ridge
profile) are unknown.

First, we note that the problem is invariant with respect to scaling. Suppose that f is a
ridge function with representation f(x) = g({a, x)). Then for any scalar . € R\ {0} we put
gx) = g(%x) and a := Aa to get another representation of f in the form of (3.1), namely

1
g(a,x)) =g((ha, x)) = ¢ (<X?»a, X>) =g((a, x)) = f(x).
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Thus we can pose a scaling condition on a without any loss of generality. Furthermore, if
g’(0) # 0, we can switch from a to —a, and obtain a ridge representation of f with g’(0) > 0.

In [18], the scaling condition ||| 6= 1 was assumed. This fitted together with both the scalar
product structure used in the definition of f, as well as with the geometry of the domain of f
used in [18], namely the Euclidean unit ball.

It is easy to observe that it will be more convenient for us to work with the E‘f—norm of a.
Indeed, let us consider the case where the ridge profile g(¢r) = t is known, i.e. that we have
f(x) = (a, x) for some (unknown) a € R?, and let us assume that we have an lf-approximation
a of a with |ja — a”’f < ¢. Then Holder’s inequality gives us

If=flloo= sup [(@a—a,x)|< sup a —fllllfllxlllgo <e.
xe[—1,114 xe[—1,114

In what follows we shall therefore assume that

lallg =1 (32)

and that g is a univariate function defined on I = [—1, 1]. We further assume that g and g’ are
Lipschitz continuous with constants cg, c; > 0, i.e.

lg(1) — g(®2)] < colt1 — 121, (3.3)

1g'(11) — &' ()| < c1lty — 1o (3.4)
holds for all #1, , € I = [—1, 1]. Finally, we assume that

2 0)>0 3.5)

as it is known, cf. [25], that approximation of ridge functions may be intractable if this condition
is left out.

3.1. Approximation scheme without sparsity

In this part we evolve an approximation scheme for ridge functions with an arbitrary ridge
vector a € RY, merely assuming the right normalization (3.2). After this we consider the same
problem with an additional sparsity condition on a, where we will use results from compressed
sensing to reduce the number of samples.

Motivated by the formula (1.1) for x =0

Vf(0) =g'(0)a, (3.6)
we set for a small constant # > O andi € {1, ..., d}
he;) — f(O
G = M, (3.7)
h
where e, ..., eg are the usual canonical basis vectors of RY. As expected, it turns out that g; is

a good approximation of g’(0)a; as the mean value theorem gives

5 = She) — fO) _ ghla.ei) — g(O) _

; ; Y g (&n.i)ai
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for some &, ; € (—|ha;|, |ha;|). And for the Zf -approximation we obtain

la —g'©allg = Zlaz — &' (0)a;| = Dg &ni) — &' O)llail

i=1

2
Zcush,iuan < Zcuhainan = cth lai|
i=1 i=1 i=1

< c1h. (3.8)

IA

Thus a is a good approximation to g’(0)a and since we want an approximation to a and we know
that a is lf—normalized we set

a

a=—-.:
||a||l,11

Now we have to estimate the difference between a and a. We will use a variant of [18, Lemma
34].

Lemma 3.1. Let x € R? with ||x|| u=173x¢ R?\ {0} and » € R. Then it holds

201% — Axlla
[

sign(A) —— EP
1 K

IIXIIId

Remark 3.2. We leave out the proof, which follows closely the proof of [18, Lemma 3.4]. The
proof uses only triangle inequality and the lemma therefore remains true for any norm on R?.

Applying this lemma to our case it holds with (3.8) and the assumption (3.5)

. N 26‘1/1
lIsign(g(0))a — al =la—alu < Tl (3.9)
I

Although we now know that a is a good approximation of a, it is still not clear how to define
the uniform approximation f of f. The naive approach (used with success in [18] for ridge
functions defined on the Euclidean unit ball) is to sample f along 4, i.e. to put g(¢) = f(ta),
and then define f (x) = g({a, x)). But when trying to estimate || /' — f lloo, We would need to
ensure that {(a, a) is close to 1. This was indeed the case in [18], where an estimate on ||a — a| “

was obtained, but it is not true any more in our setting of E‘f approximation.
On the other hand, because of the normalization of a, we have

d d
{a, sign(@) = ) a; - sign(a;) = ) _ lai| = llallg = 1,
i=1 i=1

where we defined the sign of a vector x € R? entrywise, i.e.
sign(x) = (sign(x;)); € RY.

Note that this function is discontinuous, hence sign(a) and sign(a) can be far from each other,
even if the difference |la — &Hlf is small. Nevertheless their scalar product with a is nearly the
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same as Holder’s inequality gives

l{a. sign(a) — sign(@))| = |{a. sign(a)) — (@, sign(@)) — (a — a, sign(@))|

< lla —alllsign(@!e, = lla —alia- (3.10)
Thus we define
g1, 11> R, t > f(t-sign(@)) (3.11)
and
f) = 8Wa, x)). (3.12)

Let us summarize our approximation algorithm as follows.

Algorithm A

e Input: Ridge function f(x) = g({a, x)) with (3.2)-(3.5) and & > 0 small
S (he)) — f(0)

e Putg; := T,i =1,....d
N a
e Puta := —__
lallg
o Put §(t) = f(t - sign(a)) and £ (x) = 2((@. x))
e Output: f

We formulate the approximation properties of Algorithm A as the following theorem.

Theorem 3.3. Let f:[—1, 11Y — R be a ridge function with f(x) = g({a, x)) for some a € R?
with (3.2) an({a differentiable function g:[—1, 1] — R with (3.3)—(3.5). For h > 0 we construct
the function f as described in Algorithm A. Then
A R 4dcocrh
If = flico = 2colla —allja < 70 —cih’ (3.13)

where the last inequality only holds if g'(0) — c1h is positive.
Proof. First, we show that

2hc 2hcy
= = = )

lala — &'(0) —cih

la — ally (3.14)

where the last inequality only holds if g’(0) — c1h is positive.
Due to (3.9), we only have to show the last inequality of (3.14). With @; = g'(&.;)a; for some
&n,i € (—|ha;l, |ha;|) C [—h, h], it follows by the triangle inequality and (3.8)

Il = llg'©ally = G — ¢ Oallg = g'©) —eih,

which proves (3.14) and the second inequality in (3.13).
To prove the first inequality in (3.13), we use (3.3) and (3.10) to show that g is a good uniform
approximation of g on [—1, 1]. We obtain

18() — 2] = [g(t) — g({a, 1 - sign@))] < colt — ta, sign(@))|
= colt| |{a, sign(@) — sign(@))| < colla — dllg (3.15)
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for each r € [—1, 1]. Finally, we combine this estimate with the definition of f as given in (3.12)
and arrive at

1f () = f@)] = 18, x)) — g({a. x)|
< 18((@. x)) — g((@. x))| +1g({@a. x)) — g(ta. x))|
< colla —ally + col(a — @, x)| < 2eolla —ally. O (3.16)

A

Remark 3.4. (i) Algorithm A needs d + 1 function evaluations to identify d. Once a was
identified, an arbitrary one-dimensional sampling method can be used to identify f or, better
said, its approximation. As there is a vast literature on that subject, we do not go into details
and refer to [13] and the references in there.

(ii) The estimate (3.13) depends heavily on the value of g’(0). Especially, the approximation
becomes difficult, when this value gets smaller and (3.13) becomes void if g’(0) = 0. This
is a very well known aspect of approximation of ridge functions, which was studied in great
detail in [25]. We refer also to a slightly weaker condition used in [18].

(i) If ||la|| 1 is small, the following improvement of (3.13) becomes of interest. First, we observe

that (3.8) can be improved to ||[a — g/(O)a||l¢11 < clh||a||l2 , Which results to
2

2cihlall’,

la —ally < ————
T

Finally, this allows to improve (3.13) to

2
1
ly

g@—mwwg

4cocrhllall

If = flloo <

3.2. Approximation with sparsity

In this subsection we assume that the ridge vector a € R? is not only Z‘f-normalized, but
satisfies also some sparsity condition, i.e. most of the entries of a are zero or at least very small.
We will use techniques of compressed sensing to address the approximation of the ridge vector a.
Subsequently we obtain an approximation of f in the same way as before. The main advantage
of Algorithm B presented below is that, for sparse vectors a, it achieves nearly the same error
bound as Algorithm A, using a much smaller number of sampling points, cf. Remark 3.6.

Let & € R"™*4 be a normalized Bernoulli matrix and let @1, - - -, @m be its rows. Taking their
scalar product with the quantities in (3.6), we obtain
af /
3_90'(0) =(Vf(0),9;) =g 0)a, g;). (3.17)
J

We use again first order differences as an approximation of the directional derivatives in
(3.17), i.e. we set

i fep) = 1O
j.—T.
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As in the previous section the mean value theorem gives the existence of some &, ; with
&n,j1 < || - |{a, ¢;)| such that

bj = g'(Enj)a, ¢)).

In this sense, we expect b j to be a good approximation of g’(0){a, ¢;) and b to be a good
approximation of g’(0) ®a. Hence, we recover a through £;-minimization. From this point on,
we may continue as before. Let us summarize this procedure as Algorithm B.

Algorithm B

e Input: Ridge function f(x) = g({a,x)) with (3.2)-(3.5), h > 0 small and
m < d/(log6)?
e Take & € R"*? 3 normalized Bernoulli matrix, cf. 2.2)

- hepi)— (O
e Puth; := W j=1,...,m
e Puta := Ald(g) =argmin ||w| s.t. Pw = b
! weRd !
e Puta := —
I
o Put 3(r) = f( - sign(a)) and f(x) = 2((@. x))
e Output: f

Theorem 3.5. Let f:[—1, 119 — R be a ridge function with f(x) = g({(a, x)) for some vector
a € RY with (3.2) and some differentiable function g:[—1,1] — R with (3.3)—(3.5). Let
d > (log 6)2m and h > 0 be fixed. Then there exist some constants C(’), Cy, Ca,c > 0, such that

for every positive integer s with 2s < (Com)/ log(d/m) the function f constructed in Algorithm
B satisfies

If = flio < 2colld — ally < 2coerr(a, @), (3.18)

where
g'0)-al(a), +ch
g (01 —od(a);) —2ch’

err(a, a) .= Cy -

with probability at least 1 — e=Vmd _ o=Cim provided the denominator in the expression for
err(a, a) is positive.
Proof. The first inequality in (3.18) follows again by (3.15) combined with (3.16).

Setting b := (b1, ..., byn)T € R™ and b := g’(0) Pa € R" we get

16— bl = D" 18 Enla, 0)) — & O)a o))l = Y Ig' ) — & Ol ¢))]

j=1 j=1
m m
2 2 2
< Y ahlla o) < ch Y lalile;l
j=1 j=1

= c1h.
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Therefore we obtain
b=b+e=g0)da+e (3.19)

for e € R™ with ||e||1;n < cih and, similarly, |le|l;» < cih/m and ||e||1£n < c1h/+/m. This allows
us to estimate the J-norm of e as follows

m
lelly = max {/mllellz ; ,/WIIEII@}

cih c1h }
max § — ;

Vm\flog(d/m)

h
< max{cih Cl—}

; v2loglog6

IA

= Clh,

where we used d > (log6)%m for the second inequality. Hence, by using Theorem 2.5 for
é = e/(c1h) there exists some vector u € R? with $u = e and ”””Z‘f’ < Cacih.

Take some 1/3 > § > 0 fixed, e.g. § = 1/6, and apply Theorem 2.4 to g’(0)a + u. This gives
us

144 (B) = &' O)alla = A (28" )a +u)) = g'O)alla

< 14 (2(¢'O)a +u)) — §'(0)a — ulla + lullg
Co - 0! (8'(0)a +u), + ully
Cog'(0) - 5’ (@)1 + (1 + Co)lullg

(1+Co) ('O - o @1 + llullg ).

INIA

IA

Finally, by setting a := Alf (b) and G = Ez/||d||lf, Lemma 3.1 provides

g'0)-ol(a) + laellja

la = ally < 201+ Co) -
i lallg

g'0)-0d(a); + C3cih

=2(1+Co) - Il
i

(3.20)

From this point on we can proceed as in the proof of Theorem 3.3. We can again estimate the
lf—norm of a from below. We get

lallg = 1A (28" (0)a +u))a
> 118" Oa +ully — 144 (2(g'O)a + u)) = g'(0)a — ully
= &' Ollally — lulla — o (g'O)a + )y
> £'(0) = 2llull — &'(0)0 (@)1

> g'(0) — 2C3cih — g'(0)o ! ()1 (3.21)
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Putting ¢ = C3c¢1 and C(; = 2(1+Cy), we get the second inequality in (3.18). The first inequality
in (3.18) is then again provided by (3.16). [

Remark 3.6. (i) In particular, if a is s-sparse, we get osd (@)1 = 0 and, therefore,

ch
g (0) —2ch’
(i1) If the sparsity level of a is s € N, the condition 2s < (Cym)/log(d/m) implies m >

2slog(d)/C>. Thus, in this case we need m = O (s log d) measurements to reconstruct the
vector a.

If = fllw<C

4. Approximation of ridge functions with noisy measurements

In this section we study another aspect of recovery of ridge functions. We consider ridge
functions defined on the unit ball as in [18] but we assume that the measurements are affected by
random noise. This topic already appeared in a short remark in Section 4 of [20], but in contrary
to that work, we additionally assume that the vector a satisfies a compressibility condition.

To be more precise, we consider ridge functions

f:BY={x eR?| lxllg <1} = R, x> f(x) = g({a, x)).
We assume, that the ridge vector a € RY is lg -normalized

lallg =1 @.1)
and compressible in the following sense,

”a”lii <R, R=>0. 4.2)

Furthermore, we assume that the ridge profile is a differentiable function g:[—1, 1] — R with
(3.3)-(3.5).

We shall use again the setting of Remark 2.7. Let d > (log6)?m and let & € R"*? be a
normalized Bernoulli matrix (2.2) with rows ¢y, ..., ¢,. By Theorem 2.3 it is ensured that ¢
satisfies the RIP of order 2s with 0 < 5y < § := 1/6 with high probability for every positive
integer s with 3s < (Com)/log(d/m), where the constant C; is the constant from Theorem 2.3.

But in contrary to (3.7), we now assume that the evaluation of f is perturbed by noise. To
make the presentation technically simpler, we shall assume that the value f(0) is given precisely
(i.e. without noise). This can be achieved (with high precision) by re-sampling the value f(0)
several times, and applying Hoeffding’s inequality.

Hence, we set for j = 1, ..., m and a small constant 2 > 0
p o L) +E) =[O _ [lhe) = [©) | %
I h h h’
We assume that the random noise Z = (Z1,...,%,)7 € R™ has independent components

Zj~ N0, 02). Since z; are independent, it is well known that

[~ 2
Zﬁ=%~N(a%> “3)
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are also independent. As in the case with exact measurements the mean value theorem gives us

f(hej) — f(O0)  gWa, hp;)) — g(0)
h N h
for some real &, ; with |&, ;| < |{a, hej)|, hence

bj =g (Enj)a, ) +z;.

= g'(€n,j)a. ¢))

To recover the vector a from these measurements let us first define the deterministic noise e € R™
by

ej =(a,9;) (& En)—g0), j=1....m, “4.4)
i.e.
b=2g'0)Pa+e+z. 4.5)

We then recover a with the help oif the Dantzig selector (2.4) instead of /;-minimization.
Finally, for the construction of ¢ and f, we can use the direct approach of [18], which is given
by

$R—>R, r— fta) and f:BY >R, x — 3((a,x)).

Let us summarize this procedure as the following algorithm.

Algorithm C

e [nput: Ridge function f(x) = g({(a, x)) with (4.1), (4.2), (3.3)-(3.5), h,o > 0 and
m < d/(log6)?
e Construct the m x d normalized Bernoulli matrix &, c.f. (2.2), with rows denoted

by ¢1, ..., Om e R4
(f(hej) +2zj) — f(0) i

e Puth; = p =1,....,m
Aps(d
e Puta = _4ps®) for Ay = \/2logd

1 4Aps®)lg

e Putg:R—> R, 1> f(ta)
o Put f: BY > R, x> §((a. x))
e Output: f

Theorem 4.1. Let f: B? - R bea ridge function f(x) = g({a, x)) with (4.1), (4.2), (3.3)—
(3.5). Furthermore, let h,o > 0 and let s < m < d be positive integers with (2.5). Let
Zj ~ N(, 02) be independent. Then there is a constant Co > 0, such that the function f
defined by Algorithm C satisfies with high probability

4eperr(a, a)

1f = flloo = 2e0lla —allg = =, (4.6)
where
P : o? | s : h
err(a, 4) = (lgigs 2Cslogd <S*ﬁ + R7s, >> + C7$, 4.7)

R = 2(R + 2Cgh)
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for some constants Cs, Ce, C7. The second inequality in (4.6) only holds if the denominator is
positive.

Proof. To prove this theorem, we apply Theorem 2.9 to (4.5). Therefore we need to estimate the
norm of e € R™, defined by (4.4). We obtain

lelizy = Z a.9))(8'.) — g O] =Y (crhla.g)) )2

1
272 S 4
32y (lallgleilg,) =<

j=1

j:
hR

IA

and similarly we can show

C]hR2
el < .

We can now apply Theorem 2.9 with ¢ = hR?//m to get

1
2Cslogd 20 +R2 1)) +C h
mln (0] —_— e
1<s4<s 5708 S h 7\/3

=: err(a, a)

IA

1Aps(b) — ¢'(Oallg

with R = 2(R + 2Ceh) and some constants Cs, Cg, C7. And since we know that a is lg-
normalized we set

_ Apsh)
1Aps®)lle°
Applying Lemma 3.1 we get

2err(a, a) 2err(a, a) _ 2err(a, a)
N ||ADS(b)||1d g'Olally — err(a, ay g'(0)—err(a,a)’

lla —ally <

where the last inequality only holds if the denominator is positive. This proves the second in-
equality in (4.6).
The proof of the first part of (4.6) proceeds as in [18]. First we define an approximation g to g

2R—=R, t — f(ta). 4.8)
This is indeed a good approximation to g as for any ¢ € [—1, 1] we get

12(t) —g®)| = lg(a.t-a)) —g®)] < co|t (1 — (a,a))| = colt| - |(a,a — &)
co-lla— 5’||zg~ 4.9)

IA

With this approximation g to g we define the function f by
f:BY > R, x > 8((a, x)).
It remains to show that f is a good approximation to f. With the help of (4.8) and (4.9) we obtain

1f () = F0)I = lg(a, x)) — §((a, x))]
< lg({a. x)) — g(a, x))| + Ig({a, x)) — g({a, x))|
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IA

co - lla —allg +colta —a, x)|

A

2colla — dlly
forallx € B4. 0O

Remark 4.2. (i) We assumed that the step size 4 > 0 is an input of Algorithm C. From (4.7),
we see that choosing £ too small would amplify the noise, where choosing / large would
lead to a worse approximation of derivatives by differences. We refer also to [20] for a brief
discussion of this phenomenon. There is therefore an 2 > 0, which leads to an optimal com-
promise between the two parts of the right-hand side of (4.7). Unfortunately, this optimal &
depends on the (a-priori unknown) function g and can be therefore hardly identified in the
beginning. We exhibit in Section 6.2 also numerical evidence of this effect.

(i) The main difference between our discussion of noisy sampling and the approach applied
in [20] is that we assumed the ridge vector a to be compressible, cf. (4.2). Roughly speak-
ing, this is reflected in the logarithmic dependence on d in (4.7) compared to (8) in [20].

(iii) We studied ridge functions on the unit ball in this section to be able to make use of the esti-
mates on the Dantzig selector available in the literature. To adapt this approach to functions
defined on the unit cube, it would be necessary to introduce the £1-version of Theorem 2.8
first.

5. Approximation of translated radial functions

The methods we presented so far, as well as the methods of [18], were developed in the (quite
restrictive) frame of ridge functions. The aim of this section is to demonstrate that the same
tools can be useful also in approximation of functions of different type. We consider the class of
translated radial functions, i.e. functions of the form

fiBY >R, x> f(x) =g(la —x||§g)

for some fixed lg -normalized vector a € R?
lallg =1 G.1)

and a function g: [0, 4] — R. Hence, f is constant on the spheres centered in a or, equivalently,
it is a radial function translated by a. Typically, we shall again assume that g and g’ are Lipschitz
continuous with constants cg and c1, respectively.

The idea to recover those functions is similar to the case of ridge functions. First we recover
the center a and then we define approximations g to g and f to f.

For a small constant 4 > 0 and fixed vectors x; € R, i =1, ..., d we set
. flhei +xi) — f(xi)
a; = 3
h
where eq, ..., eq are again the canonical basis vectors of RY. With help of the mean value

theorem we can express this as

— 2y 2
G f(hej + xi) — f(xi) _ g(lla — he; xllllg) g(lla — x; Hzg)
h h
lla — he;j —xill7) — lla — x|,
2 2

h

= g'ni)
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2

- The numerator can be simplified by

for some real &, ; between |la — he; — x; ||,24 and ||a — x;||
2

2 2
lla = hei = xilljg = lla = xilljg = (@ — hei = xi,a — he; = xi) = (a — xi, a — xi)

= —2h{a,e;) + h*(e;, e;) + 2hle;, x;)
—2ha; + h* + 2hx; ;.

Let us choose x; = —(h/2)e; to get
. JUh/2)ei)) — [(=(h/2)e)
T h
= —2¢'(&n.1)ai

for some &, ; between |la — (h/2)e,-||lzd and |la + (h/2)e; ||12d. Next let us note that &, ; is very
2 2

closeto 1 = ||a||12d:
2

’

6n. — 1] = max {[1 = la = (/2)eil

1— lla + (h/2)e; ||fg

|

- maXH—hai — n24, ’ha,- - h2/4H
< h+h*/4. (5.2)
Finally we obtain that a is a good approximation to —2g’(||a ||12d)a = —2g¢'(1)a, since
2

d
1 +2¢'(Dallfy = Y- (=28 Gnadai +2¢ (i)’

i=1

4

L
d 2 2 d
<4y ((h + h2/4) a,-) = 4¢? (h + h2/4) Y a?
i=1 i=l

= 4¢? (h + h2/4>2 .

d d
((8'En) — g M) ai)* <4 (e | — 1] @)’
= i=l1

1

Thus & is almost a multiple of a. Again, we need to assume that the derivative of g’ is non-trivial
in some sense. Due to the construction, we replace (3.5) by the condition

g' () #0.
Then the lg -normalized vector

. a

a ‘= —
lallg

approximates a, possibly up to a sign. Choosing any vector 4~ € R? orthogonal to @, we can
identify the sign by sampling along a. Afterwards, the correct sign might be assigned to a. We
will therefore restrict ourselves to the case

¢ (1) > 0. (5.3)
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Once an approximation of a was recovered, it is again easy to define an approximation
and finally of f. We summarize this procedure as the following algorithm.

53

of g,

Algorithm D

e Input: Translated radial function f: B¢ — R with f(x) = g(|la — xlllzd), aand g
with (5.1), (3.3), (3.4)and (5.3), h > 0 ’
o Puigy i LG T

e Puta := %4
Tallg
2

o Put §:[0.4] > R, 1 — f(a(l — /1))
e Put /:BY > R, x — g(||la —x||1%,)
2

e Output: f

The performance of Algorithm D is estimated by the following theorem.

Theorem 5.1. Let f: B¢ — R, g:[0,4] — R and a € R? be such that f(x) = g(|la — x||12d)
2

and a and g satisfy (5.1), (3.3), (3.4) and (5.3). Then

2 A A 2
1f = Flloe < co (20 — ally + 1d — all}y)

and

. 2¢y (h + h?/4)
lla —al <
27 g/ (1) —ci(h +h%/4)

if (1) — c1(h + h?/4) is positive.
Proof. First, we estimate the difference between a and a. By (5.2) and (3.4)

g — g El <18 () — g &)l < cll —&nil <ci(h+h*/4),

hence

g’ En.i)l = §'(1) — ci(h + h?/4).
Therefore, if the right hand side of (5.6) is positive, we get

d d
~12 ~ 12 2
laly = ;w =4_le|g’(sh,i>ai|
1= 1=

d
=4Y (g —citi+ h2/4))2a,~2

i=1
=4 (g —erth+ 112/4>)2 .

Now we apply Lemma 3.1 to obtain

dei(h+h*/4) _  2ei(h+h2/4)
lale 7 () —eith+h2/4)

a—ale <
Il ||151
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(5.5)

(5.6)

(5.7)
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Given the approximation a to a we define an approximation g to g by
2:00,4] >R, 1> f(a(l —ﬂ)).

Essentially, § is the restriction of f onto {Ad : A € R} N BY. Using (3.3) we obtain the estimate

lg(t) — g(1)]

90 — gllla =+ ral

<ol —la—a+ vl
2

= ¢ ‘2 (1 - ﬁ) (11— (a,&))‘

co )zma —a,8)+ |la — aufg

= co [L =i lla =l < colla —al, (5:8)
for all ¢ € [0, 4]. Next we define
f:BY SR, x> 2(a —x||12§,).

With (5.7) and (5.8) we get the final estimate

£ = Fl = [glla =213 — gl - xI)

IA

[gtlla = x12) = gl = x12)| + [sla = x12) — Cla — x12)
2 2 2 2

IA

2 A 2 A2
co [lla = x = la = x| +colla — al

A An2
= 2c0‘(a—a,x)| +colla —alllé,

IA

n a2
o (2lla = dllg +lla —aljy). O

Remark 5.2. We assumed in Theorem 5.1, that the function g and its derivative g’ are both
Lipschitz. If we assume this property only on the interval (1 — (h + h?/4), 1 + (h + h?/4)), we
can still recover at least (5.7). This applies even to the case, when g (and also its derivative) are
unbounded near the origin. In that case, we can still approximate the position of the singularity,
although uniform approximation of f is out of reach.

5.1. Extensions of Theorem 5.1

As in the approximation scheme for ridge functions we can use techniques from compressed
sensing to recover f if a is compressible. To be more precise, if a satisfies

lallg < R (5.9)
and & € R™*4 ig a normalized Bernoulli matrix with rows @ly-vvsPm € R4, we define

- h/2)pi)— f(—=(h/2)e;

5, = T (B2 hf( W2e)

As f is defined only on the unit ball B4 and ”‘pj”lg = ,/d/m, we must always have at least
h < 2/m/d to ensure that (h/2)p; € B¢ To allow for comparison with the non-compressible
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case just discussed in Theorem 5.1, we denote
h=h/2-\/d/m,
which leads to

b = - . (5.10)

By defining the deterministic noise e € R
b=—-2¢'(1)Pa +e (5.11)

we can show with similar calculations as before that
llellm < 2¢1R 2Rﬁ+ﬁ (5.12)
ellm <n:=2c —— . .
2 ﬁ

Using the (P;,;;) minimizer of [5] we put

a=argmin|zle st ||z — 15||,,2n <
zeR4 !

with 7 given by the right hand side of (5.12). We then get the estimate, cf. [19, Theorem 4.22]
or [2, Theorem 1.6],

5 Col(2g'(D)a)
la —2g'(Dally < o = ST + Dn

with two universal constants C, D > 0. Here again s < Cym/log(d/m). Lemma 3.1 (with lé’
instead of I{) gives for & = a/||alls

la —ally <20/l
Finally, using

lally = 28/(1)|Ia||lg —lla — 2g’(1)a||lg >2¢'(1) — o,
we get

la—ally < 235%@
if 2¢’(1) > o.

This gives a replacement of (5.7), the rest of the proof of Theorem 5.1 then applies without
further modifications. We summarize this procedure as Algorithm E below and describe its
performance.
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Algorithm E

e Input: Translated radial function f: BY — R with f(x) = g(|la — x||12(,
- 2
with (5.1), (3.3), (3.4), (5.3) and (5.9), i > 0, m < d/(log 6)*

e Take ¢ € R"*4 a normalized Bernoulli matrix, cf. (2.2)

T - 9 2
e Puth; = (pzjljleg : [f(h ||<P(i]||1§) B f(_h ||90(€j||l‘21>]

e Putn :=2c|R (% _'_ﬁz)

e Puta := argminzeRdllelf s.t. ||z — l~7||l£n <n

),a and g

e Puta := L
Tally
o Put3:[0,4] > R, t > f(a(l — V1)
o Put /: BY > R, x> g(lla — x|
2

A

e Output: f

Theorem 5.3. Let f: B¢ — R, g:[0,4] — R and a € R? be such that f(x) = g(|la — x||l2d)
2

and a and g satisfy (5.1), (3.3), (3.4), (5.3) and (5.9). Let s < m < d be positive integers
satisfying (2.5). Then

1F = Flloe < co (20 — ally + Id — all}y) (5.13)
and
. 20
la —a”lg = m (5.14)
if 2¢'(1) > 0. Here
d /
_ Cos (255(1)61)1 + Dy

for two universal constants C, D > 0.

Remark 5.4. Once we have this approximation scheme using techniques from compressed sens-
ing, we can easily extend it to an approximation scheme with noisy measurements. We assume
again that b from (5.10) is corrupted by noise z/h, where the components of z = (z1, ..., m)!
are again independent A/ (0, o'%) distributed random variables. Formula (5.11) is then replaced
by b= —2g'(1)@a + e + z/ h and the Dantzig selector can be applied.

6. Numerical results

In this section we investigate the performance of the algorithms presented so far in several
model situations. The results shed a new light on some of the aspects, which we did not discuss
in detail, especially on the size of the constants used in the previous theorems. All the approxi-
mation schemes started by looking for a good approximation a of the unknown direction a and,
consequently, the quality of the uniform approximation of f by f was then bounded by the
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Fig. 1. Approximation of a non-sparse profile a according to Algorithm A with g(r) = tanh(¢) (left top) and
g(t) = tanh(r — 1) (right top). Approximation of sparse profiles ¢ with s = 5 by Algorithm A: left bottom with
g(¢) = tanh(¢) and right bottom with g(¢) = tanh(r — 1).

corresponding distance between a and a. In what follows, we will therefore discuss only the
approximation error between a and a.

6.1. Ridge functions on cubes

We start with Algorithm A, i.e. with approximation of a ridge function f(x) = g({a, x))
defined on the cube [—1, 119 with llall W = 1. We have considered different dimensions
(d € {10, 100, 1000, 10.000}). As Algorithm A does not make any use of sparsity of a, it is
reasonable to assume, that all its coordinates are equally likely to be non-zero. The entries of
a were therefore always independently normally distributed (i.e. a; ~ N(0, 1)), afterwards a
got l‘f -normalized according to (3.2). For comparison, the bottom line of Fig. | displays also the
performance of Algorithm A on sparse vectors.
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Fig. 2. Phase transition for the approximation of a and the average error of ||a — a|| od according to Algorithm B.
1

Fig. 1 shows the approximation error |la — a|| % in dependence of the step size 7 > 0 for
two different profiles g(¢) = tanh(¢) and g(#) = tanh(z — 1). Note that the y-axis scales loga-
rithmically. For each step size, we repeated the calculation thousand times and took the average
afterwards. Let us give some remarks on Fig. 1.

e The approximation improves rapidly with growing dimension. This is a consequence of con-
sidering random non-sparse ridge vectors a and of (3.8), cf. also Remark 3.4. By the concen-
tration of measure phenomenon [21], the quantity |a]| % /llall Iz behaves as d /2 for typical

random vectors a € RY. When considering sparse vectors as inputs in Algorithm A (Fig. 1,
bottom line), this effect disappears and there is no improvement with increasing dimension.
e Smaller step size h implies also better quality of approximation, but already reasonable sizes
of h (i.e. h = 0.2) imply surprisingly small errors.
e Finally, the second derivative of the first profile at zero vanishes, were it is non-zero for the
second profile. Therefore, the first order differences approximate the first order derivative less
accurately in that case, leading to larger (but still surprisingly small) approximation errors.

The left part of Fig. 2 shows the dependence of the number of the sampling points m on
the dimension d and sparsity s, cf. (2.5), when using Algorithm B. We fixed the ridge profile
g(t) = tanh(z — 1), the sparsity s = 5 and the step size 7 = 0.1 and constructed an s-sparse
random vector a by MATLAB command sprandn, followed by the Z‘f—normalization. For each
integer d between 50 and 1000 and for each integer m between 1 and 55, we then run Algorithm
B 120 times and the average approximation error |la — al| I corresponds afterwards to the shade
of gray of the point with coordinates d and m. In accordance with the theory of compressed sens-
ing (and with Remark 3.6), we observe that for a random matrix ¢ and a random sparse vector a
the number of measurements needs to grow only logarithmically in the dimension d to guarantee
good approximation with high probability. The right part of Fig. 2 then shows the average value
of |la — all ¢4 OVer one hundred repetitions for the same profile and sparsity for three different
pairs of (d, m). We observe, that especially for large dimensions even extremely small number
of measurements guarantees already reasonable approximation errors.
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Fig. 3. Approximation of a with noisy measurements according to Algorithm C (left) and a modification of Algorithm
A (right). Note, that only the y-axis of the left plot is logarithmic.

6.2. Noisy measurements

Fig. 3 studies the performance of the recovery of the ridge vector a from noisy measurements
as described in Algorithm C. We fixed the parameters d = 1000, m = 400, and s = 5, the
ridge profile g(¢) = tanh(r — 1) and four different noise levels o € {0.03, 0.01, 0.003, 0.001}.
The number of repetitions for each step size was set to 1000. We have used the ¢;-
MAGIC implementation of Dantzig selector, available at the web page of Justin Romberg at
http://users.ece.gatech.edu/ justin/lImagic/. As the noise level gets amplified by the factor 1/ A,
when taking the first order differences, cf. (4.3), it is not surprising that the recovery fails
completely for small values of 4. On the other hand, for large values of 4, the correspondence
between first order differences and first order derivatives gets weaker and the quality of
approximation deteriorates as well. This effect is clearly visible from (4.7) and, numerically,
in the left part of Fig. 3, where there is an optimal A for the recovery of a. Strictly speaking,
the functions considered in Section 4 were defined only on the unit ball B9, 50 that the value of
h in Fig. 3 should be limited to be smaller than /m/d. We have decided to include also larger
values & to exhibit the optimal /4, although for our profile and our parameters it lies outside of
this interval.

Although not discussed before, it is quite straightforward to modify the non-probabilistic
Algorithm A also to the case of noisy measurements. Essentially, the gradient V f(0) is then
approximated by the first-order differences, this time corrupted by noise. We applied this
approach to the profile g(¢#) = tanh(z — 1) and parameters just described with the results plotted in
the right part of Fig. 3. We observe that the approximation errors get much larger, demonstrating
once again the success of the Dantzig selector.

6.3. Shifted radial functions

In Fig. 4 we considered the approximation of the pole a of a shifted radial function f with
fx) = g(lla — x||l2§,) and g(r) = —1/¢. On the left plot, we fixed the sparsity s = 5 and
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Fig. 4. Approximation of a according to Algorithm E with sparsity (left) and with noisy measurements (right).

considered three values of d = 100, d = 1000 and d = 10.000. The number of measurements
was then m = 40, m = 60, or m = 80, respectively. The number of repetitions for each step
size was set to 40 in the left part of Fig. 4 and to one hundred in the right part. Finally, we
run Algorithm E and plot the average approximation error of |ja — a|| % against the step size h.

The right hand plot of Fig. 4 shows the noise-aware modification of Algorithm E described in
Remark 5.4.
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Abstract We study the properties of ridge functions f(x) = g(a - x) in high dimen-
sions d from the viewpoint of approximation theory. The function classes considered
consist of ridge functions such that the profile g is a member of a univariate Lipschitz
class with smoothness & > 0 (including infinite smoothness) and the ridge direction
a has p-norm |lal|, < 1. First, we investigate entropy numbers in order to quantify
the compactness of these ridge function classes in L,. We show that they are essen-
tially as compact as the class of univariate Lipschitz functions. Second, we examine
sampling numbers and consider two extreme cases. In the case p = 2, sampling ridge
functions on the Euclidean unit ball suffers from the curse of dimensionality. More-
over, it is as difficult as sampling general multivariate Lipschitz functions, which is in
sharp contrast to the result on entropy numbers. When we additionally assume that all
feasible profiles have a first derivative uniformly bounded away from zero at the origin,
the complexity of sampling ridge functions reduces drastically to the complexity of
sampling univariate Lipschitz functions. In between, the sampling problem’s degree
of difficulty varies, depending on the values of @ and p. Surprisingly, we see almost
the entire hierarchy of tractability levels as introduced in the recent monographs by
Novak and WoZniakowski.
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1 Introduction

Functions depending on a large number of variables (or even infinitely many variables)
naturally appear in many real-world applications. Since analytical representations are
rarely available, there is a need to compute approximations to such functions or at
least functionals thereof. Examples include parametric and stochastic PDEs [7,34],
data analysis and learning theory [1,8, 17], quantum chemistry [11], and mathematical
finance [29].

It is a very well-known fact that approximation of smooth multivariate functions
suffers from the so-called curse of dimensionality in many cases. In particular, for
fixed smoothness, the order of approximation decays rapidly with increasing dimen-
sion [9,23]. A recent result [27] from the area of information-based complexity states
that on the unit cube, even uniform approximation of infinitely differentiable functions
is intractable in high dimensions. These results naturally lead to the search for assump-
tions other than smoothness, which would allow for tractable approximation but would
still be broad enough to include real-world applications. There are many different con-
ditions of this kind. Usually, they require additional structure; for example, that the
functions under consideration are tensor products or belong to some sort of weighted
function space. We refer to [35] for an introduction to information-based complexity
and [26,28] for a detailed discussion of (in)tractability of high-dimensional problems.

In this work, we are interested in functions, which take the form of a ridge. This
means that for each function f, there is direction a along which f may vary; along
lines perpendicular to a the function is constant. In other words, the function is of
the form f(x) = g(a - x), where g is a univariate function called the profile. Ridge
functions provide a simple, coordinate-independent model that describes inherently
one-dimensional structures hidden in a high-dimensional ambient space.

That the unknown functions take the form of a ridge is a frequent assumption
in statistics, for instance, in the context of single index models. For several of such
statistical problems, minimax bounds have been studied on the basis of algorithms that
exploit the ridge structure [15,20,32]. Another approach with ridge functions, which
has attracted attention for more than 30 years, is to approximate by ridge functions. An
early work in this direction is [22], which was motivated by computerized tomography,
and in which the term “ridge function” was actually coined. Another seminal paper
is [14], which introduced projection pursuit regression for data analysis. More recent
works include the mathematical analysis of neural networks [3,31] and wavelet-type
analysis [4]. For a survey on further approximation theoretical results, we refer the
reader to [30].

For classical setups in statistics and data analysis, it is typical that we have no
influence on the choice of sampling points. In contrast, problems of active learning
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allow one to freely choose a limited number of samples from which to recover the
function. Such a situation occurs, for instance, if sampling the unknown function at
a point is realized by a (costly) PDE solver. In this context, ridge functions have
appeared only recently as function models. The papers [6] and [12,37] provide several
algorithms and upper bounds for the approximation error, the latter two even for the
more general situation that f(x) = g(Ax) with A a (k x d) matrix.

In the present paper, the central objective is to determine the complexity of
approximating ridge functions when the only available information is a limited
amount of function values. We make the following assumptions: The ridge func-
tions’ domain is the d-dimensional Euclidean unit ball; the profiles are Lipschitz of
order « > 0 (including infinite smoothness « = 00); the ridge vectors are con-
tained in a E‘f,-ball with 0 < p < 2. Additionally, we study the situation when
one additionally knows that |g’(0)| > « for all admissible profiles g and some
prescribed 0 < k < 1 (of course, this only makes sense in the case of ¢ > 1).
For the function classes given by these a priori assumptions, we prove lower and
upper bounds for the deterministic worst-case error with regard to standard infor-
mation. Following [25], we use the term sampling numbers for this worst-case
error.

For given Lipschitz smoothness «, the ridge function classes are contained in the
unit ball of the space of general multivariate Lipschitz functions of order «. The latter,
in turn, is related to isotropic d-variate Besov spaces. For those spaces, it is known
that their entropy numbers, which quantify the compactness in Lo, provide a fair
indicator for the behavior of sampling numbers, see [25]. We investigate whether or
not this is still the case for the ridge function classes. It turns out that they are essen-
tially as compact as the class of univariate Lipschitz functions of the same order for
all possible parameter values. For the sampling problem, however, we find a much
more diverse picture. At first glance, the simple structure of ridge functions suggests
that approximating them should not be too much harder than approximating a uni-
variate function. But this is far from true in general. In fact, the sampling problem’s
degree of difficulty crucially depends on the constraint |g’(0)| > « in our setting. If
k > 0, then it becomes possible to first recover the ridge direction efficiently. What
remains then is only the one-dimensional problem of sampling the profile. Thus,
the ridge structure has a sweeping impact in this scenario and leads to a polyno-
mially tractable problem. Moreover, the behavior of entropy and sampling numbers
is similar. But without the constraint on first derivatives, the picture is completely
different. Sampling ridge functions is now essentially as hard as sampling general
Lipschitz functions over the same domain, given that all vectors in the domain may
occur as ridge direction (p = 2). It even suffers from the curse of dimensional-
ity as long as we only have finite smoothness of profiles. Supposing that p < 2,
which can be interpreted as imposing a sparsity constraint on the ridge vectors, mit-
igates the situation to some extent. To our surprise, we see almost the entire spec-
trum of degrees of tractability as introduced in the recent monographs by Novak and
Wozniakowski. In any case, however, entropy and sampling numbers behave totally
differently.

The paper is organized as follows. In Sect. 2, we define the setting in a precise way
and introduce central concepts. Section 3 is dedicated to the study of entropy numbers
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for the ridge function classes. Lower and upper bounds on sampling numbers are found
in Sect. 4. Finally, in Sect. 5, we interpret our findings on sampling numbers in the
language of information-based complexity.

2 Preliminaries

Notation For x € RY, recall the (quasi-)norms |[x|, = (Z‘;Zl |xj|p)l/p for 0 <
p < 00, and ||x|lco = max({|xy], ..., |xs|}. When X denotes a (quasi-)Banach space,
equipped with the (quasi-)norm || - ||x, we write Bx = {f € X : || f|lx < 1} for the
open unit ball and By forits closure. In the special case that X = Ef,(IR) = (R4, -1 ),
we additionally use the notation B;’ for the open unit ball and Sf,_l for the unit sphere
in Z?I,.

The notation f < g means that f < Cg for some constant C > 0. Likewise, we
write f 2 g if f > cg for some constant ¢ > 0,and f =< gifboth f < gand f 2 g.

2.1 Ridge Function Classes

The specific form of ridge functions suggests that one describe a class of such functions
in terms of two parameters: one to determine the smoothness of profiles and the other
to restrict the norm of ridge directions.

Regarding smoothness, we require that ridge profiles are Lipschitz of some order.
For the reader’s convenience, let us briefly recall this notion. Let Q2 C RY be a
bounded domain and s be a natural number. The function space C*(£2) consists of
those functions over the domain €2, which have partial derivatives up to order s in the
interior  of 2, and these derivatives are moreover bounded and continuous in 2.
Formally,

C(Q) = |f Q= R: [[flles == max D fllc <00,

lyl<s

where, for any multi-index y = (y1, ..., Yq) € INY. the partial differential operator
DY is given by

glvl
Dyf = 9 Y1 ‘]; Yd
Xy e dxy
Here, we have written |y| = Zf.l: 1 vi for the order of DY. For the vector of first

derivatives, we use the usual notation V f = (3f/9dxy, ..., df/9xg). Besides C*(L2),
we further need the space of infinitely differentiable functions C°°(2) defined by

C@=1f:2—>R: |[fllcx:= sup [D"flloo <o0p.  (2.1)
ye]N‘é
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For a function f : 2 — R and any positive number 0 < g < 1, the Holder
constant of order B is given by

Sl e sup O SO
P eq 2min{l, lx — y[[1}f
Xy

This definition immediately implies the relation

Iflg < |flpif0<p <p' <L 2.2)

Now, for any o > 0, we can define the Lipschitz space Lip, (2). If we let s = |||
be the largest integer strictly less than «, it contains those functions in C*(£2) which
have partial derivatives of order s which are moreover Holder-continuous of order
B = o — s > 0. Formally,

Lip, (@) = {f € )+ 11 flip, @ = max{llf s, max DY fl} < oo}

Fors € INg and 1 > 8 > B > 0, the following embeddings hold true:
C®(Q) C Lip;4g,(2) C Lipy, 4, (2) C C*(2) C Lip, (), 2.3)

where the respective identity operators are of norm one. In other words, the respective
unit balls satisfy the same relation. Note that the fourth inclusion only makes sense
if s > 1. The third embedding is a trivial consequence of the definition. The second
embedding follows from the third and (2.2). The fourth embedding and the second
imply the first. So it remains to establish the fourth embedding. We have to show that
for every y € ]Ng with |y| = s — 1, it holds that | DY f|; < || fll¢s. On the one hand,
Taylor’s formula in R? gives for some 0 < 6 < 1,

IDY f(x) — DY f())] = V(DY f)(x +60(y —x)) - (x — )|
< max IDP flloo - Ilx — vl

|Bl=s

< I fllesllx =yl

On the other hand, we have | DY f(x) — DY f(y)| < 2|| fll¢s. Both estimates together

yield [DY fli < I flles-

Having introduced Lipschitz spaces, we can give a formal definition of our classes
of ridge functions. For the rest of the paper, we fix as function domain the closed unit
ball

Q=B ={xeR? : |Ix| < 1}
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As before, let « > 0 denote the order of Lipschitz smoothness. Further, let0 < p < 2.
We define the class of ridge functions with Lipschitz profiles as

Ry ={f:@>R: f0)=g@ 0, lghp,-1n =1 lal, <1}, @4

In addition, we define the class of ridge functions with infinitely differentiable profiles
by

R ={f: Q>R : f(x)=ga x), lIgllce-1, < L. llal, < 1}.

Let us collect basic properties of these classes.

Lemma 2.1 Forany a > 0and 0 < p < 2, the class Rj’p is contained in BLipa(Q)
and Rzo’p is contained in Bcoc(g).

Proof Let f € R;" and s = ||a|. Furthermore, let y € IN¢ be such that |y| < s.
Then, there exists g € Lip, ([—1, 1]) with

DY f(x)=D"g(a-x)a”, xeQ,

where we used the convention a¥ = H?:l a!". Therefore, we have

ID? flloo < ID"gllollal % < flall¥ < 1.

If we let s — oo, this immediately implies Rzo’p - Bcoo(g). Moreover, if |y| = s
and 8 = o — s, we obtain by Holder’s inequality for x, y € €,

IDY f(x) = DY f(»| = la”| - ID°g(a - x) — D’g(a - y)|
< llall}, - ID°glg - 2min{1, [lall, - lx =y}’

< 2min{l, |lx — y|l1}*.

Consequently, we have || f ||Lipa(g) < 1 and hence Rj’p C BLipa(Q). O

Note that in the special case @« = 1, we have Lipschitz-continuous profiles. Whenever
0 < o) < oy < oo, we have Rzz,p C Rzl’p , which is an immediate consequence of
(2.3). Likewise, for p < ¢, we have the relation RZ’F - Rz’q.

Finally, for Lipschitz smoothness ¢ > 1, we want to introduce a restricted version of
Rg’p , where profiles obey the additional constraint |g’(0)| > « > 0. See Sect. 4.2 and
in particular Remark 4.9 for an explanation of why we study this additional constraint.
We define

Ry ={gla) e RGP+ 1g'(0)] = «). 2.5
Hereafter, whenever we say that we consider ridge functions with first derivatives

bounded away from zero in the origin, we mean that they are contained in the class
RZ’p’K forsome 0 <k < 1.
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Taylor expansion. We introduce a straightforward, multivariate extension of Taylor’s
expansion on intervals to ridge functions in RZ’p and functions in Lip,, (€2). For x, x0 e

S°2, we define the function @, (-) by
O.(1) = f&"+t(x—x%), relo,1].

Lemma22 Leta > landa =s+ f,s € N, 0 < 8 < 1. Let f € Lip,(2) and
x,x% ¢ Q. Then, there is a real number 6 € (0, 1) such that

J @) =T 0 f(x) + R o f(x),

where the Taylor polynomial T o f (x) is given by

S ) 0
T, 0f(x) =Y OO _ 5 DI oy
’ ‘ ! y!
J=0 lyl<s
and the remainder by
Ry 0 f(x) = %(d))(f)(e) _ c1>§‘>(0)) 2.6)
0 _ 0y _ 0
_ Z DY f(x" +6(x y'x ) — DY f(x )(x—xo)y. @7
lyl=s '

The previous lemma has a nice consequence for the approximation of functions from
R inthe case @ > 1 and 0 < p < 2. Let p’ denote the dual index of p given by
1/max{p, 1} +1/p’ = 1.

Lemma2.3 Letoa = s+ f > 1 and Q@ = BY.
(i) For f € Lip, () and x, x° € Q, we have

0 o

Hx —x
| f(x) = Ty 0 O] < 21l FllLip, ) L

s!

(ii) Let0 < p < 2. Then, for f € Rz’p, we have the slightly better estimate

2
1f @) = Ty fO] < S e =0
S
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Proof To prove (i) we use (2.7) and the definition of Lip, (2) and estimate as follows:

IDY f(x0 + 0(x —x%) — D f(x0)]

1f ) =T < D ' =207
- y!
lyl=s
. Hd: |x; _ley,-
< 2| f lILip, (2 min{L, [lx —x°;}* - z M#

lyl=s
Using mathematical induction, it is straightforward to verify the multinomial identity
( 4+t )S_ZS_!VI Yd
ai aq)’ = 41
lyl=s
Hence, choosing a; = |x; — x?|, we can continue estimating
Ops
Iy

p |lx —x
x—xOH Ll
1 s!

[f(x) = T o f ()] < 2| fllLip, () min {1,

and obtain the assertion in (i).
For showing the improved version (ii) for functions of type f(x) = g(a - x), we use
formula (2.6) of the Taylor remainder. We easily see that for # € (0, 1), it holds that

(b;s)(t) — g(S) (a . (xo +t(x — XO))) cla-(x— xO)]s'

Using Holder continuity of g® of order 8 and Holder’s inequality, we see that

|f () = Ty 4o f (x)]
=< sl!‘[a . (x - xo)]s . {g(S)(a . (xo +6(x _XO))) _ g(s)(a 'XO)H

S
5 ”x —xOH -2 min{1, |fa - (x —xo) 15y
p/

A
-1
Y

IA
I

=
I

e

The proof is complete. O

2.2 Information Complexity and Tractability

In this work, we want to approximate ridge functions from F = R"” or F = Ry"*
by means of deterministic sampling algorithms, using a limited amount of function
values. Any allowed algorithm S consists of an information map N 'g‘da : F —> R”
and a reconstruction map ¢s : R" — L (S2). For given f € F, the former provides
function values f(xj),..., f(x,) at points xq, ..., x, € 2, which are allowed to
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be chosen adaptively. Adaptivity here means that x; may depend on the preceding
values f(x1),..., f(xi—1). According to [26], we speak of standard information.
The reconstruction map then builds an approximation to f based on those function
values provided by the information map.

Formally, we consider the class of deterministic, adaptive sampling algorithms
S — |, S92, where

Si =5 F > Loo(BY)

S:(poNada,w:Rm—)LooNada:}'—>IRm, mgn}.

The nth minimal worst-case error
29T, Loo) = ertpa(F, 8, Loo) = inf { sup [f —S(fllec : S € Sﬁda}
feF

describes the approximation error of the best possible algorithm. Stressing that func-
tion values are the only available information, we refer to gj;fi;(f , L) as the nth
(adaptive) sampling number. To reveal the effect of adaption, it is useful to compare
adaptive algorithms with the subclass S C S% of nonadaptive, deterministic algo-
rithms, that is, for each algorithm § € S, the information map is now of the form
Ng = (8x;,...,0y,),withn e Nand x1, ..., x, € E’g. This corresponds to nonadap-
tive standard information in [26]. The associated nth worst-case error

gnd(F, L) = Slg‘gn ;z,l;”f =S ”oo = etfy,a(F, Sn, Loo)

coincides with the standard nth sampling number as known in approximation the-
ory [25]. As a third restriction, let us introduce the nth linear sampling number
g}llif‘d(f , Lso); here, only algorithms from S with linear reconstruction maps are
allowed. Clearly,

89 (F. Loo) < nd(F. Loo) < g% (F, Loo).

Remark 2.4 Studying adaptive algorithms makes sense since the considered classes of
ridge functions are not convex. Hence, the general results on linear problems [26, Sec-
tion 4.2] do not apply here. Nevertheless, the analysis in Sect. 4 will reveal that neither
adaptivity nor nonlinearity lead to any substantial improvement in the approximation
of ridge functions defined on a Euclidean ball.

Whenever we speak of sampling of ridge functions, we refer to the problem
of approximating ridge functions in F by sampling algorithms from S22, the
Lso-approximation error measured in the worst case. Its information complexity
n(e,d)is givenfor) < ¢ < 1andd € N by

n(e, d) := min {n €N : g™(F, Loo) < g} .
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2.3 Entropy Numbers

The concept of entropy numbers is central to this work. An entropy number can be
understood as a measure to quantify the compactness of a set with respect to some
reference space. For a detailed discussion and historical remarks, we refer to the
monographs [5,10]. The kth entropy number e, (K, X) of a subset K of a (quasi-
)Banach space X is defined as

21(—1
er(K,X)=inf 16 >0: K C U(xj + ¢By) for some xq, ..., xp-1 € X
j=1

Note that e (K, X) = inf{e > 0: N.(K, X) < 2¥~1} holds true, where

n
Ne(K,X):=min {neN: 3x.....x, e X: K C | J(xj+eBx)
j=1

denotes the covering number of the set K in the space X, which is the minimal natural
number n such that there is an e-net of K in X of n elements. We can introduce
entropy numbers for operators, as well. The kth entropy number e (T') of an operator
T : X — Y between two quasi-Banach spaces X and Y is defined by

en(T) = e (T(BX), Y) .

The results in Sects. 3 and 4 rely to a great degree on entropy numbers of the identity
operator between the two finite dimensional spaces X = Z‘; (R)and Y = Zg (R). Their
behavior is understood very well, see [10,21,33,36]. For the reader’s convenience, we
restate the result.

Lemma 2.5 Let 0 < p < g < 00, and let k and d be natural numbers. Then,

I, 1 <k <log(d),
= 1/p—1/q
ex(By. 1) = | (tatpsl . log(d) <k <d.

27kldgl/a=1/r |k >d.
The constants behind “<” depend neither on k nor on d. They only depend on the
parameters p and q.

If we consider entropy numbers of E‘Z,-spheres instead of E?, -balls in EZ , the situation
is quite similar. We are not aware of a reference where this has already been formulated
thoroughly.

Lemma2.6 Letd e N,d >2,0< p <q <00, and p = min{l, p}. Then,
(i) 2—k/(d=1) 41/9=1/p < ek(Si_l, gg) < 2—k/(d—ﬁ)d1/q—1/17’ k>d.
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(it)

P 1, 1 <k <log(d),
§d-1 pdy = 1/p-1/
@y L) (—“g“zd”‘)) P Jog(d) < k < d.

The constants behind “<” only depend on p and q.

Proof For given ¢ > 0, an e-covering {y1, ..., yy} of S‘f,’] in Z‘IZ, fulfills
N —
(1+&)B4\ (1 —e)BY < J(yi +2"7eBY). 2.8)
i=1
Let ¢ = min{l, ¢}. For given ¢ > 0, a maximal set {x, ..., xy} C S‘f,’l of vectors

with mutual distance greater than ¢ obeys

M
Ui +279eB) < (1467 B\ (1 — &)/ 7 By, 2.9)
i=1

where gg =2~ V4 g dV/r=1/4,

(i).

(ii).

A standard volume argument applied to (2.8) yields h(e) < Ne?24/7 where
h(e) = (1 + s)d -1 - s)d . First-order Taylor expansion in ¢ allows one to
estimate /(e) > de. Solving for N yields a lower bound for covering numbers
in the case p = ¢. The lower bound in the case p # ¢ follows from the trivial
estimate e (897", €4) = d'/471/P ¢ (8971, 04).

For the upper bound in the case p = ¢, a standard volume argument applied to
(2.9) yields Me?274/P < h, (P /2) with h,(x) = (1 + x)¥P — (1 — x)4/P.
The mean value theorem gives h,(x) < d/p 24/Px if 0 < x < 1. Hence, we
get h,,(si’/2) <d/p24/PgP 2. Solving for M gives an upper bound for packing
numbers and hence also for covering numbers. In the case p # ¢, we again
use (2.9) and pass to volumes. This time, the quotient vol(B;f )/ vol(Bg ) remains
in the upper bound for M. The given bounds now easily translate to the stated
bounds on entropy numbers. In the case p # g, one has to take

d =
[Vol(Bp)]l/(d ) _ gla-1/p
VOl(Bqd)

into account to get the additional factor in d.
The proof by Kiihn [21] immediately gives the lower bound. The upper bound
follows trivially from Sf,_l - BZ. O
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Remark 2.7 Note that in the case p > 1, we have the sharp bounds

y 1/1, 1 <k <log(d),

r—1/q

e (801, ) < (w) , log(d) <k <d,
- gVa e k> d.

In the case p < 1, there remains a gap between the upper and lower estimate for
er (391, Eg) if k > d. However, this gap can be closed by using a different proof
technique, see [18].

3 Entropy Numbers of Ridge Functions

This section is devoted to the study of entropy numbers of the classes R;y” and R 7.
Specifically, we want to relate their behavior to that of entropy numbers of uni- and
multivariate Lipschitz functions. This will give us an understanding how “large” the
ridge function classes are. Let us stress that we are interested in the dependence of the
entropy numbers on the underlying dimension d, as it is usually done in the area of
information-based complexity.

To begin with, we examine uni- and multivariate Lipschitz functions from
Lip,[—1, 1] and Lip, (2). Recall the notation By := BLip,[-1,1] and BLip, () for the
respective open unit balls. The behavior of entropy numbers of univariate Lipschitz
functions is well known, see for instance [23, Chap. 15, §2, Thm. 2.6].

Lemma 3.1 For a > 0, there exist two constants 0 < co < Cy such that
Cak™ < ex(Ba, Loo([—1,1])) < Cok™, k € IN.

This behavior does not change if we consider only functions with first derivative in
the origin bounded away from zero, as we do with the profiles in the class Ry 7"

Proposition 3.2 Let o > 1 and 0 < k < 1. Consider the class

Lipg ([—1,1]) = {f € Lip, ([=1, 1] : [ fllLipy—1,11 < 1, [ /(O] = k).

For the entropy numbers of this class, we have two constants 0 < ¢, < Cqy such that
cak™ < ex(Lipg ([=1,11), Lo ([=1, 1])) < Cok™®, k € IN.

Proof The upper bound is immediate by Lemma 3.1. The lower bound is proved in the
same way as for general univariate Lipschitz functions of order « except that we have
to adapt the “bad” functions such that they meet the constraint on the first derivative
in the origin. Again, set s = ||«|| and 8 = « — s > 0. Consider the standard smooth
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bump function

e =7 x| <1,

, x| = 1.

p(x) =

Let

Co - 9(Sk(x — b))

, kelN, bek,
kot

Yr,p(x) =

where ¢, = 1/(5% H(p”L ) The scaling factor cok ™ assures . , € Lip, ([—1, 1]).
Leta =m/4 —1/5 and I =la,a+2/5] C (0,1). We set h(x) = sin(x) and

y = sup max |h(1)(x)| = maxmax{cos(x) sin(x)} < 1. 3.1
jelNy X€ el

For any multi-index 8 = (1, ..., 6;) € {0, 1}, let

2j—1

k
ge=(1—)/)29j1/fk,bj, bj=a+ 5

j=1

Observe that supp gg C 1. . ~
There are 2% such multi-indices, and for two different multi-indices € and 6, we
have

Hgé —8& Hoo = (=)ol = call = e~k

Set fg = h + gp. Because of the scaling factors, it is assured that fj € Lipg([—l, l]).

On the other hand, f}(0) = cos(0) = 1. Obviously,( fi—f; H - ng~ — gl . we
o0 o0
conclude
ex(Lip5 ([ 1. 1)), Loo) = k™
forc, = (1 — y)e lcg. o

Considering multivariate Lipschitz functions, decay rates of entropy numbers
change dramatically compared to those of univariate Lipschitz functions; they depend
exponentially on 1/d. This is known if the domain is a cube = I¢, see [23, Chap.
15, §2]. We provide an extension to our situation where the domain is Q2 = Bg.

Proposition 3.3 Let « > 0. For natural numbers n and k such that 2=1 < n < 2k,
we have

en(Byiy, 3y Loo(BY)) = caersr(id : €5 — £5)".
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In particular, we have e, (id : Lipa(Bg) — Loo(l_?g)) e n—e/d,

Proof Consider the radial bump function ¢ (x) given by

B
e MR xl < 1,
0, lxll2 = 1.

p(x) =

Lets = [[o]|. With ¢y := (¢ ||Lip )~!, the rescaling

@ (x) 1= cqe%@(x/e)

is contained in the closed unit ball of Lip,, (€2).

For 0 < ¢ < ek+1(l§§l, 5‘21), let {x1,...,x;;} be a maximal set of 2¢-separated
points in the Euclidean ball B;’ , the distance measured in 6‘21. Clearly, every closed ball
of radius € contains at most one x;, and consequently every covering of Bg by balls of
radius & contains at least m elements. The choice of & implies m > 2% > n. For every
multi-index 6 € {0, 1}"", we define

fo(x) =D 098 (x —x)).

j=1

By construction of ¢¢, it is assured that fy € Lip, (£2) and || fo < 1. Moreover,

|| Lip,,

1.0

we see immediately that H fo ”oo = cqe” €%, and

—1.a _.
OOzco,e g =l¢€

| fo — for

for 6 # 6'. Therefore, the set { fy : 0 € {0, 1}™} consists of 2" functions with mutual
distances greater than or equal to 1. This implies

2" < 2™ < N, 2(BLip, ©)s Loo)-
Hence, e, (id : Lip, (2) — Lso(S2)) > €1/2, and by the choice of ¢, also
en(BLip, (@) Loo(Q)) > chex(id : €4 — €4)”

forc), = ¢y /(4e). Now, it follows immediately from the estimate above and Lemma 2.5
that

en(BLip, (9 Loo(Q)) 2 270K/ > p=e/d,

Now consider ridge functions with Lipschitz profile as given by the class RZ’I’ .

@ Springer



Constr Approx (2015) 42:231-264 245

Theorem 3.4 Let d be a natural number, o« > 0, and0 < p < 2. Then, foranyk € IN,
1 _ _
5 max{ex (B, £9), ex (B, Loo)} < exx(Ry", Loo)
< ex(BY, €)™™MY + ¢4 (B, Lov).
Proof Lower boundg: For ¢ > 0, let g1, ..., g, be a maximal set of univariate Lip-
schitz functions in B, with mutual distances H & —&j ”oo > ¢ fori # j. Now, let
a=(1,0,...,0), and set f;(x) = gij(a-x) fori = 1,...,n. Then, of course, we

have f; € Rj’p, and

1fi = il = llgi — gjlloo > €.
Consequently, the functions fi, ..., f, are e-separated, as well. This implies
o,p 1 =
e(Ry", Loo) = > €24 (B, Loo)-
On the other hand, for ¢ > 0, letay, ..., a, be a maximal set of vectors in Eg with
pairwise distances||a,~ —aj ||2 > ¢. Furthermore, let g(¢) = ¢, and setﬁ(x) = g(a;-x)

fori = 1,...,n.Then,f,~ eRZ’p,and

I fi = filloo = sup |fi(x) — f;(x)| = sup |g(a; - x) — g(a; - x)|

xeBf xeB§
= sup (@ —a;) - x| = lla; — ;|2 > e.
xeBg
Thus, the functions fi, ..., fn are e¢-separated w.r.t. the Lo,-norm. This implies

1 -
en(Ry", Leo) = 3 ex (B4, £9).

Upper bound: We use the shorthand @ = min{w, 1}. Let 1/2 > ¢1,&2 > 0 be
fixed, and set ¢ := 8‘15‘ +&. Let N = {g1, ..., g:} be a minimal &1-net of B, in the
Loo-norm. Further, let M = {ay, ..., a,} be a minimal &;-net of Bg in the Eg-norm.

Now, fix some ridge function f : x + g(a - x) in Ry”, ie., ||gllLip, < I and
llall, < 1.Then, there is a function g; € N with ||g—gillc < &1 andavectora; € M
with [la — aj|l2 < &>. We obtain

llgla-x) —gilaj-x)lloo < sup lg(a-x) —glaj-x)|+ga; - x) — gi(a; - x)|
x€Bj

< sup lglg-la-x—aj x|+ llg — gillo

d
X€EB;

IA

la —ajlls +11g — gillo <& +e2=¢.
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Hence, the set {x — g(a-x) : g € N',a € M} is an g-net of Ry"” in Loo(Q) with
cardinality

#N - #M = Ne, (By, Loo) - Ney (B2, £9).
Consequently, N (R;”, Loo) < #N - #M, and we conclude that
e (RG7, Loo) < ex(BY, €)% + ex(Ba, Loo).

m}

Remark 3.5 In view of Proposition 3.2, it is easy to see that Theorem 3.4 remains
valid if we replace the class Ry by Ry7".

We exemplify the consequences of Theorem 3.4 by considering the case p = 2;
for 0 < p < 2, estimates would be similar. As the corollary below shows, entropy
numbers of ridge functions asymptotically decay as fast as those of their profiles. In
contrast to multivariate Lipschitz functions on €2, the dimension d does not appear in
the decay rate’s exponent. It only affects how long we have to wait until the asymptotic
decay becomes visible.

Corollary 3.6 Let d be a natural number and o > 0. For the entropy numbers of
a2 .
Ry~ in Lo (§2), we have

1, k < cqdlogd,

_a (3.2)
k™%, k> cqdlogd,

max (k™% 27%/4) < ex(RY?, Loo) S [

for some universal constant c, > 0 which does not depend on d.

Before we turn to the proof, let us note that (3.2) implies that
et (Re?, Log) < 1 if k <d,
and
et (R%?, Log) < k™ if k > cqdInd.

Hence, entropy numbers of ridge functions are guaranteed to decay like those of their
profiles for k > cod log d—and surely behave differently for k < d.

Proof of Corollary 3.6 The lower bound in (3.2) follows from Theorem 3.4 combined
with Lemma 2.5 and Lemma 3.1. The upper bounds are proven in the same manner,
using the simple fact that for every o > 0 there are two constants ¢y, ¢, > 0, such
that k > cqd logd implies that 2~ minte 1}k/d < k. O
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Summarizing this section, the classes of ridge functions with Lipschitz profiles of
order o are essentially as compact as the class of univariate Lipschitz functions of
order «. Consequently, when speaking in terms of metric entropy, these classes of
functions must be much smaller than the class of multivariate Lipschitz functions of
order .

Remark 3.7 Thereader who is interested in results on entropy numbers of other classes
of ridge functions is referred to the recent work [24]. There, classes of sums of ridge
functions are studied such that each sum of ridge functions forms a multivariate poly-
nomial of some maximal degree.

4 Sampling Numbers of Ridge Functions

In light of Sect. 3, one is led to think that efficient sampling of ridge functions should
be feasible. Moreover, their simple, two-component structure naturally suggests a
two-step procedure: first, use a portion of the available function samples to identify
either the profile or the direction; then, use the remaining samples to unveil the other
component.

However, in Sect. 4.1, we learn that for ridge functions in the class Rg’p ,sampling is
almost as hard as sampling of general multivariate Lipschitz functions on the Euclidean
unit ball. In particular, such two-step procedures as sketched above cannot work in an
efficient manner. It needs additional assumptions on the ridge profiles or directions.
We discuss this in Sect. 4.2.

4.1 Sampling of Functions in R}y”

As usual, throughout the section, let « > 0 be the Lipschitz smoothness of profiles,
s = ||« the order up to which derivatives exist, and let 0 < p < 2 indicate the
p-norm such that ridge directions are contained in the closed E‘[i,-ball.

The algorithms we use to derive upper bounds are essentially the same as those
which are known to be optimal for general multivariate Lipschitz functions, albeit the
ridge structure allows a slightly improved analysis, at least in the case p < 2.
d+s

N

Proposition 4.1 Leta > 0and 0 < p < 2. Forn > (
sampling number is bounded from above by

) sampling points, the nth

gl (RG7, Loo) < ex—a(BY, £4,)°,

where k = |logn] +2, A =1+ [log (dj,’s)], and p' is the dual index of p.

Proof Case oo < 1: In this case, s = 0 and A = 1. We choose sampling points

X1, ..., X2 such that they form an e-covering of Bg in Z‘f),. Given this covering,
we construct (measurable) sets Uy, ..., Uy—2 such that U; C x; + SBZ, fori =
1,...,2k2and
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2k72 2k72

U(xi+8BZ,)= Ju. tinu;=ofori#.

i=1 i=1

Now, we use piecewise constant interpolation: we approximate f = g(a-) € RZ’p by
k=2
Sf =32 f(xi)1y,. Then,

lf=Sf|o= sup sup|f(x)— f(xi)

i=1,....2k=2 xeU;
< sup sup g, Nall$llx — x4 < e
i=1,..,2k2xel; Lipe b b

The smallest ¢ is determined by the (k — 1)st entropy number ey _1 (I?g , Z‘; ,). Conse-
quently,

iRy Loo) < gyt y(RG7 Loo) < ex—1(B3., £5)°.
Case o > 1: Let the sampling points x1, . .., Xok-a—1 and the sets Uy, ..., Usp—a—1
be as above. However, instead of piecewise constant interpolation, we apply on each
of the sets U; C x; + 8BZ, a Taylor formula of order s around the center x;.
That is, to approximate a given f = g(a) € Ry”, we set Sf =
21<7A—I

> Ty fly,. Then, by Lemma 2.3 (ii), we have

1
||f—Sf||OO=_ sup sup|f(x)—Txl.,Sf(x)|5§||x—x,-||g/5ga.

i=1,..,2k-A-1xel;

It takes 2K—2~1 (d;’s) < n function values to approximate all the T, ; above up to
arbitrary precision by finite-order differences, cf. [38].

The smallest ¢ is now determined by the (k — A)th entropy number ex_a (Bg , Zz ).
We conclude

g (Rg" Loo) < g3ia1 4 (Ry", Loo) < ex—a(BY, €5)°.
a

We turn to an analysis of lower bounds for the classes RZ’p . Our strategy is to
find “bad” directions which map, for a given budget n € IN, all possible choices of n
sampling points to a small range of [—1, 1]. There, we let the “fooling” profiles be zero;
outside of that range, we let the profiles climb as steep as possible. Proposition 4.2
below states the lower bound that results from this strategy provided that the “bad”
directions are given by some M C BZ \ {0}. We discuss appropriate choices of M

later. Hereafter, we use the mapping W : R? \ {0} — Sg_l defined by x > x/||x||>.
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Proposition 4.2 Leta > 0,0 < p < 2, and M C B3\ {0}. Then, for all natural
numbers k and n withn < 2¥=! we have

gz,dt?(Rz’p, L) > cq ler.l/{/[ ||a||g cep (W (M), Zg)th.
a

The constant c,, depends only on «.

Proof Let us first describe the “fooling” profiles in detail. Foreacha € M ande < 1,
we define a function

8a.e (1) = V[t — llall2(1 — °/2)) 4] 4.1

on the interval [—1, 1]. The factor 9, assures that ||gq.¢ l|Lip,[-1,1] = 1. Set fa,e(x) =

ga.e(a - x). By construction, we have that f, . € R;”. Moreover, whenever x € B¢
and @ € M is such that

&2 <|x— @], (4.2)
then 2 < 2 — 2(x - W(a)) and hence
x-a=llala(x- W(@) < llal2(1 - €?/2).
Therefore, (4.2) implies f, ¢(x) = 0.

Now, let n < 21 and § € S be an adaptive algorithm with a budget of n
sampling points. Clearly, the first sampling point x; must have been fixed by S in

advance. Then, let x», ..., x, be the sampling points, which S would choose when
applied to the zero function. Furthermore, let F(xy, ..., x,) C Rg’p denote the set of
functions that make S choose the very points xi, ..., x,. Obviously, we have f, . €

F(xy,...,x,)if (4.2)holds forevery x;, i = 1, ..., n. Thisis true for some a € M if
we choose ¢ < e (W(M), Eg). For the respective function f; ., we have in particular
Ngda(fayg) = 0, and hence, S| f,.c] = S[—fa.c]. Consequently,

max{”fa,s = Slfaellloos | = fa.e — S[_fa,s]”oo} > | faelloo

= gac(lalo) = cqllal§e®, (4.3)

where ¢, := 27%9,,. Since ¢ has been chosen arbitrarily but less than e (¥ (M), Eg),
we are allowed to replace ¢ by e (W (M), 5‘21) in (4.3) and get

sup [If — S(f)lloo = cq inf [lall§ - ex (W (M), €)%,
feRZ'p aeM

Taking the infimum over all algorithms S € S22 yields

RGP Loo) > ca inf [lallg ex(W(M), €42,
aeM
O
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Theorem 4.3 Let o > 0, s = ||a]|, and 0 < p < 2. For the classes ’Rz’p, we have
the following bounds:

(1) The nth (linear) sampling number is bounded from above by

(R Loo)
1, n<2d(*T),

log(14d/ log ny) 1&(1/ max{l. p}=1/2) d+s d+1 (d+s
= Cpa [T.l] - 2d(77) < <271(0),

p—a/d g—a(l/max{p,1}—1/2) N> 2d+1(d+s)

b Ky b
where ny = n/[2 (di's)] and the constant Cp, o depends only on o and p.
(i1) The nth (adaptive) sampling number is bounded from below by

1, n<d,
ada o, p a(l/p—1/2)
R;", Loo) > ¢ log, (1+d/(2+log, n)) d—1
&n.d(Ry %) Z Cpa THom , d<n<?2¢%,
p—2e/(d=1) g-a(l/p=1/2) n > 241,

The constant cp o depends only on o and p.

Proof (i) The upperbound is adirect consequence of Proposition4.1 and Lemma2.5.
Note that, for k and A as in Proposition 4.1, it holds true thatk — A —2 < logn| <
k — A. Note also that

d+ s\ w/d s :
( +S) < (1 +S)wl/ddw‘/d < ((l +S)€)M1
S

ensures that the constant C, o, can be chosen independently of d and n.

(ii) Case n < d. Let M = {Zey,..., ey} be the set of positive and negative
canonical unit vectors. Clearly, we have M = 2d, and every two distinct vectors
in M have mutual K‘zi-distance equal to or greater than /2. Let k be the smallest
integer such thatn < 2k=1 this implies 2k=1 — 24 Hence, whenever 21 balls of
radius ¢ cover the set M, there is at least one &-ball, which contains two elements
from M. In consequence, we have 2& > ﬁ and hence ey (M, Eg) > ﬁ/Z. By
Proposition 4.2 and the fact that M = W (M), we obtain

SURYT, Loo) = caer (M, €)™ > 277

Cased < n < 297!, For m < d, consider the subset of m-sparse vectors of the
p-sphere,

651’_[} = {x € Si_l : gsupp (x) = m}
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Using the combinatorial construction of [ 16], cf. also [ 13], we know that there exist
at least (d/(4m))™/? vectors in \P(an}i) = an_zl having mutual E‘zi-distance
greater than 1/ V2. Therefore, we have

C<m/2log(d/(4m)) = e (W(Sh ). ) =V2/4 (44
Let k again be the smallest integer such that n < 2k=1, Hence, k < d. Choose
m* := | min{4k/log(d/(4k)), k}| < k.

Because of k > logd, we have min{logd,4} < m* < d. Write
M = Gz;,lp. If k < d/64, then log(d/(4k)) > 4 and k < m™*log(d/(4k))/2 <

m*log(d/(4m*))/2. Hence, by (4.4), one has ek(\I/(GiI}p), K‘gi) > +/2/4. Con-
sequently, by Proposition 4.2, it follows that

8hU(RG?, Loo) = co(m™)* 121D e (w(S4: 1), )™

2 eyt [ B4R et

a(l/p=1/2)
- et (120441

(log(l + d/k))“‘(l/”_l/z)
ZCpog\———— .

k

On the other hand, if d /64 < k < d, thenm* = k. By $5~! c w(&?! ) c §4-!

P
and Lemma 2.6, we have ek(\IJ(Gf;’lp), E‘z") 1. Proposition 4.2, together with
log(1 4+ d/k) < 8 for k > d /64, implies

X

k

. (log(1+d/k)\*/P=12)
R U ‘

log(1 4 d/k)\*/P=1/2)
GUREP Log) = L k(1/P=1/D 5/ g=all/p=1/2) ( og(l+d/ ))

Case n > 2d-1 Again, k is chosen such that 2k=2 — < 2k=1 which implies
k > d. In this case, we choose M = Sf,_l. By Lemma 2.6 and Proposition 4.2,
we obtain

(RGP Loo) = cq d™ P71 er(8571, £5)
Z Cad_a(l/p_l/2) (4’1)—2(1/(11'—1)

> o 472 g (/p=1/D), ~2a/@=1)

This completes the proof. O
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Remark 4.4 Consider the situation p = 2. For sampling numbers with n < 297!, we
have

2
gz"if}(RZ ,Loo) =< 1.

For sampling numbers with n > 2d+1 (d_‘:s), we have
n=2/ =D < gty RE2 Loo) S nmd 4.5)

The upper estimate on sampling numbers is exactly the same as for multivariate Lip-
schitz functions from Lip,, (€2). Although there is a gap between lower and upper bound
in (4.5), the factor 1/(d — 1) in the exponent of the lower bound allows us to con-
clude that sampling of ridge functions in RZ’2 is nearly as hard as sampling of general
Lipschitz functions from Lip, (€2). Hence, we have the opposite situation to Sect. 3,

where ridge functions in ’RZ’Z behave similarly to univariate Lipschitz functions.

Remark 4.5 Letus consider the modified ridge function classes 7@3 P and 7@3’ P defined
by

R =1{f:10,11" > R : f(x) =gla-x), lglip,i0.1 < 1, llall, <1, a >0}
4.6)
for0 < p <1,and

RGP = {f:BIN0, 11" > R: f(x) =gla-x),
lglitip, 011 < 1, llall, < 1, a > 0} (4.7)

for 0 < p < 2. Here, a > 0 means that all coordinates of a are nonnegative.

(i) In the recent paper [6], it has been shown that there is an adaptive algorithm,
which attains a decay rate of n~%, for the worst-case L ,-approximation error
with respect to the class 7%3 ! provided that n > d. In terms of adaptive sampling
numbers (such that the feasible algorithms are adjusted to the domain [0, 1]%),
this reads as

gURY Log) < Cen™, n>d. 4.8)

At the same time, a careful inspection of the proofs of Propositions 4.1, 4.2, and
Theorem 4.3 shows that the results can be carried over to the classes RZ”’ for all
0 < p < 2.In particular, for 0 < p < 1, we have the lower bound

gfl‘fi(‘}(ﬁg’p, Loo) > cp,an’z"‘/(d’l)d"‘(]/z’l/”), n e N. 4.9)
The estimates (4.8) and (4.9) appear to be conflicting at first glance. We encounter
the rather surprising phenomenon that enlarging the domain of the class of func-

tions under consideration leads to better approximation rates. To understand this,
let us briefly sketch the adaptive algorithm of [6]. For f = g(a-) € RZ’p not the
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zero function, the idea is to first sample along the diagonal of the first orthant,
that is, at points x = (1, ..., 1) with ¢ € [0, 1]. Importantly, it is guaranteed that
we can take samples from the whole relevant range [0, ||a||{] of the profile g of
f. This in turn assures that, by sampling adaptively along the diagonal, we find
a small range in [0, ||la||{] where the absolute value of g’ is strictly larger than 0.
Then, the ridge direction a can be recovered in a similar way as in Sect. 4.2.

On the other hand, for the classes 7_33”’ , this adaptive algorithm will not work.
Assume we sample again along the (rescaled) diagonal. This time, we can be
sure that we are able to reach every point in the intervall [0, ||al|;/ \/d]. But this
interval is in most cases strictly included in the relevant interval [0, ||a||2] for g.
Hence, it is not guaranteed anymore that we sample the whole relevant range of
g and find an interval on which g’ is not zero.

(i) Admittedly, the domain 2 = [0, 1]d N Bg in (4.7) is a somewhat artificial choice
in case of p < 1, whereas the cube Q2 = [0, l]d seems natural. Conversely,
the definition in (4.6) is not reasonable in the case p > 1, since then a - x might
exceed the domain interval for g. However, 2 = [0, l]d N Bg is the natural choice
for p = 2 in (4.7). In this situation, we suffer from the curse of dimensionality
for adaptive algorithms using standard information, see Remark 4.4 and Theo-
rem 5.1,(1) below. This shows that the condition p < 1 is essential in the setting
of [6] and that (4.8) cannot be true for the class 7@3’2.

Remark 4.6 We are not aware of any results on the approximation of ridge functions
when arbitrary bounded, linear functionals are admitted in the information map, see
Sect. 2.2. It seems to be an open problem whether or not such linear information would
lead to substantially better bounds for the worst-case error.

4.2 Recovery of Ridge Directions

At the beginning of Sect. 4, we have sketched two-step procedures for the recovery
of ridge functions. In this section, we discuss under which conditions these two-step
procedures are feasible within our setting. The adaptive algorithm of [6], which we have
already discussed in Remark 4.5, first approximates the profile g. Unfortunately, we
could already argue that this algorithm cannot work in our setting. There is an opposite
approach in Fornasier et al. [12], which first tries to recover the ridge direction and
conforms to our setting. Following the ideas of [2], the authors developed an efficient
scheme using Taylor’s formula to approximate ridge functions with C* profile obeying
certain integral condition on the modulus of its derivative. This condition was satisfied,
for example, if |g/ (0)| > k > 0. In their approach, the smoothness parameter s had
to be at least 2. Using a slightly different analysis, this scheme turns out to work for
Lipschitz profiles of order o > 1.

Before we turn to the analysis, let us sketch the Taylor-based scheme in more detail.
As transposes of matrices and vectors appear frequently, for reasons of convenience,
we write a - x = al x for the remainder of this subsection. Now, Taylor’s formula in
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direction e; yields
flhe) = fO0) +hVfEPen e
= 2(0) + hg' (¢ ap)a;.

Hence, we can expose the vector a, distorted by a diagonal matrix with components

&= (@ an. ... ¢ 6 an)

on the diagonal. In total, we have to spend only d + 1 function evaluations for that.
Moreover, each of &,’s components can be pushed arbitrarily close to g’(0). This
gives an estimate a of a/||al|,, along which we can now conduct classical univariate
approximation. Effectively, one samples a distorted version of g given by

g [-1L1] >Rt ftd) =g (mT&).

The approximation g obtained in this way, together with a, forms the sampling approx-
imation to f,

foo) =g@ ).

Observe that (a”x) = g(a’aa’ x), so it is crucial that aa” spans a subspace, which
is close to the one-dimensional subspace spanned by aa”, in the sense that

|a" (1a = aa"),

has to be small. Importantly, this provides the freedom to approximate a only up to
a sign. Finally, let us note that if the factor g’(0) can become arbitrary small, the
information we get through Taylor’s scheme about a also becomes arbitrarily bad.
Hence, for this approach to work, it is necessary to require |g/ (O)| > K.

Lemmad4.7 Let0 < B < 1,0 < « < 1, and ¢ > 0. Further, let § = ;T"'g and

h=(8/2)YB. Forany g € Lip’l(_Hg([—l, 1]) and a € Bg witha # 0, let f = g(a-).

Set
o _ flhe) = £O)

; p i=1,....d (4.10)

and a = a/|\al|p. Then
|sign (8'(0)a —a/llall2|, < e.
Proof By the mean value theorem of calculus, there exist é,y) € [0, 1] such that
a; = g/(%“;fi)ai)ai-
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By Holder continuity, we get
g/ a) — g/ )] < 21¢'Iglai 1P InIP < 5

foralli =1,...,d. Le_t us observe that § < «, and therefore, @ # 0 and a is well
defined. Set £ = (g’(é}?)ai)),‘?l:l. Then, we can write a = diag(&)a. For the norm of

a, we get
lall2 < l|diag(§)a — g'(0)all2 + |g'(O)llall2
< max [g'& " a) — g Ollall2 + g Ollall2

.....

<@ +I1g'O)Dlal>.
Analogously, by the inverse triangle inequality, [|@[l2 > (]g’(0)|—8)|la||2. In particular,

[lall2/llallz — 1g' ()| < 8.

Now, writing y = sign (g’(0)), we observe

lya—a/llalz|, < |va—1g'©O)la/lall2|, + ||Ig'Ola/lall2 — a/lal-|,

= llall; " (Il(diag(&)— &' (0)1a) alla+]lg' O)|—lall2/ lall2] llall2)
< 28llall2/llall> < 28/(1g'(0)] — &) < 28/(k — &) = .

]

Having recovered the ridge direction, we manage to unveil the one-dimensional
structure from the high-dimensional ambient space. In other words, recovery of the
ridge direction is a dimensionality reduction step. What remains is the problem of
sampling the profile, which can be done using standard techniques. In combination,
this leads to the following result:

Theorem 4.8 Leta > 1and 0 <k < 1.

() Letn <d — 1. Then g, a(RS™, Loo) = gl (RG>, Loo) = 1.
(i) Letn > d + 1. Then,

Co 17 < gna(RE™Y, Loo) < gl™/(RY*, L) < Coln —d)™®
with constants ¢, and Cq, which depend on a only.
Proof (i) Itisenough toshow thatgn,d(Rj’l'(, Loo) > 1forn < d—1.Letusassume
that a given (adaptive) approximation method samples at xi, ..., x,, and let us

denote by L their linear span. Then, dim L < n < d, and we may find a € R?
with |la||> = 1 orthogonal to all xy, ..., x,. Finally, if we define g(¢r) = ¢, we
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obtain

L= lg@ )l
1
=5 {Ie@") = Si(e@ il + I = 8@”) = Su(=g(@” Nlloo}

a2,k

< gn,d(Rd s LOO)

(ii) Fix some 0 < ¢ < 1. Leta denote the reconstruction of a obtained by Lemma 4.7,
which uses d 4 1 sampling points of f. We estimate g by sampling the distorted
version

g:[-1L1] >R 1 fta) =g (mTa).
Re-using the value g(0) which we have already employed for the recovery of a, we
spend k = n — d > 1 sampling points and obtain a function g with ||g — gllcc < &
= Cok™ 1 ILip, -

Now write f (x) = g(a’ x) as our approximation to f. To control the total approx-
imation error, observe that

F@ = )] = [8@7%) = 3@ 0|+ [2@"0) — g@” )| =t Ey + Ea.
For the first error term £, we immediately get
E1 <Ig — &lloo < & = ColigliLip, k™ < Cok™

as 1gllLip, < llall2 llgllLip, < 1.
For the second error term, note that

Ex = [g(@”ad"x) - g(@" )| < lglup, o (ta = aa")| il

T AT
< llgllLip, lIxll2 lallz2 [a" /llallz (ta —aa™)|,.

We do not know the exact value of the subspace stability term ||a r /llall2 (Ig— aal)|ls.
But because aa’ is the identity in the direction of @, we have the estimate

la” /lalla (1a —aa™) |, = | (a/llall — sign (¢'©Opa)" (La —aa")|,

< g — aa" |22 ||a/llall2 — sign (¢'O)a|,

<e.

For the last inequality, we have used Lemma 4.7 and the fact that ||I; —aa” |o, < 1.
As a consequence,

Ey < Ixll2 llall2 1gllLip, & < &.
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Putting everything together, we conclude

If = flloo <28 <2CLk™%.

Let us turn to the lower bound. Assume we are given a feasible approximation
method S,, that samples at points {xi, ..., x,} C €. Let Y, be as in the proof of
Proposition 3.2. There is an interval I’ C I = [n/4 — 1/5, /4 + 1/5] of length
|I’| = 1/(5n) such that I’ does not contain any of the first coordinates of x1, ..., x,;
in other words, it is disjoint with {x| - ey, ..., x, -e1}, wheree; = (1,0, ..., 0) is the
first canonical unit vector. Furthermore, let b be the center of I', put ¥ = ¥, 5, and
a = ej. Finally, with y as in (3.1), we write

f(x) = sin(x - e1),
f+ () =sin(x -e)) + (1 = Y)Y (x - en),
f-(x) =sin(x -er) = (1 = py)¥(x-er).

As S,(f) = S,(f+) = S,(f-) and all the three functions are in RZ’Z’K, we may
use the triangle inequality

11 =¥ lloo = (1 = V)W (erlog
< {10 =) + 7 =8l
10 =P er) = [f = Sa (Dl
= {1 = 10 + 15 = S Dlec)
to conclude that
gnd(RG™ Loo) 2™,

with a constant depending only on «. O

Remark 4.9 Let us briefly comment why we assume g’(0) > « and not g’(fg) > «
for some arbitrary but known 79 € [—1, 1]. Let x € Bg be some arbitrary sampling
point (taken, e.g., uniformly at random in Bg ). Since the only a-priori informat