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Preface

UZ je to tady - uz je to tady,
jsem jako drak!

Nechytit se rychle stolu
ulétnu do oblak!

Jan Haubert

This habilitation thesis is the commented collection of 14 of my papers published in the period
from 1998 to 2012. Ten of them are authored only by myself, the rest was created in collaboration
with various co-authors. Where considered appropriate, I mention specifically the part of the joint
work I am responsible for.

The common denominator of all the presented works is the concept of complexity, in its various
manifestations. Although not new, the word complexity continues to carry a sensational flavour,
at least for general audience. This atmosphere helps selling the results and getting funds for con-
tinued research but simultaneously burdens the researcher by false expectations and mass media
confusions. Nonetheless, I consider the science of complexity one of most topical fields of science
now. Let me briefly sketch its general relevance by mentioning its roots and ramifications.

Very often the discussions on complexity begin and eventually end at the definition of the
very notion of “complexity”. There are good reasons to avoid these terminological battles as they
rarely produce any progress in understanding real phenomena. Yet I wish to mention at least one
formulation, due to Giorgio Parisi [1]: “A system is complex if its behaviour crucially depends on
the details of the system.”

Indeed, the way in which various theories treat the details of the system in question may be
their distinctive feature. After the 17th century breakthroughs the analytical mechanics assumed
its more or less definitive form a century later. At that time it was constantly repeated that having
infinite (God-like) intellectual capacities implies predicting, with infinite accuracy, the behaviour
of the Universe to its tiniest parts. The epistemological optimism of the era of Enlightenment took
it for granted that we can approach that ideal infinitely, much like an infinite series approaches its
limit.

However, the realm of Infinity showed to be much less domesticated than the 18th century
scientific giants ever thought. Bolzano, Cantor, Russel and their followers released the dragons of
the mathematic set theory, which the general public is perhaps less prepared to assimilate than the
wonders of the general relativity. The stories of J. L. Borges (El Aleph, Funes el memorioso, etc.)
try to get feeling of the abyss: “The Aleph’s diameter was probably little more than an inch, but all
space was there, actual and undiminished. (...) I saw the Aleph from every point and angle, and in
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6 PREFACE

the Aleph I saw the earth and in the earth the Aleph and in the Aleph the earth; I saw my own face
and my own bowels; I saw your face; and I felt dizzy and wept, for my eyes had seen that secret
and conjectured object whose name is common to all men but which no man has looked upon —
the unimaginable universe. I felt infinite wonder, infinite pity.” The foundations of the optimistic
world-view were irreparably shattered, but the shock was yet to be felt within physics.

Indeed, a classic says: “more is different” [2], and dealing with infinity of particles or infinity
of time or infinite requirements as to precision represents a qualitative jump with respect to the
physics of small assemblies of bodies the classical mechanics was initially designed for. Even
worse, all everyday objects we have to live with (including our bodies) are composed of very large
number of particles; and “very large” may be much more difficult than “infinite” as it implies we
must investigate not only the infinity itself but infinity of ways the infinity is reached. That is the
thermodynamic limit, if taken properly. Let us look at some of the beasts infinity set free, to make
the life of a scientist more adventurous.

The gradualist idea of completing the picture of the world by adding the details of the system
one by one, as Euler did with his perturbation treatment of the Solar system, was burned instantly
by the first rays of rising deterministic chaos in the works of H. Poincaré. If anything could be
called a paradigm shift after the Galileo’s relativity principle, surely it is the idea of deterministic
chaos. From now on all minuscule details in the initial conditions were equally important, every
indiscernible perturbation equally disastrous. Any effort to approach the truth about trajectories
by pouring more precision into the formula is nothing more than a child’s occupation: pouring the
water out of the Ocean with a shell in hand.

Now, how do we renounce the precise predictions of bodies’ movements and retain scientific
rigour of our discourse? The answer lies in the use of the language of chance. Indeed, we cannot
predict the location of a tagged molecule in a gas container, but still we can predict at which
temperature the gas starts condensing, within a prescribed expectancy range. We made virtue out
of necessity, introducing probabilistic approaches of statistical mechanics. Treating the physical
systems as ensembles of particles’ collections, differing by small details, we loose the possibility to
predict the detailed evolution of each member of the ensemble, but gain the insight into the generic
features of the system behaviour. Indeed, it would be foolish to attribute the same relevance to
the question about the position of a single molecule and the question whether the system is liquid
or solid. Too much knowledge obscures understanding; therefore the gains from the statistical
approach were much larger than the apparent losses.

Statistical mechanics was indeed extremely successful branch of physics since its establishment
by Maxwell, Boltzmann and Gibbs at the end of the 19th century. Once again, it seemed that
a machinery to predict every substance’s phase diagram is at hand. Such prediction, however,
showed completely illusory when the attention turned to living beings.

New experimental techniques and advances in handling extremely large amounts of data made
it possible to investigate in detail the tiny building blocks of life: proteins, nucleic acids, cytoskele-
tons etc. As every single protein molecule is significant for the cell structure, there may not be sta-
tistical mechanics of cell proteins. Every single detail of the protein makeup and placement makes
huge difference. We are facing similar difficulty as with the deterministic chaos: any minuscule
change in the Hamiltonian of a given system results in tremendous consequences. Adding a single
extra particle into an information molecule changes the message completely. Here we come to a
situation which is typical to what is commonly called complexity.
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Yet it is not something new nor unexpected. Adding a single neutron to an atomic nucleus
makes a big difference in the spectrum of nuclear energy levels. To calculate precisely the energy
levels of an iron nucleus starting from the Standard model of particle physics is a daunting task.
But even if someone succeeds, using the biggest supercomputers, and lists a very long collection
of numbers, what could we learn from that result? Does it bear any significance that the 154th
level assumes this or that value? Stated differently, we could possess an answer but still lack the
question.

The science of complexity provides a clue: while we do not underestimate the detailed and
precise treatment of a system, with all details included, we look for generic features of our systems,
using again the language of probability. Thus, the study of complexity does not yield predictions
about the outcome of each realisation of the complex system, but shows, which features are to be
expected, decides, what is common to all proteins and what is a specific feature of the one we are
studying just now.

For example, complexity studies may tell us, what is the generic distribution of level spacings
within any nucleus, be it vanadium or nickel, while precise placement of the levels may remain
unknown. The science of complexity may reveal, how long a protein must be, in order to be
useful as an enzyme, but specific function of a specific protein still needs to be determined. The
“conventional” physics should go hand in hand with physics of complexity. The former calculating
conductivity or infrared spectra of a substance, the latter saying what is trivial, what is typical and
what is surprising. The former providing useful knowledge, the latter understanding.

While perceived as something (relatively) new, complexity science relies on many quite old
achievements, assembling them into a systematic framework. Therefore, I do not think complexity
marks any kind of revolution in physics; rather, it is like a growing plant, which suddenly develops
a blossom. It might be stunning for a visitor, but not for a gardener who has watched day after day
the preparations.

Still I do believe there is an immense resource of good, hard and exciting problems in the realm
of the complex. As a teacher, I am trying my best to bring the students’ attention to it. An example:
who would not like to understand life? Studying artificial life is one of the promising tracks. But
where to go, if neither the direction nor the thing itself is known? The word “life”” seems to make
so much confusion that its meaning draws to naught. “Go there, I do not know where, find that, I
do not know what.” This is the typical situation a complexity scientist faces: the question itself is
to be established in the course of the research. But, quoting again Parisi [1]: “I am convinced that
in the next century a much more deep understanding of life will come from this approach.” I invite
you to share his optimism. A. M. D. G.

Prague, October 2013 Frantisek Slanina
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Chapter 1

Commentary

1.1 Introduction: Non-equilibrium and complexity

There is a broad variety of complex systems studied in physics in the last couple of decades. Sec-
ond order phase transitions belong perhaps to the oldest ones. Still today, the critical phenomena
related to second order transitions are textbook examples of a complex behaviour. Opening a
textbook again, we find the classical phase diagram of water, with the line of liquid/vapour equi-
librium ending in a mysterious point. Measuring optical properties close to it we discover critical
opalescence, one of the handful of phenomena which lead Einstein to his breakthroughs.

Now, what is complex about the critical opalescence? To make it short, it is the absence of a
typical length scale. There are always some thermal fluctuations around (provided atoms of finite
size exist, which is what Einstein showed). The characteristic size of the fluctuations is measured
by the correlation length £. Close to the critical point the correlation length diverges as a (negative)
power of the distance from the critical point. The power is a special function with respect to the
change of the units of measurement: if we change the scale, the functional form does not change.
The opposite is also true: if a function is scale-invariant, it must be a power.

Important thing about the critical point is that not only the correlation length diverges as a
power, but also the correlation function itself behaves as a power, and many other quantities,
including thermal capacity and susceptibility, have power-law singularities. This fact marks an
important observation: at the critical point the system is scale-free, i.e. it is invariant with respect
to change of the units of measurement.

Concentrating on a single typical scale of length, time, or energy is a widespread approach
in physics. We neglect gravity when dealing with semiconductors and we forget quarks in civil
engineering. There is a deep reason for it: nature does separate phenomena in different energy
bins and we rarely need to jump from one bin to another. Things are changing, however, in recent
years, with systematic use of multiple-scale modelling. For example, somebody may use ab-
initio quantum-mechanical calculations for atoms adsorbed on a surface and pass the resulting
energy barriers to somebody else, who makes Monte Carlo simulations of diffusion of many such
atoms. Or, in a unified study of crack propagation the microscopic core of the crack is treated
quantum-mechanically, the surrounding cluster by molecular dynamics and the rest of the body by
conventional elasticity theory.

These powerful methods mark a significant progress, but still they are rather like conglomer-
ates of heterogeneous approaches glued together by ingeniously designed interfaces. Going back
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to critical phenomena, we face a more serious problem of being able to cover all length scales by
unique approach. To be sure, we cannot investigate all features of the system at once; reductionist
paradigm is still in force, but it is applied along different axis. We do not proceed from a “fun-
damental scale” microscopic level and build our theories upon them. This would be a bottom-up
advance, selecting a smaller scale as more basic and larger scales as derived ones. Instead, we
should select “fundamental fluctuations”, spanning all length scales. All other fluctuations are
projected out or taken into account as corrections. The problem with this approach is, that there
is no a priori criterion as to what are the fundamental fluctuations, while the fundamental scale is
obvious: the smaller, the more basic it is, at least according to the reductionist orthodoxy.

To overcome this problem, renormalisation group theory [3,4] was developed since early
1970s. The RG machinery selects automatically the proper fluctuations which contribute to the
critical behaviour. The RG operation defines a flow in the space of Hamiltonians and the investi-
gation of critical behaviour is reduced to the study of the properties of the fixed points of the flow.
The first reduction comes from the linearisation of the flow around fixed points. This screens out
fluctuations which are relevant only far off the critical point. Moreover, unstable and stable direc-
tions define relevant and irrelevant parameters in the Hamiltonian. This way, the flow is effectively
reduced to a few-dimensional problem.

As there are many more irrelevant than relevant parameters, many systems with different
Hamiltonians must share the same flow diagram. This fact implies natural grouping of physi-
cal systems into universality classes characterised by unique values of critical exponents. People
are dreaming about full classification of all possible universality classes; however, a major break-
through would be indispensable to achieve that, and besides the two-dimensional case, where the
conformal field theory provides nearly full information, it is beyond the capacities of current the-
oretical tools. I used the renormalisation-group techniques once, when investigating the effect of
impurities on a growing surface [5].

It became a common wisdom to attribute scale-free properties to fractals and vice versa. Algo-
rithmic creation of fractals via recursive formulae is a straightforward tool. It is doubtful, though,
that nature uses the same tools in making so abundant fractals around us. One possible excep-
tion are the plant shapes, like the fern leaves. In this case, the Lindenmayer L-systems based on
recursive automata may be biologically plausible [6].

In most cases, other mechanisms are involved. One of them was already hinted in the above
discussion of critical phenomena. Indeed, the power-law behaviour at the critical point is the
manifestation of emergent fractality, which can be verified by analysing the shape of domains in
spin systems on lattices or connected components in bond percolation.

Another bunch of mechanisms is related to the dynamics and non-equilibrium nature of many
physical systems. Take for example the bushy aggregates many people admire in showcases at
mineralogy departments. Usually they are deposited from hot and very dilute solutions of various
minerals. We may idealise the situation as the movement of sticky Brownian particles, which are
released one by one from a large distance. We start with one such particle already stuck at one
point and let the newcomer particle walk until it sticks to one of the already immobilised parti-
cles. Important point is that the new particle is injected only after the preceding one sticks. This
corresponds to the limit of negligible concentration and infinitely strong inter-particle bonding,
preventing any diffusion within the aggregate. The model we just described is called the diffusion
limited aggregation (DLA) and for many years it was the paradigmatic model of fractal growth [7].
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Another model, introduced in 1986, deals also with particles attaching on a surface. More
specifically, it describes a surface growing by the molecular-beam epitaxy. Particles are sent from
above onto a plane substrate and attach when they hit the already deposited layer. Diffusion over
the surface is prohibited. On a very large scale, the discreteness of the atomic structure of the ma-
terial can be neglected and the deposition process is described by time evolution of a real function
of a continuous coordinate. The prominent model of this process is described by the Kardar-Parisi
Zhang (KPZ) equation [8], perhaps the most studied stochastic non-linear partial differential equa-
tion. The surface grown in this way has fractal properties with non-trivial scaling exponents. The
model is exactly solvable in 1 spatial dimension, using replica Bethe-ansatz method [9]. There is
also ingenious dynamical renormalisation group treatment, which gives exact values of the critical
exponents in 1 dimension [10].

Even broader and largely unexplored is the area of lattice models. It is believed (and confirmed
by ample numerical evidence) that restricted solid-on-solid growth model, where particles of finite
size are attached on the surface, while the slope of the surface is restricted to fixed bound, belongs
to the KPZ universality class. In fact, exact solution of this discrete problem was found in 1
dimension, again using Bethe ansatz, which gives the same set of exponents as continuous KPZ
[11].

It is believed that many more very different models belong to the KPZ universality class. In-
deed, the range of various problems related to this simple equation is astonishing. Remaining
within continuous space description, besides the surface growth it was proved that KPZ equa-
tion can be exactly mapped to the problem of directed polymers in random media [12] and to a
simplified model of turbulence, described by Burgers equation. I contributed to this field by the
papers [5, 13, 14] which analyse the effect of impurities on the growing surface and the growth of
a two-component material.

The scale-free nature is palpable in visible spatial structures such as fractal aggregates. There
is a much more subtle way the complexity is generated, which is at work in strongly frustrated
spin systems, like spin glasses. In reality, they are diluted alloys of a magnetic substance in a non-
magnetic metal. The paradigmatic model of a spin glass introduced by Edwards and Anderson
in 1975 remains as a kind of a mystery up to the present time [15]. There is a beautiful and
comprehensive solution of its mean-field variant, called the Sherrington-Kirkpatrick model [16],
which was obtained by Parisi in early 1980s [17]. The peculiar beauty of this solution consists
in the structure of pure states in the spin-glass phase. To assess the novelty, let us compare the
situation with textbook examples. The low-temperature phase of the Ising model has just two pure
states related by the global reflection symmetry. The pure states of the classical Heisenberg model
form a sphere, therefore the set of pure states can be mapped on a Lie group coinciding with the
group of global rotational symmetries of the Hamiltonian.

On the contrary, it was found that spin glasses exhibit multitude of pure states which are not
related by any symmetry, yet they are not random, but organised in a very peculiar hierarchical
manner. Introducing overlaps between states as a measure of distance, it was shown that the set of
pure states is an ultrametric space. This fact provides, among others, a straightforward explanation
of extremely slow relaxation processes and ageing observed in spin glasses experimentally. The
“fractality” of spin glasses is not manifest in their external appearance, neither in a spatial geom-
etry. It is rather a property of the state space, which assumes a “scale-free” or “fractal” feature
due to the ultrametric structure of pure states. Moreover, unlike the usual magnetic systems show-
ing critical behaviour close to a unique critical point, spin glasses are, in a certain well-defined
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sense, explanation of which we skip here, critical at all temperatures and magnetic fields beyond
the so-called de Almeida-Thouless line.

It was realised very soon that the physics of spin glasses and the nature of Parisi’s solution
reveals connectedness of many seemingly unrelated subjects, like models of neural networks [18],
combinatorial optimisation [19], simulated annealing methods [20], directed polymers (already
mentioned in the context of the KPZ equation, [12]), error-correcting codes [21], and, indeed,
the theory of structural glasses, namely the so-called colloid glasses [22,23]. The hierarchical
classification of species in biology was also interpreted as a manifestation of the same combination
of frustration and disorder, that is responsible for the complexity of spin glasses [24]. In short, spin
glasses became one of the typical examples of complex systems in general. I contributed to this
field by articles [25-28] dealing with learning in neural networks, finite-size effects in spin glasses,
and non-perturbative effects in directed polymers.

At the end of 1980s there were a handful of well-defined models with non-trivial critical be-
haviour. These might have been considered as prototypes of fractal generators. However, quite
soon the area was thrown into a state of much confusion by a burst of new, unexpected, and puz-
zling models. The event was marked by the appearance of the concept of self-organised criticality
(SOC) which emerged in the works of Per Bak and others [29]. The basic mechanism was built
upon a dynamical process in an open dissipative system, where the attractor of the dynamics is
a state manifesting certain crucial features of (static) critical states. The most important of them
is the power-law decay of correlation functions and power-law distribution of “events” (what an
event is, depends on the specific model in question) described mainly as “avalanches”.

The first and pedagogically most appealing is the sandpile model: grains of sand are dropped
one by one onto a two-dimensional table, until a heap is built and if a threshold slope is reached,
a toppling occurs, distributing the excess grains onto neighbours. The neighbours may in turn
surpass the threshold as well, topple, send some grains to their neighbours and the process may
continue until a new equilibrium is reached. The origin of the concept of avalanche is then evident.
Important feature and indeed a (once thought infallible) fingerprint of self-organised critical state
is the power-law probability distribution for avalanche sizes.

The idea seemed so brilliant that many people hoped a kind of a “Theory of everything” is
imminent, spanning virtually all fields of human curiosity, from pulsars to solar eruptions to global
terrestrial geology to biological evolution to brain function and social movements [30]. Indeed,
there was a hope to grasp all emergent fractals (and power laws) in nature within a single frame-
work. The most important and repeatedly stressed feature is that the critical state emerges naturally
without any fine-tuning of any state parameters, like temperature or density. To put the things in
a right perspective, it became clear quite soon that SOC cannot constitute any universal theory
for the appearance of fractals. The years that separate us from Per Bak’s promises to finally un-
derstand “How nature works”, taught us that SOC is a useful concept in specific phenomena, like
domain-wall movement, but covers only a narrow segment of nature’s works. Nevertheless, it is
still fruitful to look at some self-organised critical models.

Let us make a few general remarks concerning the theory of SOC as a whole. More thorough
investigations showed that the idea of no tunable parameters in SOC is only partially true. It was
established that the tunable quantity is the order parameter itself, being tuned to value zero by
the definition of the model dynamics. It is therefore clear that nothing else than critical point
can emerge as an attractor. Stated differently, the self-organisation towards the critical state arises
from infinitely slow driving. From this perspective, the older representatives of growing fractals,
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namely diffusion-limited aggregation and the KPZ equation, are the early examples of what was
later named self-organised criticality.

On the other hand, slow driving can be also understood as infinitesimal concentration of ele-
mentary excitations created by thermal noise. This marks the connection of SOC to a very rich field
of zero-temperature physics. Indeed, one-dimensional dynamical Ising model at 7" = 0 exhibits
power-law distributed avalanches and may be considered as the simplest model of SOC.

Perhaps the richest and practically most relevant example of a zero-temperature system is a
granular medium, i.e. an assembly of a large number of small but macroscopic beads interacting
by contact forces. Despite much effort in the last two decades many fundamental questions remain
unsolved. Let us mention only one of them. It is well known that the most dense packing of spheres
is achieved by one of the (infinity of) equivalent fcc/hcp packings. This was conjectured first by
Kepler in his treatise De nive sexangula (1611) and included as 18th item to the Hilbert’s list of
problems. Full mathematical proof was completed in 1998 by T. Hales and S. P. Ferguson with
a heavy use of computers. On the other hand, dense random packings have densities distributed
consistently around certain value which is well below the fcc/hep value. Does it mean there is
certain “ideal random packing” with specific density and geometry? Most probably the techniques
necessary to answer this question still await for their discovery.

The phenomenon called self-organised criticality can be viewed from yet another perspective,
as related to absorbing-state phase transitions. Indeed, in an open system the dynamics can alter
not only the configuration but also the control parameter, such as the particle density, until an ab-
sorbing state is reached and everything stops. Then, addition of a single particle excites the system
and simultaneously increases the control parameter. The dynamics continues until an absorbing
state is reached again. Therefore, the control parameter is tuned to the critical value separating the
absorbing phase from the phase in which the dynamics lasts forever. By such a recipe, any system
with absorbing-state phase transition can be turned into a SOC model. My own contribution to
the field of SOC consists of papers [Slanina99], [Slanina99a], [Slanina02], and [SlaKot00], which
make part of this thesis and will be discussed later.

Among various ramifications of SOC, there is one which brings us further to new themes. There
is a puzzling phenomenon in biological evolution called punctuated equilibrium, first noticed by J.
S. Gould in 1972 [31]. The point is that evolution of species does not proceed gradually, as Darwin
originally supposed, but exhibits alternation of very slow and very rapid phases. In fossil record
it looks like quasi-instantaneous extinctions of entire ecosystems and equally fast bursts of new
species. The dinosaurs’ extinction 65 millions years (not very long!) ago is just the best known
of these events. The discussions on the causes of this mass extinction continue and perhaps will
continue further. On the other hand lots of similar extinction events are documented in the fossil
record and the statistics of their sizes obeys relatively well a power law [32]. So, the SOC was
called on for help and soon a model emerged, now known as the Bak-Sneppen model of biological
evolution [33]. Unfortunately, the model, while qualitatively right, failed to reproduce quantita-
tively the exponent in the power law, despite several modifications and efforts for improvement.
It was found that the problem lies in the over-simplified treatment of the network of relations be-
tween species. The Bak-Sneppen model and its variants considered static network with linear or
hypercubic geometry, or fully connected networks. Using a network with evolves in parallel to the
evolution of species improves greatly the thing. My contribution to this field is contained in the
paper [SlaKot00] (to be discussed later) and papers [34] and [35].
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This brings us to another big theme which makes part of the current studies in complex systems.
It is the theory of complex networks. We have just mentioned the complexity of the ecological net-
works representing the relationships between species in an ecosystem. This is just a single example
of the vast area which covers as much physics as biology, engineering, economy and sociology.
As a mathematical discipline, it belongs to the graph theory. Already in 1950s Hungarian math-
ematicians P4l Erd6s and Alfred Rényi developed the theory of random graphs [36] which serves
as a basis and a starting point for all studies in complex networks up to now [37]. In parallel
to the mathematical studies there were investigations on a purely empirical basis. The notion of
“six degrees of separation” was coined by Milgram, as a result of his study in which letters had
to be delivered to predefined destination through a chain of personal acquaintances [38]. It was
found that the average length of such chains was about 6, hence the conclusion that arbitrarily
chosen inhabitants of the USA are separated by about six steps of personal relationships. This is
very few compared with the number of people and vast geographical areas covered. Such appar-
ent paradox was then called the small-world effect. It took some time before this phenomenon
started to be taken seriously within a mathematical model introduced by Watts and Strogatz [39].
By that time, the boom of social network studies already started. Perhaps the best known pioneer
is A.-L. Barabasi, who contributed by groundbreaking empirical studies on the network structure
of the WWW [40]. The most striking finding was the power-law distribution of degrees in the
WWW network. Barabasi himself, with his student R. Albert, devised a model, now called the
Barabdsi-Albert (BA) model, which beautifully explained the power law on a basis of the prefer-
ential attachment principle: vertices in the network receive new edges with probability growing
linearly with the degree of the vertex. Therefore, the degrees evolve according to a kind of a
multiplicative-additive process, which is a well-known and rather trivial generator of power-law
distributions [41]. As such, the WWW is an empirical example of a complex system endowed with
power-law distribution of its characteristics, but with no connection to critical phenomena. Let us
recall that the apparent absence of parameter tuning in SOC was unveiled to be a slow self-tuning
to a critical point. In the BA model, any reference to criticality is gone.

The complexity in network structure demonstrated by power-law distributions was, on one
hand, discovered in many other real systems; on the other hand, it was found that it has numerous
consequences for systems which are placed on such a networks [42—45]. For example, the percola-
tion threshold is absent, therefore the networks are in principle very robust with respect to failure.
On the other hand, there are other weak points, for example virus spreading on such networks is
extremely fast.

Let us mention just one purely physical system in which complex networks are relevant. We
have already said that granular materials are examples of zero-temperature physics, in which the
complexity arises due to absence of thermal (and quantum) fluctuations. Here we note another
feature. If we put a granular medium under pressure, stress is not distributed smoothly as in an
elastic continuum or regular lattice of elastic elements. The irregularity of random packing leads
to the appearance of force chains, i.e. networks of contacts between the beads which carry most
of the load. Majority of the material is rather loose or does nor bear any load at all. These force
chains can be easily visualised by polarised light and they are vital for mechanical properties of
sands and powders. Moreover, they make the transmission of sound through granular medium
rather unusual [46]. For example, there may be localised vibrational modes in the medium, which
is a phenomenon which resembles Anderson localisation of electrons in disordered metals [47].
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However, due to the complex network structure, this effect poses many more difficulties. This area
is still largely open.

However, this topic has direct interdisciplinary ramifications. In fact, one of the most studied
problems in the theory of complex networks consists in partitioning the networks into clusters so
that connections between clusters are rare, while connections within clusters are dense. As we
notice, such a definition is very vague and hardly can serve as a firm basis for a computation.
The complexity of the problem consists in the fact that both the formulation of the task and its
mathematical solution is to be found. As a result, many different approaches to network clustering
appeared [48]. One of the methods is based on spectral properties of the adjacency matrix en-
coding the structure of the network. Relevant eigenvectors are either located at the extreme edges
of the spectrum (largest and second largest eigenvalues) or they are identified as localised states
(inverse participation ratio being the quantitative measure of localisation). Here we recover the
connection to the sound propagation along force chains in granular medium. I contributed to this
field by the articles [SlaKon10], [Slaninall], and [Slaninal2] which make part of this thesis and
will be discussed later. Besides that, I also participated in a project which studied dynamical topo-
logical phase transitions in complex networks [49, 50] and in a few other investigations concerning
complex networks [51-53].

Among all sciences, physics is unique in its perpetual and recurrent attempts to constitute a
“Theory of everything”. Indeed, if physics is to be a coherent aggregate of knowledge, it must
comprise all physical existence, not just selected pieces of it. It comes as a kind of paradox that
the current “theories of everything”, like the string theory, are the most special, rather than uni-
versal, disciplines and instead of providing a firm basis for further deductions, their own empirical
justification is still awaited. This does not mean these theories are less relevant. They are just
too difficult, as everybody knows. We leave aside the philosophical considerations on the chances
that human brain ever penetrates all the tangled mathematical schemes. Instead, we try to explore
other ways physics may help to unite separate sciences into a more compact whole. Indeed, how-
ever exaggerated it may seem, physics does constitute the explanation of all chemistry and large
part of biology, as a classic said [54]. But if physics successfully describes complex behaviour
of single proteins [55], why not extend the description to protein complexes, cells, bacteria, green
hydra, ants, apes, humans? Where is the limit to stop? Speculations do not help. A scientist must
raise a hypothesis and then make an experiment and see. A large part of complexity studies and
about a half of this thesis is devoted to the attempts to transfer physical tools, ideas and models
to areas classically covered by social sciences. This is the aim of the discipline now called socio-
physics. (See [56] for a personal testimony of S. Galam, one of the founders of sociophysics.) To
make our cause stronger, let us make first a very brief historical overview, without claims of being
systematic.

There is an often forgotten event that played a decisive role in the transfer of the ideas and
language of physics into other branches of human knowledge. A conference was scheduled to take
place in Moscow from 1 to 5 July 1974. Scientists both from the West and from the USSR were
invited to discuss implications of physics in other fields, including social sciences and humanities.
The organising committee included people like Kenneth Arrow, a Nobel laureate in economics,
and Hans Bethe, a Nobel laureate in physics. However, the communist leaders found the subject
of the meeting incompatible with the ruling ideology. The conference was banned, most of the
Russian participants were arrested and a majority of them eventually left USSR, mainly to Israel.
But many drafts scheduled for the conference talks were successfully smuggled from the USSR
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to the West, and eventually were published in a proceedings volume [57]. A tiny portion of it
appeared in [58].

But the history of interdisciplinary physics did not start with the Moscow non-event. Just
before his mysterious disappearance, Ettore Majorana wrote a paper on consequences of quantum
mechanics for the studies of human society [59]. Certainly we could find more physicists who
shared similar views. But let us go further into history. There were always people who thought
that social phenomena can be described as completely as physical ones if only we knew the right set
of laws and we were smart enough to do the calculations involved. Auguste Comte [60, 61] was the
first prophet of this belief, in the early 19th century. Comte coined the term “social physics” as an
explicit reference to the success of the Newtonian mechanics. Though Comte himself abandoned
the term social physics, it was called to life again by his successors, most notably Adolphe Quételet
[62], and it has survived in various disguises up to the present time.

There were other pioneers of the use of physics in social phenomena, but let us only mention
the south-Bohemian nobleman Georg Graf von Buquoy, the Count of Nové Hrady [63, 64], and the
swiss-italian engineer Vilfredo Pareto [65]. These attempts were not quite successful. Of course,
the Pareto law does describe the distribution of wealth in society, but any presumed connection
to physics was illusory. In the second half of the 20th century the situation started to change.
One of the inspiration for Mandelbrot’s fractal geometry was his study of cotton price fluctuations
[66]. It was found that the price fluctuations are not Gaussian, i.e. the price does nor follow a
random walk. Instead, Mandelbrot suggested that Lévy walks might be appropriate. They are char-
acterised by power-law tails in the distribution of displacements and this is just what Mandelbrot
observed empirically. In 1991, the journal Physica A published a paper [67] by R. N. Mantegna,
who applied the Lévy walks to the fluctuations of prices at Milan stock exchange. Nowadays, this
event is considered to mark the birth of a new discipline called econophysics. Meanwhile, the
study of economy in a wider context of the theory of complex systems was promoted at the Santa
Fe Institute. Among the leading personalities we find people like P. W. Anderson and D. Pines
[68]. Since the beginning of the 1990s, the use of physics in economics started to be taken very
seriously. Among the physical concepts which found a fertile ground in economics we name for
example scaling, universality, percolation, turbulence, spin glasses, reaction-diffusion processes,
random matrix theory, and we could mention many more [69-71]. Note also that the ideas of
self-organised criticality [72] and complex networks [73] find their use in econophysics, thus con-
necting the fields we are discussing here. In some sense, econophysics should be considered as a
part of sociophysics, because economy is only a narrow segment of the social life. But we have
no intention to argue on names, so let us leave econophysics and sociophysics separate. I con-
tributed to both sociophysics and econophysics by a certain number of papers (there is no need
of listing them all here). Among them, I chose for this thesis the papers [Slanina01], [SlaLav03],
[SIaSznPrz08], and [Slaninal1a] as representatives of my results in sociophysics and [Slanina04],
[SlaninaOla], and [Slanina08] as representatives concerning econophysics. Besides these papers
I would dare to mention also my chapter “Social Processes, Physical Models of” in the Springer
Encyclopedia of Complexity and Systems Science [74], and the chapter on the minority game in
the book Oder, disorder, and criticality, vol. 3 [75]. A book of mine, entitled “Essentials of Econo-
physics Modelling” is now being processed with the publisher and should appear in a few months
[71].

The field of the science of complexity is very vast and the topics covered by my own work
are by no means representative for the whole discipline. Nevertheless I believe the reader can
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understand that complexity studies are not a marginal segment of physics, but it is, quite the con-
trary, an important development of the physics of many-particle and/or non-equilibrium systems.

1.2 Overview of the problems solved

My own work contained in this thesis is divided into four sets. Thematically, there are a few
overlaps between them. The first set contains three papers devoted to the study of self-organised
criticality and investigates strongly non-linear mechanical systems. As temperature plays no role,
they can also be classified as zero-temperature physics. The second set contains four papers related
to the theory of complex networks. At the same time, the first one of the four takes inspiration from
SOC and therefore makes a bridge between the first and second set. The third set contains four
papers which use physical models to describe social phenomena, i.e. they belong to the field
of sociophysics. In fact, already the second paper of the second set was inspired by sociophysical
problems, meaning that there is a link between the second and third set too. The fourth set contains
three papers belonging to the field of econophysics. As economy is just a part of a social life, these
three papers may be considered as a special focus within the sociophysics field and in particular a
special ramification of the themes covered in the third set of papers. Therefore, I feel the papers
make a weakly tied, yet coherent ensemble.

1.2.1 Self-organised criticality
What is it about?

Here I describe my contributions to the field of self-organised criticality (SOC). All of them be-
long to the study of avalanche phenomena. The point is that the systems are out of equilibrium, but
infinitely close to it. Usually, such situation is physics is described by the linear response theory
(LRT). Here, LRT is not applicable for two reasons. First, the system is non-linear as the response
is never proportional to the cause. Second, LRT assumes perturbation around a well-defined and
unique equilibrium. In the models investigated in the three articles discussed in this section, ab-
sorbing states play the role of equilibrium states, and there is a large number of these absorbing
states. After an infinitesimal instantaneous perturbation, the dynamics brings the system from an
absorbing state to another, instead of returning it back to the same equilibrium state, as happens in
LRT. The transition between two absorbing states is an avalanche. If we insisted on using the con-
cept of avalanche in LRT, it would correspond to the exponential relaxation. If we perturb several
times a system subject to LRT, we observe each time the same unique rate of relaxation. There-
fore, if avalanches do have any meaning in LRT systems, all avalanches have the same typical time
scale. On the contrary, SOC systems exhibit power-law distribution of avalanche durations, thus
no typical avalanche duration can be identified. The set of avalanche durations is scale free. The
same holds also for other characteristics of avalanches, like their size etc.

Before going to the three original articles making part of this thesis, let us demonstrate the idea
of SOC more formally on a trivial example. Imagine an Ising model on a finite linear chain of
length L, with open boundary conditions. The configuration of spins can be equivalently described
by the position of domain walls, i.e. links joining spins of opposite sign. The model is endowed
with parallel zero-temperature dynamics. In terms of the domain walls, it means that at each time
step each of the walls can jump one lattice position left or right with equal probability. If two walls
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happen to be at the same position, they annihilate each other. Therefore, the dynamics is equivalent
to the dynamics of a set of annihilating random walkers on a finite one-dimensional chain. With
probability one, an absorbing state is reached in a finite time.

There are two absorbing states in the model. Both of them are characterised by the absence of
domain walls, i.e. all the spins have the same sign. In the spirit of SOC, we perturb the absorbing
state infinitesimally by flipping one randomly chosen spin. A pair of domain walls (i.e. random
walkers) is created at the distance of one lattice spacing. Then, the walkers are left to walk until
they meet and annihilate. The time elapsed until the walkers meet determines the duration of the
avalanche. The problem is equivalent to the study of first return times of a random walker to
the origin. This is a well-known exercise in probability theory. It can be easily found that the
generation function of the distribution of first return times is

ﬁﬁrst return(z) =1—-V1-22 (11)

and from here we obtain for the distribution of avalanche durations

B (2t)!
C2HLEl (H 1)

Pdur(t) (12)

For large ¢, the Stirling formula gives
P (t) ~ 732 (1.3)

Therefore, we obtain exactly the power-law tail in the avalanche distribution. This example is not
a mere toy, but provides a typical example of SOC behaviour in many more models. Indeed, very
often the behaviour of SOC systems can be, in this or that means, mapped on a random walker
returning to the origin. In many other cases, as we shall see in the paper [Slanina02], the mapping
is not exact but provides a very good approximation. In many cases, such approximation has the
flavour of a “mean field” approach, so that the exponent 3/2 found in (1.3) is considered a mean-
field value of the avalanche exponent, much like the Landau theory of phase transitions provides
the mean-field set of critical exponents for equilibrium critical points.

Friction

Now I will proceed to my own work. In the paper [Slanina99] I introduced a model of mechanical
friction [76]. The complexity of friction consists in the fact that the apparently flat surfaces are
in contact at many tiny irregularities of the surface shapes. These individual contacts are called
asperities. Several approaches are possible. One of them is a mechanical analogy, considering
the system of asperities as solid balls connected by springs and moving in a periodic (e.g. cosine)
potential. This is called the Frenkel-Kontorova model [77]. Another approach concentrates on a
single asperity and takes the rest as a kind of an effective medium [78]. Many more examples can
be found in Ref. [76]. My model is based on the mechanism of extremal dynamics which proved
useful in description of avalanche phenomena in dislocation movement [79]. (We shall return to
the extremal dynamics once more later, discussing the article [SlaKot00].)

The idea is based on an idealisation of the system of asperities, as illustrated in Fig. 1.1. There
are two types of asperities. Some of them are in touch with the substrate and some not. Those
in touch store certain amount of elastic energy, while those which are not in touch are free. In an
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Figure 1.1: Illustration of the model. A schematic drawing of two sliding interfaces in contact is
given in a), the idealisation of the situation used in our model is depicted in b). The elastic energy
stored in the asperity is described by the quantity b, the slot between potential asperity and the
track is d. In c), the redistribution in one step of extremal dynamics is shown schematically.

idealised scheme, each lattice point hosts one asperity in touch and one free. Those in touch are
characterised by a dynamical variable b measuring the elastic energy stored in the asperity. Those
not in touch are characterised by their distance d from the substrate.

The dynamics proceeds by alternating slow and fast episodes. We can describe it also as a
stick-slip movement. During the fast regime (a slip) the entire body moves a macroscopic distance,
until it sticks. We suppose that all slips have the same typical length. After a slip, all values of
b and d are completely random. Then, the slow movement starts. In each step, the asperity with
highest stress b is updated (hence the name extremal dynamics). This means that it is detached
from the surface. In order to keep the number of touching asperities constant, a new position is
found at the site with lowest d and the old asperity is “moved” to the new position. Meanwhile,
the released stress b is redistributed among neighbouring asperities and partially transferred to an
external energy reservoir, which can be interpreted as a big spring pushing the whole body. A slip
occurs when the energy stored in the reservoir exceeds certain threshold.

If the threshold is infinitely large, the system exhibits self-organised critical behaviour. At the
same time, the velocity of the movement is zero, as there are no slips. If we diminish the threshold,
the stick-slip movement starts. Hence we obtain the dependence of the friction force on velocity
v. It can be well fitted on the formula

Fre = F0(1 —exp (— %)) (1.4)

where Fj and A are constants. This velocity dependence of the friction force is the main result of
the article.

Cracking

In the second paper of this set [Slanina99a], I looked at slow internal failure of a heap of fragile
beads. One might think of a pile of eggs on which a foolish cook sits. How many of the eggs will
survive? Surprisingly, quite a lot.

It is well known that in a granular medium (sand, powder, etc.) under external load stress is
distributed in a very inhomogeneous way. Force chains are formed where the stress is localised,
and these chains form arches carrying the load, much like the arches in a Gothic cathedral carry all
the weight of the stone blocks, leaving free space to windows illuminating the interior. This arching
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Figure 1.2: An example of the morphology of cracked areas. Every cracked grain is depicted by a
black dot.

phenomenon has, for example, a paradoxical consequence that the stress exerted on a flat support
by a conical heap of sand has a minimum just below the top of the heap. The first experimental
evidence if this fact is due to the Czechs J. Smid and J. Novosad [80] and it was explained a decade
later by a model of stress propagation [81]. The model I use assumes that the stress tensor can be
replaced by a scalar, namely the diagonal element of the stress tensor along the vertical axis. The
stress is transferred from upper layers of the granular material to the lower ones stochastically. We
can also view it as an evolution of a stress configuration within a layer, if the vertical coordinate
is interpreted as time, directed to the bottom. Then, going from the top, stress develops so that in
each step the stress on a bead is redistributed randomly to its neighbours in the layer below. What
I have just sketched is the so-called g-model of stress fluctuations [82].

For the purpose of studying the cracking of beads, I define a threshold above which the stress on
a single bead leads to a collapse. Collapsed bead cannot bear as much load as before, which means
that the stress it carried before the collapse is partially redistributed to its horizontal neighbours.
But as a result thereof, these beads can also collapse and the collapses propagate through the heap
as an avalanche. After the avalanche stops, the system is “excited” again by increasing the external
load from above, until a bead is found where the stress reaches the threshold. This marks the
beginning of another avalanche. It was found that the cracked areas are localised along arches,
much like the force chains. This is of course something that should have been expected. Less
expected is that, depending on the parameters of the model, most of the cracked beads can be
found either on the top or on the bottom of the heap. An example of the morphology of cracked
regions is shown in Fig. 1.2. Moreover, it was proved that the distribution of avalanche sizes
follows a power law, thus confirming the self-organised critical state.

Ricepiles

In the third paper [Slanina02] I investigated rather special variant of the original BTW sandpile
[29] The model was inspired by experiments in which grains of rice were thrown into a slot be-
tween two parallel vertical perspex plates [83], where power-law distribution of avalanches was
verified. (A nice demonstration was given by Maria MarkoSov4 at a miniworkshop in the Center
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Figure 1.3: Illustration of the one-dimensional ricepile. In the panel a) we show the events hap-
pening after adding a grain. In b) the toppling is represented as a branching event, in ¢) we show
an example realisation of the resulting branching process. Branching probabilities are different for
the nodes resulting from the left and the right branch.

of Theoretical Studies in Prague, 1997.) The model of this situation [84, 85] is a one-dimensional
cellular automaton. At each site, there may be 0, 1, or 2 grains. A new grain is dropped always
at the first site from the left. If a site with a grains receives a new grain, it topples (i.e. sends one
grain to both left and right neighbour) with probability ¢,. We have ¢o = 0, ¢ = « € [0, 1], and
¢2 = 1. Numerical simulations found a power-law distribution of avalanche sizes with exponent
7 ~ 1.55. The most interesting fact was that the behaviour was independent of the value of the
parameter «, unless o was very close to the endpoints & = 1 or o = 0. Precisely at the endpoints
the avalanche distribution was exponential, rather than power-law. The crossover from power law
to exponential when « approaches the endpoints was never clarified in simulations.

To treat this situation analytically, I devised a model which adapts the idea of self-organised
branching process [86]. Branching processes are known to well describe the SOC models in high
spatial dimensions, where the activity rarely returns back to the same site, for purely combinatorial
reasons. The infinite-dimensional case is a kind of a “mean-field” approximation, so it seems
strange to use it for a one-dimensional model, where the activity returns back always just in the
next time step. The “loops” of activity must be somehow taken into account. I do it in the following
way.

Before an avalanche starts, there are N, sites with a grains, a € {0,1,2}. The first assump-
tion is that they are placed randomly, so a randomly chosen site has a grains with probability
Pa = No/ >, Np. Then, the probability of toppling when a grain arrives is ¢,p,. In the map-
ping to a branching process, each toppling is represented by one branching. Then, each branching
corresponds to the transfer of two grains, one to the left and one to the right. Two new branches
emerge from the site. The parent site gives birth to two daughter sites. If we supposed that the
activity never returns to the same place, the branching probability at the two daughter sites would
be equal and the same as at the parent site. But in one-dimensional case we know that the left
daughter toppled just one step before, therefore the probabilities of finding a grains there are mod-
ified to pl, = qat1Pat1/ Dy Go+1Pa+1- Therefore, the branching probability of the left daughter is
also modified. Using these definitions, the branching process is investigated by standard means
of generating functions. It is found that the branching process is critical, with avalanche exponent
T = 3/2, for p; = max(0,(2a — 1)/a), po = 1 — . But how can we know if the values of
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D, are just these? Here comes in the idea of self-organised branching processes. In fact, it is not
difficult to count the change in numbers N, of sites occupied by a grains, after the avalanche, i.e.
the branching process, ended. New Ns imply new ps, therefore each realisation of the branching
process alters the parameters which enter the next realisation of the process. This way we obtain a
sequence of branching processes, described by the evolution of their parameters p,,. It is relatively
easy to find the fixed point and when we do it, we realise that it is just the set of ps which makes
the branching process critical. Therefore, the self-organised criticality is proved by a calculation.
Moreover, with little difficulty we can study also the crossover phenomena when « approaches the
points 1 or 0, as well as effects of finite size of the lattice. I would like to stress just the result for
the crossover. For « close to either O or 1 the avalanche size distribution behaves like

P(s) ~ lF(i) (1.5)

So S0

where s, = 1/(2a(1—«)) and the scaling function is expressed using the modified Bessel function
F(z) =27 I,(z) . (1.6)

But the most striking finding in this model is that the “mean-field” value of the avalanche exponent
7 = 3/2is so close to the numerically observed value 7 ~ 1.55. It remains a kind of mystery that
the one-dimensional case can be so well approximated by the infinite-dimensional one. We shall
see later another example of a similar paradox [SlaSznPrz08].

1.2.2 Complex networks
Where the complex networks come from

In the early days of the study of networks they were modelled by static random graphs. This
is the case of Erdés-Rényi graph ensembles [36] as well as Molloy’s and Reed’s random graphs
with prescribed degree sequence [87]. The former is defined as a set of all graphs G = (V, £) with
fixed number of vertices N = |)/|, but variable number of edges £ = |£| endowed with probability
measure P(G) = pP(1 — p)NWV=U/2=E_ The parameter p € [0, 1] tunes the overall “density” of
edges in the graph and the average degree (d) = Np. The latter ensemble is defined just as the
same set with the extra constraint that the degree sequence, i.e. the ordered list of the orders of all
vertices, is equal to the prescribed sequence. The probability measure is supposed uniform on this
set. (Of course, there may be sequences which are impossible, and the set is empty, but usually
these pathological cases are neglected.)

It is evident that the degree distribution in the above described Erd6s-Rényi ensemble is bino-
mial, and for large number of vertices it approaches the Poisson distribution. (There are strong
mathematical theorems concerning this fact that seems “evident” to a physicist.) However, em-
pirical data for existing networks, like WWW, show great heterogeneity in degree distribution,
which calls for another models of random graphs. To add more complexity, graph processes were
introduced. Contrary to the static graph ensembles, in the graph process we construct a sequence
of graphs by adding edges or vertices, or both. (In a more general framework, edges and vertices
can be also removed. In fact, this will be the case of our model, too.) Each sequence is given a
probability, and each sequence is a point in a probability space.
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The best known among physicists is the Barabdsi-Albert (BA) graph process. It has also an
advantage of being very educative. The countable infinite vertex set is numbered by non-negative
integers. In each step, one edge is added. Suppose we are at step n and the degrees of the vertices 0
ton—1aredy,...,d, 1. The newly added edge joins the vertex n with the vertex j € {0,...,n—
1}, with probability p; = (d; + a)/ 31—, (d; + a). The only parameter of the model is a and it
determines the exponent of the resulting power-law tail in the degree distribution [88, 89]. Vertices
with larger degree are preferred, hence the name “preferential attachment” for such a prescription.

It was established that the necessary condition for the emergence of the power-law tail is the
linear dependence of the linking probability on the degree of the linked vertex. Such linear de-
pendence can be implemented in various ways, the straightforward being just what is prescribed
in the BA process: the probability is given by hand from outside. Of course, in reality the linking
probability must arise from internal dynamics. The BA model does not account for that and this
is its main weak point. One of the simplest internal mechanisms of the preferential attachment is
node duplication [90,91]. Now I come to my own work.

Ecosystems’ evolution

As far as I know I was the first who used this principle in a model of evolving network, introducing
a graph process which will be described below. To be fair, I should acknowledge the advice of Kim
Sneppen, who suggested me to try it, when he visited Prague in 1997. Thus, he is the true inventor
of the node duplication mechanism.

The work I speak about now is the paper [SlaKot00]. This is the result of a joint effort of myself
and Miroslav Kotrla. To asses the fraction of my own contribution, I declare that I am the author
of the formulation of the model, the computer code and all the numerical results. At the stage of
the interpretation of the results both of us contributed equally. M. Kotrla suggested comparing the
model with then-topical small-world networks, which implied another round of simulations, which
I performed. I wrote the largest part of the text of the paper. The same share of authorship concerns
also the preliminary letter [34] which preceded the full paper [SlaKot0O]. The matter later evolved
in a paper [35], where the majority of work was done by M. Kotrla.

In [SIaKot00] I modelled an ecosystem composed of species linked by interactions. The quan-
tity and/or quality of the interactions is neglected, I consider only presence or absence of the
interaction. Thus, the species are represented by vertices in a graph and the interactions are im-
plemented as edges in the graph. The species are characterised by a unique number, called fitness,
quantifying the survival abilities of the species. The dynamics of the ecosystem closely follows
the Bak-Sneppen (BS) model of biological evolution [33] which accounts for the avalanche phe-
nomena in extinction dynamics of the biosphere. The basic idea is that of the extremal dynamics,
similar to the friction model discussed in [Slanina99]. In each step, the least fit species is replaced
by a new one. Simultaneously, the fitness of the neighbours is also updated, reflecting the change
in the interactions between species.

The BS model is self-organised critical and the statistics of extinction events follows a power-
law. Unfortunately, the exponent in the model is about 1.1, while the empirical data from the fossil
record show the value of about 2. Thus, the quantitative disagreement is discouraging.

I suggested to improve the model by allowing the network of interactions between species
evolve. Indeed, the BS model supposes that an extinct species is immediately replaced by a new
one, preserving all the interactions. To some extent this is true, but essentially an extinct species
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Figure 1.4: Illustration of the change in the network due to speciation (a) and extinction (b).

leaves an empty place which is only gradually filled by newly evolving species. Therefore, |
introduced changes in the network according to the following rules (illustrated in Fig. 1.4). First,
in the spirit of extremal dynamics, the species with lowest fitness is found and destined to mutation.
This means that its fitness is replaced by a new random number. Also the fitnesses of all the
neighbours are updated. Up to now, the rule is identical to the BS model. But in addition to
that, the new fitness of the mutated species is compared to the fitnesses of all the neighbours. If
it is the largest of all, the species is considered as very successful and gives rise to a completely
new species. This means that a new vertex is added to the graph and the edges connecting the
“mother” species are replicated (with the probability p € (0, 1]) into the edges connecting the
“daughter” species. This way, the idea of vertex duplication is implemented. If, instead, the fitness
of the mutated species is lower than the fitnesses of all its neighbours, the species is deemed to
extinction. This means that the vertex and all edges emanating from it are removed. In this way,
the number of species fluctuates incessantly and the topology of the ecological network changes
all the time.

The most important result is that the distribution of extinction events follows a power law with
exponent >~ 2.3, close to the empirical result. This is a substantial improvement in comparison
with the original BS model. Next, we found a surprising result that the degree distribution in the
graph is quite complicated. In short, we found that in the “equilibrium” regime, where the number
of vertices stays close to the long-time average, the degree distribution has an exponential tail,
while in the “transient” regime, where the number of vertices makes excursions much above the
average, the degree distribution has a power-law tail. This is attributed to the fact that in such a
regime the structure of the graph is dominated by its growth, much like the growing graph in the
BA graph process. This was later confirmed by supplementary simulations (not included in the
paper) in which I considered only speciation events and excluded all extinction events. The graph
was therefore growing by definition. In this case I found that the degree distribution follows a clear
power law. In fact, the empirical data on ecological networks are somewhat conflicting [92, 93].
There are reports of power-law distribution in some cases, while exponential distributions are found
in other cases. In the light of my results, one can conjecture that the ecosystems with power-law
distribution are in the state of expansion (not visible on the timescale of human life, but rapid on
a scale on which biological evolution acts) while the exponentially-distributed ecosystems may
perhaps be in an equilibrium for millions of years. But, as I stressed, these hypotheses are neither
confirmed nor refused yet.
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Spectral graph theory

Graphs are analysed by multitude of methods. One of them, which is particularly appealing to
physics, is investigating eigenvalues and eigenvectors of matrices which encode the structure of the
graph. This is the essence of a discipline called spectral graph theory [94]. In fact, at the beginning
of this discipline we find E. Hiickel [95], who revolutionised the quantum organic chemistry by
the idea that many crucial properties of organic molecules follow just from the structural formula.
Such formula can be viewed as a graph. The graph can be “coloured” attributing the vertices
types of atoms and the edges types of bonds (single, double, etc.) and then proceed to solving
the quantum-mechanical problem within the molecular-orbital method. The important point is
that the structure of the molecule is encoded by a coloured graph, which is then encoded by a
matrix (simplified Hamiltonian) whose spectrum and eigenvectors are to be found. While quantum
chemistry diverged largely from this simplistic approach, spectral properties of matrices encoding
the graph structure became of interest on their own. The specific question we are interested now in
is the partitioning of a graph into modules. The notion of a module is somewhat vague, thus each
problem requires a specific definition of what a module is. For example, if we want to cut the graph
into two modules, spectral theory can help. We construct the adjacency matrix of a graph (ones
represent an edge, zeros absence of an edge) and find the eigenvector corresponding to the second
largest eigenvalue. Positive elements of the eigenvector denote vertices in one module, negative
ones denote vertices in the other module. The method can be made more precise, but I shall not
report it here, as the method I used is completely different, although it is based on spectral methods
as well.

Small clusters within networks

Here I shall report my work [SIaKon10] which I performed in collaboration with the sociologist Z.
Konopdsek. His contribution consisted in putting the study in a sociological context, connecting it
to previous literature and drawing consequences which the study of ours brings to the sociological
community. My own contribution consists of collecting large amounts of empirical data from
the WWW (using software written by myself), developing the numerical method of the spectral
analysis and performing all the calculations.

In this study I looked at the network behind the e-commerce portal Amazon.com. There are
products sold (still they are mainly books, but you can buy a bottle of California red wine as easy
as fire resistant women’s shirts there), there are customers and there are reviewers who comment
on the quality of the products. I concentrated only on the products and reviewers, thus having a
bipartite graph.

At first stage, I wrote a robot who downloaded automatically the information on all the review-
ers and then I downloaded systematically all reviews written by these people. In the next stage, I
analysed the network, finding power-law degree distributions on both the reviewers and products
side. The main question was to find small densely connected clusters within the large network.
The structure is encoded in the rectangular adjacency matrix M, rows corresponding to reviewers,
columns to products. In order to apply the spectral method, I made a “collapse” to reviewers only,
which is expressed in the matrix multiplication A = MM?. Then, I diagonalised the matrix A.
Contrary to previous approaches, the key quantity of my method was the inverse participation ratio
(IPR). If ¢;, is the ith element of the normalised eigenvector corresponding to the eigenvalue A,
IPR is ¢~ = 3", e},. Small IPR means delocalised state, hight IPR means localised state. The
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Figure 1.5: Example of a dense cluster in the Amazon.com reviewer network found by the spectral
method.

idea consist just in finding the most localised states and identifying the clusters with the sets of
sites where the localised eigenvectors have large enough value (above certain threshold). This way
I was able to find groups of reviewers and products who share certain common characteristics.
An example of such a cluster is in Fig. 1.5. The most important point is that I did not insert any
preliminary semantic information. All the information was structural, encoded in the presence or
absence of links connecting reviewers and products. Yet the clusters found bear obvious semantic
information, interpreted a posteriori. For example the cluster shown in Fig. 1.5 connects sci-fi and
fantasy movies. Another cluster found was centred around the songs of Beatles and Bob Dylan,
with a small intrusion of the Led Zeppelin. Yet another cluster had as a common theme George W.
Bush (there were fans as well as opposers, all united). And we could continue further. This shows
that the method can indeed reveal hidden information starting just from the graph structure. For
a sociological study, this may be an invaluable tool, as it does not spoil the research by personal
prejudices of the scientist.

Zero hypothesis: a random graph spectrum ...

For studies like [SlaKon10] it is very useful to know the “background noise” or a zero hypothesis.
i.e. the situation with no relevant information whatsoever. Without any idea of the zero hypothesis,
we can find spurious clusters which are formed by pure chance. Therefore, it is natural to study
the spectral properties of random graphs and compare the results with the findings on the empirical
networks, like the Amazon one, studied in [SlaKon10].

In fact, there are many results available on the spectra of random graphs. The problem can
be formulated as the analysis of sparse random matrices. Spectral properties of random matrices
attract physicists since the pioneering works of Wigner [96] and Dyson [97]. For a review, we can
recommend the book [98]. Sparsity of a matrix poses additional problems, investigated by Rodgers
and Bray [99]. Using the replica method, they derived an equation, whose solution encodes all
information on the density of states of a sparse random matrix corresponding to the Erdd6s-Rényi
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random graph. Unfortunately, there are no exact solutions of the equation available. The best one
can do is either to express the solution in terms of a series and find a few first terms, or to use
instanton calculus (in principle equivalent to estimating the behaviour of large orders of the same
series). Moreover, there are also numerical approaches, based on the cavity method [100].

In the work [Slaninal 1] I aimed at clarification of the mutual relation of the replica and cavity
approaches. Replica method does not contain any explicit approximations, but relies on ill-justified
mathematical procedures. Chiefly it is the analytic continuation from the set of positive integers to
the entire complex plane, that raises concern. On the other hand, the cavity method is in principle
only an approximation, but it is assumed exact in the limit of infinite system. Whether this assump-
tion is correct or not, depends on the properties of the graph whose spectrum is to be computed.
For example, if the graph is a tree, the cavity method is exact almost by definition. There is no
general answer regarding to applicability of the cavity method on an arbitrary graph. Especially,
we may ask if it works on the Erd6s-Rényi graphs. This is what I investigated in [Slaninall].

The key quantity is the generating function of the (random) local Green function

v(w) = <6—w9(2) —1). (1.7)

I found that it can be calculated by minimising a functional depending on y(w) and on an auxiliary
function p(w). The functional can be written explicitly as

dw
—e

o= [ o)+ [

1 [ dw [ d)\
o / T | eV

—wz+py(w)

(1.8)

Using this variational formulation of the problem, I proved that cavity approach indeed coincides
with replica in the limit of infinite system. Moreover, the variational approach has an advantage
of being a starting point of consistent approximations, by limiting the set of allowed forms of the
functions 7 (w) and p(w). For example, assuming the form p(w) = e~7%, where ¢ is independent
of w, we get an approximation called “effective medium approximation” by the random-matrix
community, and “coherent-potential approximation” by the solid-state community (although the
exact relation to CPA in its classic formulation [101] is not completely clear).

One of the improvements my method puts forward is the treatment of the tail of the spectrum.
It is well known that the Lifschitz tail contains localised states which elude the CPA treatment.
Beyond the CPA band edge, there is a continuum of levels which extends far away. There are
general estimates of the form of the Lifschits tail, based on the instanton calculation [99], but
any precise calculation of the tail is lacking. Starting with the variational approach, I was able to
approximate the (continuous) tail by a sequence of bands, separated by (spurious) gaps. (I call it
the single-shell approximation.) I also calculated the weights of the bands, confirming the general
instanton result for the form of the tail. Therefore, my result is an improvement over the older
ones, despite the presence of unphysical spurious gaps. Moreover, I was able to use the variational
method for computing the spectra of correlation matrices (of the form A = M M7, where M is
a rectangular random matrix). In this case, I obtained significant improvement over the classical
Marcenko-Pastur result [102].
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Figure 1.6: The detail of the left tail of the density of states of an Erd6s-Rényi graph. The full
line shows the result of numerical diagonalization, the dotted line is the result of effective medium
approximation, and the dashed line is the single-shell approximation.

...and localisation

In the work [Slaninal2] I continued this study, asking about the localisation properties of the eigen-
vectors. Localisation on random graphs is somewhat different from the usual localisation problem
in solid-state physics. In a disordered conductor, the effect of localisation leads to inhibition of
diffusion of the conducting electrons [47], therefore the conductance drops to zero. The very ef-
fect of eclectic current is related to the background presence of an Euclidean space in which the
conducting or insulating sample is embedded. Indeed, the incoming and outgoing current very far
from the sample is represented by plane waves, which are themselves related to the representations
of the Euclidean symmetry group. The modification for purposes of spaces with discrete transla-
tional symmetry is straightforward. An electron state in the sample is considered non-conducting,
i.e. localised, if it has negligible overlap with any plane- or Bloch-wave state.

On the other hand, random graphs of the Erd6s-Rényi, Barabasi-Albert, etc. types cannot
be typically embedded into a finite-dimensional Euclidean space in any physically plausible way.
Sometimes this fact is formulated saying that these graphs are effectively infinite-dimensional; but
we consider the labels unimportant. The point is that there are no plane waves which carry the
current into the sample and which are reflected or pass through. Localisation cannot be related
to vanishing conduction. Instead, the quantity called inverse participation ratio (IPR) ¢~1()) is
applied as a measure of localisation. It depends implicitly on the system size N and it is just the
behaviour at N — oo which determines the localisation. If A belongs to the range of eigenvalues
whose eigenvectors are extended, then limy_;., ¢*(\) = 0. If, on the contrary, A falls into the
localised regime, then the limit lim . q_l()\) stays non-zero.

In my article [Slaninal2] I applied a similar approach as in [Slaninall], defining, in addition
to the “one-particle” function v (w), its “two-particle” counterpart

D(w, ) = (793 — 1)(e~'9) — 1)) | (1.9)

If the joint equations for y(w) and I'(w, w’) were solved, IPR could be deduced. The exact solution
is unknown, but I was able to solve it in the same single shell approximation as in [Slaninall],
with the same unfortunate artifact of spurious gaps.
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Figure 1.7: Distribution of normalised level spacings in the spectrum of random cubic graph with
size¢ N = 1000. The levels analysed are restricted to intervals z € [—0.1,0.1] (solid line) and
z € [—7,—6] (dashed line). The dotted line is the dependence &< Azyorm exp ( — a(Azporm)?),
with a = 0.75, which corresponds to the Gaussian orthogonal ensemble. In the inset we show the
detail of the distribution at z € [—0.1,0.1] for very small spacings. The straight line is the linear
dependence o< Azyorm.

For more reliable results I resorted to exact diagonalisation studies. I used random graphs
of two types: first, the Erdés-Rényi graphs, second, the random cubic graphs, with a Gaussian
random numbers added at the diagonals of the adjacency matrices. The size of graphs ranged from
N = 300 to N = 30000 and the desired quantities, i.e. the density of states, IPR, and others,
were averaged over as many as 10° realisations. (Less realisations for larger systems, of course.)
From the analysis of the dependence of IPR on N I was able to determine the mobility edge, i.e.
such a value of ) that separates the extended and localised states. The presence of localised states
was established beyond any doubt. Interestingly, it was found that in the Erd&s-Rényi graphs, the
mobility edge is always quite close to the CPA band edge. (It is slightly beyond that, with the effect
that there are still some extended states beyond the CPA edge, followed by localised states in the
rest of the Lifschitz tail.) On the other hand, for the random cubic graphs with random diagonal
the mobility edge is deep within the CPA band and the data suggest (although do not prove) that
for a disorder strong enough there are only localised states present.

The result of [Slaninal2] which I consider most important regards the level spacing statistics.
It is a well-known fact that the eigenvalues of random matrices are spaced according to universal
laws, which are independent of the form of the density of states, but reflect the symmetry proper-
ties of the ensemble of random matrices [98]. The classical example is the Gaussian Orthogonal
Ensemble, where the level spacing statistics follows, with a very good accuracy, the Wigner for-
mula

Peog(z) ccze™ . (1.10)

On the other hand, if the levels were scattered randomly, as in the case of a random matrix with all
off-diagonal elements equal to zero, the statistics would be Poissonian

PPoisson(x) xe . (111)

In the language of the quantum chaos theory, Wigner distribution corresponds to a chaotic system,
while Poissonian to the non-chaotic, i.e. integrable one. Based on fairly general considerations
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one can argue that the localised regime corresponds to Poissonian, while the extended regime to
Wigner distribution of level spacings. This is just what I proved by exact diagonalisation, as seen
in Fig. 1.7.

The reason why I consider the result important is the following. In the just explained sense
we can interpret the metal-insulator transition due to crossing the mobility edge also a transition
from chaotic to integrable phase. I consider this area very fruitful and open to new profound
discoveries. One can, for example, speculate in the following direction: It is known that two-
dimensional classical integrable systems solved by the Bethe ansatz have Poissonian distribution
of energy levels. On the other hand, three-dimensional systems cannot be solved by Bethe ansatz
and we can conjecture that they are chaotic. If there were a method which would be exact in 2
dimensions (reproducing Bethe ansatz) and at least approximate in 3 dimensions (not necessarily
solving 3D Ising model exactly), the same method could be used to describe both localised and
extended states in the localisation problem. Perhaps.

1.2.3 Sociophysics
Particles and games

In the quest of the unity of knowledge, people were always lead (and mislead) by the concepts and
ideas that proved successful in a particular time and epoch. There were times when magnetism
was called into service for explaining mysterious interactions between human souls. Newton’s
idea of an instant interaction at an arbitrary distance was perfectly in accord with the theory of the
unguentum armarium tried as a means of planetary-wide synchronisation of clocks. In the early
19th century the unified theory of electricity was developed, based on purely chemical processes—
chemistry was perhaps the most dynamic science at that time. And so on, and so forth. But
laughing at such an old stuff is not very wise. In their proper times they were as serious theories as
any other, as, for example the unified theory of elementary particles, based on the K-meson (thus
avoiding the inaesthetic quarks) [103].

Nowadays, the scientific paradigm requires considering living beings, and especially humans,
as inanimate entities. These views are sold to the general public under various sticky banners, like
the selfish gene (although a specialist would explain to you that these are not genes, and not selfish,
of course). Therefore, we cannot avoid the duty to try, how far we could go with the hypothesis that
humans are just great molecules, with no soul at all. At the precise moment where this approach
fails, the human soul rises. In a sense, this quest for a failure can be considered as experimental
psychology.

It is physics whose job is explaining the properties of molecules, even if they are as big and
as complex as human bodies. And physics can offer all the tools and skills accumulated in the
studies of complex systems. As a brief introduction to the subject I would like to mention now just
three models originating in physics, that are both very simple to formulate and very successful in
elucidating social phenomena.

The society is viewed just as an ensemble of strongly interacting particles (i.e. human beings).
Among the models physicists devised for strongly interacting entities, the Ising model is perhaps
the best known. So, it seems quite natural that a situation in the society, where members should
decide from two choices, was described in terms of the Ising model. We can imagine, for example,
a big factory with angry workers who are about to go on strike. The two options are: strike “yes”
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or “no”. This is like spins choosing between “up” and “down”. The social pressure due to the
surrounding people is like the exchange interaction between spins; the combined pressure from the
greedy employer and from the hungry children is like the external magnetic field. In this way the
outburst of a strike is described by a phase transition [58].

The second is the voter model. In physics, it is used to describe catalysis [104, 105]. As a model
of a society, it describes competition of two opinions. Again, the two options can be described by
a two-state Ising variables S;. The members of the society (we call them agents) are placed on
the vertices of a lattice or a graph. To keep contact with physics, we can use a hypercubic lattice,
or, to make the calculations easy, we put the agents on a complete graph. The system evolves as
a Markov process in the following way. At each step, an agent ¢ is chosen at random. Then, the
agent looks at one of her neighbours (again chosen at random), say, the agent j. Then, the state is
updated according to the neighbour

Such a simple dynamics leads to surprisingly complex behaviour [106]. And most importantly,
the model is exactly soluble on a hypercubic lattice in all dimensions. One step beyond the voter
model is the Sznajd model, which is no longer exactly soluble. My own results in this line of
research will be described later, when discussing the papers [SlaLav03] and [S1aSznPrz08].

The third is the so-called minority game. It is a scientific elaboration of a simple game called
“zig-zag-zug”, popular among children in Switzerland. It is played as follows. Three children
stand face to each other, and stretch the right leg so that the tips of their shoes nearly touch each
other. Then they say in unison “zig-zag-zug” and at the last “zug” they should either raise the foot
or keep it down. If it happens that two players do the same move and the third remains alone,
the third wins. The aim is to be in the minority. We can see something similar in an idealised
description of the stock market. Imagine an ensemble of stockbrokers who decide either to sell or
to buy a share in a company (e.g. in Verenigde Oost-Indische Compagnie if they lived in the early
17th century). When the majority of them buy, the price will probably rise and those who decided
to sell can pocket a gain. And vice versa. We can see that if the Beurs worked as indicated, the
minority option would be always profitable. The reality is always more complex, but the essence is
grasped by the minority principle: who manages to be in the minority, wins. Clearly, the situation
of agents is heavily frustrated, as by definition there is no universal strategy which would prescribe
each agent to do the opposite than the majority does. The minority game model introduced by
Challet and Zhang in 1997 [107] formulates this principle in a strict way. The most surprising
feature of this model is the presence of a dynamical phase transition, which was studied in depth
using the replica and generating functional methods [108, 109]. I contributed to this area by the
paper [Slanina01] to be discussed in the next paragraph, as well as a few others [52, 110, 111].

Social imitation

In the paper [SlaninaO1] I took the minority game model as a starting point to study the conse-
quences of imitation between agents.

In the minority game, each agent can choose between actions —1 or +1. The sum of actions
of all agents is called attendance A(t). Positive attendance means that the agents who chose —1
were in the minority and therefore are rewarded a point. Those in the majority are punished by
taking off a point. The total number of points accumulated by an agent is her wealth (it can also
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Figure 1.8: Two examples of time evolutions of the domains created by imitation. On the vertical
scale, wealth of agents respective to average wealth, rescaled to average fluctuations. Time goes
from the top to the bottom, which means that the top curve is the earliest, the bottommost is the

last one. The heavy bullets indicate the leaders, i.e. agents who do not imitate anybody. These
data of mine were actually published in the paper [52].

be negative). In order to predict the future, each agent owns two strategies which offer the agent
actions according to the observed past outcomes. Besides the wealth of the agent, the “virtual”
wealth, or score, is calculated for each strategy separately, which is the number of points which
would be accumulated if the strategy was used all the time, with all other circumstances unchanged.
The strategy which is actually used is the one with the highest score.

I modified the above scheme in the following way. I placed the agents on a social network,
which in [Slanina01] was a simple linear chain, as well as in the preceding paper [110], while in
the subsequent study [52] I used Erds-Rényi and Barabdsi-Albert random graphs. When deciding
her next action, the agent first compares her own wealth with that of the neighbours. If she is the
richest of all, she uses the best of her own strategies. If she is not, she takes the same action as the
richest neighbour. This way domains are formed within the social network, each of them acting in
unison as a single big agent. Each domain has its leader, which is the richest agent of all within the
domain. The other agents are imitators. During the evolution the fraction of imitators increases, as
the domains grow in size, but eventually the fraction saturates. We can see the example of growing
domains in Fig. 1.8. The model has two control parameters, the overall probability of imitation p
and the price ¢ the imitators must pay to the imitated.

Besides the geometry of the imitation domains, we can observe the local and global measures
of efficiency of the system. Globally, the efficiency of the minority game is measured by the
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volatility, which in this context means the amplitude of fluctuations of the attendance around the
most efficient state A(t) = 0. In the classical minority game, the volatility depends on the number
of agents in a non-monotonous way. The minimum of volatility, i.e. the most efficient state is
achieved at N = N, = 2™ /o, where M is the length of the agents’ memory and o, = 0.3374...
is a universal constant, defined as a root of a certain transcendental equation [108].

In my version I found that imitation increases the global efficiency (decreases the volatility) for
N > N, which is quite natural, as the imitation effectively diminishes the number of agents and
thus brings the system closer to the optimum. However, even for N < N, the imitation helps, if
the tendency to imitation p is not too high: there is a minimum on the dependence of the volatility
on p.

From the local perspective, the efficiency of the system was measured through the social ten-
sion, defined through the local differences in wealth between neighbours in the social network. It
is quite interesting that the social tension depends strongly on the information cost €. If the infor-
mation is free, ¢ = 0, the imitation always lowers the tension. Indeed, the wealth inside domains
more or less equalises and the tension is mostly due to the neighbourhood of the leader. But if the
information is expensive, the leaders gain much more due to the fee paid by their followers, who
are simply deemed to poverty. Imitation makes the social tension even stronger. In such a case, the
remedy consists in lowering the number of leaders, i.e. increasing the incentive to imitation p. In
plain words, if you already must be sucked by tycoons, let them be as few as possible.

Let me also add, as a note, that in the following paper [52] I worked in collaboration with my
student H. Lavicka on a generalisation to more complex social networks. We found, for example,
that on the Erd6s-Rényi graph the number of immediate followers is power-law distributed, despite
the fact that the degree distribution of the underlying social network is Poissonian.

Sznajd and voter models on a full graph

The voter model shortly described earlier is very special as is allows for exact solution on a hy-
percubic lattice in every dimension. Without going into details, we can notice this fact when we
write the equations of motion for the correlation functions. Usually, two-site correlation functions
require three- or four-site correlation functions etc. so that the equations of motions never close. It
is not the case for the voter model. The equation for single-site averages does not need any higher
correlations, and the same holds for all other correlations.

There are more complex models in which this nice property is not satisfied any longer. One
of them is the Sznajd model, named after the inventors Katarzyna Sznajd-Weron and Jézef Sznajd
(daughter and father) [112]. While in the voter model the opinion of a single agent is transmitted
on her neighbour, in the Sznajd model it is necessary to have two neighbours of the same opinion
in order that a neighbour of such a couple was converted to the same opinion. There are various
cosmetic variants of the process, but all of them behave in essentially the same manner. For
example, we can place the agents on a square lattice. If we find a pair of two neighbours of the
same opinion, all the six nearest neighbours of the pair adopt the same opinion.

In the paper [SlaLav03] I calculated analytically the dynamics of the voter and Sznajd models
in the case of agents placed on a full graph of IV vertices. The co-author, the then-student of mine
H. Lavicka contributed by making numerical simulations which confirm my analytical results. In
both voter and Sznajd model on a complete graph the state of the system is fully described by the
magnetisationm = (N, — N_)/N, where N is the total number of agents and N, are the numbers
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Figure 1.9: Average time of reaching the stationary state in the Sznajd model. The line is the exact
analytic result, the points are the results of simulations by H. Lavicka, for system size N = 2000
(+) and N = 4000 (x).

of agents choosing the =1 options, respectively. We can write the master equations for the time
dependence of the probability distribution of the magnetisation, which in the voter case is

ng(m,T) = 8—2 [(1 = m?) Py(m,7)] (1.13)

and in the Sznajd case is

gﬁ%Wnﬂ:—ggﬁl—m%mRAmﬁﬂ : (1.14)
The solution of Eq. (1.13) consists of two J-functions at the edges of the allowed interval, i.e.
atm = —1 and m = 1, and of a regular part, which is a continuous function on the support
(—1,1). The regular part is obtained by finding the (left as well as right) eigenfunctions of the
(non-Hermitian) linear operator standing on the right-hand side of (1.13). As for the right eigen-
functions, they are proportional to the Gegenbauer polynomials. The eigenvalues determine the
sequence of relaxation times. For a comparison, H. Lavicka performed very careful simulations of
the model, from which a few first relaxation times can be extracted. The agreement with the exact
results is excellent.

Eq. (1.14) is a different case, as it contains only the first derivative. The diffusive term vanishes
in the limit N — oo leaving just a deterministic drift dynamics. We can be interested, e.g. in the
average time to reach a stationary time in which all agents have the same opinion. It will depend
on the fraction p of those who have had the opinion +1 at the beginning, and, of course, on the
total number of agents /N. The result is

e
(Tst) = 1<VRT:5¢N> (1.15)

and as we can see in Fig. 1.9, the simulations agree very well with the exact theory. Note that the
time to reach stationarity diverges at p = 1/2, signalling a dynamical phase transition. In contrast,
in the voter model such a transition is absent.
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Figure 1.10: One-dimensional Sznajd model. Probability of reaching the final configuration of all
sites in state +1, depending on the initial concentration n. of 41 sites. The points are numerical
simulation data; the line is the analytical result obtained using the Kirkwood approximation.

One-dimensional Sznajd model

The complete graph corresponds to the limit of infinite dimension and in such a situation the mean-
field theory is known to be reliable. On the other hand, one-dimensional systems are perhaps
the farthest possible from what mean-field theories predict: there are no phase transitions, etc.
However, in the paper [SlaSznPrz08] I showed how an approximation usually classified as mean-
field-like, gives extraordinarily good results. The paper [SlaSznPrz08] is co-authored also by K.
Sznajd-Weron and her student P. Przybyta. I did all the analytical calculations myself, the others
performed all the computer simulations.

The point is that the equation of motion for the average Cy(t) = (o(y)) contains higher cor-
relations functions C(n;t) = (o(y)o(y + n)), Ca(n,m;t) = (c(y — n)o(y)o(y + m)) etc. In
particular, we obtain the equations

d
d—C(](t) = — 02(1, 1; t) + C(](t)
- (1.16)
acl(l,t) = — 03(1, 1, 17t) — Cl(l,t) + 01(37t) +1.
To close the chain, we use the Kirkwood approximation
Co(1,1;t) ~Cy(1;8)Cy(t
5(1, 152) = C1(1;1)Co (1) 117

Cs(1,1,1;8) = (C1(151))” .

This kind of approximation is usually called decoupling in the context of condensed matter physics.
It is considered justified if the fluctuations are small, which is the same argument which also
justifies the mean-field approximation. Therefore, decoupling and mean-field approximations are
closely related, and indeed, in many cases (but not always) they are identical.

Making the Kirkwood approximation in (1.16), we can calculate the dynamics of the correla-
tions and eventually find the probability P, that the final configuration will have all agents in state
+1. It depends only on the initial concentration of +1 opinions, denoted n. and the result is

2

+
. (1.18)
(1 — n+)2 + n%_

n

Py(ny) =
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Figure 1.11: Evolution of the Hegselmann-Krause model. Each point represents one or more
agents with a specified value of the opinion F;. The total number of agents is N = 200. In the
upper left panel, we show the case in which full consensus is reached. In the upper right panel, the
population splits into several non-communicating stable groups. In the lower panel we show how
the approach to consensus is slowed down when the confidence bound is close to its critical value.

We can see in Fig. 1.10 how the approximation (1.18) compares with the results of computer
simulations (the simulation data for Fig. 1.10 were obtained by myself, rather than taken from
[S1aSznPrz08]). In my personal view, the agreement is impressive. How is it possible that an
approximation that should work well in high dimensions, is so good in one-dimensional case? |
do not posses any satisfactory answer, neither I know any literature which would elucidate this
phenomenon. Let us recall that similar thing was already observed in the one-dimensional ricepile
[Slanina02]. Moreover, I came across such behaviour also in the analysis of the interacting gaps
model of an order book [113] (more on order books and related issues will be found in the follow-

ing).

Hegselmann-Krause model of consensus formation

In the voter, Sznajd and related models, agents have only very restricted choice of two opinions.
In reality, people’s views on many matters can vary in a wide range and multitude of intermediate
positions are held. One step towards reality is the introduction of continuous options F', e.g. from
the interval [0, 1]. When people meet, they adjust their opinions, thus moving within the allowed
interval. The ultimate state may or may not be the full consensus, i.e. the state in which all agents
occupy the same point within the interval. The first model of this kind was devised by DeGroot
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[114] and if we simplify his findings a lot, one can say that sooner or later consensus is always
reached, provided that there are no subgroups of agents who never communicate with the rest.

Such a conclusion is too trivial and contradicts all what we observe in society. Divisions and
struggles are ubiquitous, consensus is very rare. To account for that, the idea of bounded confidence
was implemented in such a sense that agents whose opinions within the interval [0, 1] differ more
than a certain level € > 0, do not influence each other. If the agents are closer than ¢, their opinions
move towards each other, thus promoting the consensus.

One of the models of this type is the model of Hegselmann and Krause [115]. I investigated
the model in the paper [Slaninalla]. The questions I asked are related to the fact that for ¢ large
enough full consensus is reached, like in DeGroot’s model, while for small ¢ the ensemble of agents
eventually splits into groups which are more distant than ¢, and therefore do not communicate with
each other. Consensus is never reached. Examples of such evolution are shown in the two top
panels in Fig. 1.11.

Moreover, close to the value of ¢ separating the consensus and no-consensus phase, the dy-
namics is slowed down, much like the dynamics in the vicinity of second-order equilibrium phase
transitions (see the lower panel in Fig. 1.11). In the article [Slaninal 1a] I investigated this slowing
down in a great detail. The essential finding was the role of mediators, i.e. individuals or tiny
groups who are able to join and attract macroscopically large ensembles of agents. For example
I found that the spectrum of relaxation times close to the transition not only contains long time
values, but is composed of several distinct peaks. I deciphered these peaks as corresponding to
mediator groups consisting of one, two, three, etc. agents.

The ultimate conclusion, although hypothetical, from this study seems rather paradoxical: the
apparent dynamical phase transition from consensus to no-consensus phases seems to be a pure
finite-size effect. In the thermodynamic limit, there will be always enough mediators who would
guarantee the final consensus. When the number of agents increases, the transition become more
and more pronounced and simultaneously shifts to lower values of €. In an infinite system, the
transition disappears.

In fact, such a situation is not uncommon in the models of social phenomena. Quite often the
interesting phenomena are “just” finite-size effects. Rather than being discarded as marginal, these
phenomena pose fundamental questions on how to deal with large but still finite systems. And this
is one of the pivotal questions of the science of complexity.

1.2.4 Econophysics
A branch of sociophysics

Among the various aspect of social life economy is the one which touches virtually anybody.
Therefore, in the ages of science it seems inevitable to describe and govern economy on a scien-
tific basis. In the places like Prague such efforts are unfortunately often related to the bankrupt
“scientific” theories of Marxism-Leninism. It is therefore quite understandable psychologically
that the attempts to employ somewhat more exact intellectual habits a la physique in economics
is not always welcome in the professional community. However, in my view it is vital to defend
the scientific spirit even in the areas where it is considered suspicious. Therefore, I consider very
useful to take all attempts to bring exactitude to the fields like economics. If physics proves really
useful here, why not using it? This is the motivation for the field of econophysics. I will discuss
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just two problems where physical approaches succeeded, at least partially. The first of them con-
cerns the distribution of wealth in society, the second deals with the microscopic details of trading
at the stock market.

Wealth distribution

The perspective for survival in a modern capitalist economy is often reduced to various measures
of individual and corporate wealth. Disproportions in wealth distribution across society are also
causes, either virtual or actual or both, of social tensions, resulting in incessant dynamics affect-
ing the whole social structure. The distribution of wealth (expressed by diverse indicators) was
therefore the first concern in quantitative analyses started in 19th century.

If there were a gallery of founding fathers of what is now econophysics, surely it would include
Vilfredo Pareto. In his book Cours d’économie politique [65], published in 1897, he formulated
the law for income distribution stating that the number N of individuals having an income greater
than v is

A
BCETD (1.19)
where b is a constant very close to zero and the value of the exponent « lies between 1 and 2.

A closer look reveals, unfortunately, small but systematic deviations from the power-law de-
pendence, which are more pronounced at low incomes. Eventually, a consensus grew that the
universal Pareto law is indeed applicable for a small fraction of society enjoying high incomes,
while the rest of society is governed by non-universal laws, i.e. distribution of lower incomes
is sensitive to the details of the actual social situation [116—118]. In fact, it is not so much the
functional form of the Pareto law but its spatial and temporal stability that is intriguing. Indeed,
while the value of the exponent o may slightly vary from one society to another, the very fact of
the power-law tail in the distribution is valid almost everywhere. Some investigations suggest that
the range of validity of the Pareto law may extend as far in the past as to ancient Egypt of the
Pharaohs [119].

Non-conservative scattering model

In the early 1960s B. Mandelbrot came with the idea that wealth might be described according to
the Lévy distribution [120] which possesses the nice property of having a power-law tail at v — oo
like Eq. (1.19). Interestingly, this line of thought led Mandelbrot further to the discovery of Lévy
distribution in the price changes of cotton [66] and this was (according to his personal testimony)
the turning point which eventually resulted in the introduction of fractals and their wonderful new
world [121].

It was also Mandelbrot [120] who first suggested that the dynamics of wealth distribution in so-
ciety might be modelled similarly as the energy distribution within a large ensemble of interacting
particles. As particles (people) interact, energy (wealth) is redistributed among them. Unfortu-
nately, as Mandelbrot noticed, energy is distributed exponentially, while wealth follows the Lévy
distribution. Therefore, the analogy was not pursued further for a very long time.

Instead, wealth distributions were modelled by various stochastic processes of multiplicative-
additive type. The main lesson from them was that in order to obtain a power-law tail the Pareto
law requires, wealth must not be a strictly conserved quantity. And this is just the idea I used in my
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Figure 1.12: The ultimate source of the increase of total wealth of interacting agents is the energy
coming from the Sun.

paper [Slanina04]. Partially I took inspiration from the earlier studies on the inelastic scattering
processes in granular gases [122]. You can make a granular gas yourself in your garage if you shake
an oil can partly filled with sand. The grains of sand keep moving as long as you keep shaking. The
energy dissipation at collisions makes them come to rest quickly after you stop injecting energy
from the outside.

I imagined an opposite situation. Instead of sand grains I considered individuals involved in
an economic exchange. At each scattering event, the wealth is redistributed, but the total sum
increases and, on average, interaction brings profit to all. Of course, the non-conservation of
wealth is due to the fact that the whole economic system is open and the source of wealth increase
can be traced up to the energy influx from the Sun (see Fig. 1.12). The wealths of the agents 7 and
j affected by a scattering event change according to

(Z]((iill))>:<1+;_ﬁ 1+§-@)<Zj((?)) . (1.20)

The parameter  measures the amount of the exchange, while € is the non-conservation parameter.
The situation € < 0 corresponds to the known case of granular gas with dissipation. Unfortunately,
the solution cannot be analytically continued to positive €, because there is a singularity just at
€ = 0. Therefore, the solution must be found anew. This is what I did in [Slanina04].
As the total wealth increases, there is no true stationary solution, but if the time-dependent
distribution is rescaled by the average wealth, w = v/, the following distribution is finally found
O(w) = (O}Tl)) w_o‘_lexp(—a L
Clearly, the distribution exhibits the desired power-law tail. The Pareto exponent o depends on
the parameters $ and e. At very low incomes the probability is suppressed, in accordance with
published empirical data [118]. Therefore, the result (1.21) can be considered as a fairly successful
model for the wealth distribution seen in reality.

). (1.21)

Price fluctuations and order books

It is not only the number on your account statement that matters to you. Equally important question
is how much of this or that commodity you can buy, if you need it. That is, what are the prices
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Figure 1.13: Cumulative distribution of one-step price changes in the matrix multiplicative process

for order-book dynamics. The line is the power 2L,

of things. The things which are traded most are the least useful by themselves: currencies, shares,
bonds, and the like. These things are not sold in shops but at the stock market, more specifically
at a stock exchange. The stock exchange is a highly complex organisation which, on one hand,
provides a space for others to perform their trades, but on the other hand, pursues its own goals, or
even more precisely, an organisation which is owned by somebody and serves to the goals of the
Owners.

In addition, the organisation is managed and structured so that these goals are achieved most
efficiently. That is why the internal functioning of various stock exchanges (New York Stock
Exchange, London Stock Exchange, Paris Bourse, NASDAQ, Deusche Borse, etc.) looks different.
Now, the electronic trade becomes widespread and the instrument to match the offers to buy and
sell is the order book.

Orders are requests of selling or buying a specified amount of shares or commodity. Limit
orders specify the price at which the deal is to be executed. They wait until somebody is willing to
accept such price. Market orders do not specify the price but are executed immediately at the best
price available. The order book is the double list of waiting limit orders. New orders are inserted
as they come and are wiped out when they meet a partner and are executed. Therefore, the order
book is a dynamical system with a long memory. Physically, we can view the order book as a
one-dimensional system, a price axis on which particles of two types are deposited. Particles of
type A correspond to sell orders, particles of type B to buy orders. Clearly, particles of type A are
always on the right of the particles of type B; otherwise a trade occurs and the orders are removed.
The current price lies in the middle between the lowest A and the highest B.

There are many models of order books which differ in the ways the particles are deposited and
the trades are performed. Two articles of mine [SlaninaOla] and [Slanina08] will be discussed
in the following. Moreover, I contributed to the field also by papers [113, 123] which deal with
the interacting gaps model, introduced by Sorin Solomon. Interestingly, this model, as I and my
student A. Svorencik showed in [113], is yet another example of a one-dimensional system very
well described by a mean-field-like approximation, as were the ricepile [Slanina02] and 1D Sznajd
[S1aSznPrz08] models discussed above.
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Random matrix multiplicative process

In the paper [SlaninaOla] I investigated a very simple version of an order book. In reality, the
density of orders on each side from the price is a very complicated and fluctuating function. A very
drastic but useful approximation consists in taking only average densities p4 above and below the
price. Or, equivalently, we can work with the virtual price changes which are related to the densities
as x4 = 1/py. It comes out that the dynamics of the vector X = (ij) due to arrival of orders and
executing trades can be written as a matrix multiplication process X (t + 1) = M (¢) X (t) where
the matrix M () is chosen randomly from the set { My, M, M_} with probabilities py, p., and
p_, respectively.

The distribution of price changes (the most studied quantity in empirical econophysics) is then
given by the probability distribution of the elements of the vector X. It can be found very easily
by numerical simulations (see Fig. 1.13) showing a power-law tail ~ x=*~! with o = 1. However,
this is not a very appealing procedure, because numerical results can be already obtained using
much more realistic models. Fortunately, and this is the central point of the paper [Slanina0Ola],
there is a way how to calculate the exponent « analytically. I got the value o = 1 exactly, in full
accord with the numerics. The method can be further refined to include non-constant densities p..
These results are not contained in [SlaninaOla], but appear in my forthcoming book [71].

Deposition models

The model discussed in the previous paragraph is elegant but much too idealised to be directly com-
parable with reality. In [SlaninaO8] I performed detailed numerical study of several more realistic
models of order books. The first of them was the model originally devised by Bak, Paczuski,and
Shubik [124]. In this model, there are no market orders, but the limit orders may freely diffuse and
particles of type A and B annihilate each other when they meet. In fact, it is an extreme case of
a reaction-diffusion model. The immediate annihilation makes the analytical treatment more dif-
ficult, but here I concentrated on simulations anyway. Unfortunately, I found that the distribution
of price changes totally contradicts the empirical data, so that this model is discarded from further
considerations.

Much better does the generalisation of the old Stigler model [125], which is known under the
name Genoa artificial market. I have shown that the distribution of price changes as well as long
autocorrelations of absolute price changes are very well in accord with the empirics.

Still, the Genoa model does not reflect entirely the “microscopic” details of the deposition and
execution of orders. The main ingredient lacking are the market orders. They are introduced in the
models of Maslov [126] and Farmer et al [127], which I thoroughly investigate in the rest of the
paper [Slanina08]. I found that the most promising scheme is the Maslov model with “evaporation”
of orders (the person who issued the order is allowed to cancel it prematurely). In Fig. 1.14 we
can see an example of the price-time diagram of the evolution of the order book in this model.
(Note that the vertical axis shows the logarithm of price, not the price itself!) We can see that
the price is pinned between the A and B particles, but time to time it performs big jumps when
the density of orders on one side diminishes due to a random fluctuation. This way the simple
fluctuations of density are translated into a very complex fluctuations of price, exhibiting power-
law tails in distributions and very slow decay of autocorrelations, indicating a long memory. In
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Figure 1.14: Example of the evolution of the Maslov model with cancellations. Each horizontal
segment represents an order, placed where the segment starts and cancelled or executed where the
segment ends. The rugged line is the time dependence of the logarithm of price.

short, the process is strongly non-Markovian. I consider this model a good candidate for realistic
simulations of what happens on the stock market.

1.3 Summary

My works collected in this thesis pertain to a fluid area of inter-disciplinary physics. Despite the
diversity of the problems solved, there are several common approaches which repeat themselves
in most of them.

The first one is the use of stochastic processes. This is a simplification which is not obvious,
as the models of non-equilibrium physical systems always tend to prefer many-particle systems
with Hamilton dynamics, as testified by the emphasis on molecular dynamics simulations. Indeed,
even the use of the Boltzmann equation may seem suspicious when we investigate the most funda-
mental questions like the fluctuation symmetries [128]. Similarly, the description of real granular
media cannot stop at the level of stochastic sandpiles introduced by Bak [29] or dissipative scat-
tering along the lines of the Maxwell model [122]. Therefore, the stochastic modelling may be
insufficient when we require predictions comparable with reality.

On the other hand, the science of complexity considers irrelevant (very much like the renor-
malisation group theory) many of the features of the dynamics which are contained in the true
Hamiltonian description. It is not too much exaggerated saying that in the complex dynamics
the Hamiltonian is irrelevant and the system is described algorithmically. Indeed, most models de-
scribed in this thesis are defined by a simulation algorithm, which is only afterwards translated into
transition probabilities of a certain complicated Markov process. This is the case of all the self-
organised critical models shown here, i.e. ricepile [Slanina02], cracking [Slanina99a], as well as
friction [Slanina99] and evolution [SlaKot0OO] models; this is also the case of the order book mod-
els [Slanina08], minority game [Slanina0l], and the opinion and consensus models [SlaLav03],
[SIaSznPrz08], and [Slaninalla]. You can see that these methods permeat the whole thesis.

Besides the algorithmic character of the models described, the most frequent methodological
approach was the use of the mean-field approximation, under several disguises. The most straight-
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forward procedure is placing the interacting entities on a complete graph, or allowing everybody to
interact with everybody else. This way we get rid of all problems due to the structure of the lattice
or network on which the entities reside. This was done explicitly in the voter and Sznajd mod-
els on a complete graph [SlalLav03], and implicitly in the scattering model of wealth distribution
[Slanina04].

Less transparent was the use of the mean-field schemes in one-dimensional systems, namely
in the ricepile [Slanina02], the 1D Sznajd [SIaSznPrz08], and the (one-dimensional by defini-
tion) order-book model [Slanina0la]. Also the study of spectra and localisation in random graphs
yielded closed analytical results only under mean-field-like assumptions on the solution [Slan-
inall]. In fact, virtually all the cases where the analytical calculations were successfully carried
until the final result were also the cases where the mean-field ideology was the leading thread.

I think the small sample of interdisciplinary physics shown in this thesis suggests that physics
can be useful to other disciplines: there is a method for analysing empirical networks; there are
models of stock-market fluctuations; opinion-spreading models may help to understand election
results. A complementary question is whether the interdisciplinary science can be also useful to
physics. The results may seem ambiguous, but I still keep the optimistic attitude. For example,
the physics of dry friction and cracking (as well as wear and fatigue) is to large extent open and
little-understood. The ideas of self-organised criticality did bring progress, although they did not
offer any miraculous answers. And this is the field to which i contributed by my piece of the puzzle
[Slanina99], [Slanina99a].

To conclude, I do not want to exaggerate the importance of the physics of complex systems in
the context of other rapidly developing fields. However, there are numerous difficult and challeng-
ing problems the physics of complexity offers and it is worth spending time in attempts to solve
them. This is what I tried during the research which makes part of this thesis. The adventure was
interesting; and I believe I brought home some fruits.
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Collective behavior of asperities in dry friction at small velocities

Frantigk Slanin&
Institute of Physics, Academy of Sciences of the Czech Republic Na Slovance 2, CZ-18040 Praha, Czech Republic
and Center for Theoretical Study Jilska CZ-11000 Praha, Czech Republic
(Received 29 May 1998

We investigate a simple model of dry friction based on extremal dynamics of asperities. At small velocities,
correlations develop between the asperities, whose range becomes infinite in the limit of infinitely slow
driving, where the system is self-organized critical. This collective phenomenon leads to effective aging of the
asperities and results in velocity dependence of the friction force in the Forh—exp(—1b).
[S1063-651X(99)06804-X]

PACS number(s): 05.65.+b, 46.55.+d

[. INTRODUCTION force is larger(static friction). These old results on the dry
friction were reinvestigated experimentally relatively re-

Phenomena connected with mechanical properties ofently[6,7]. It was found that dynamical friction force is not
complex systems have been the subject of intensive study iconstant, but increases continuously when the velocity is de-
the last decade. Generally speaking, the difficulty stems fronacreased.
the fact that both the macroscopic scale and mesoscopic From the theoretical point of view, the microscopic inter-
scale are important. For example, the contact area of twpretation of the Amontons-Coulomb law was provided by
grains of sand is a mesoscopic object, but its properties resuiowden and Tabof8], and alternatively by Greenwood and
in macroscopic behavior of a sand heap. Among the whol&Villiamson[9]. In both approaches, the explanation is based
family of such problems, the dry friction emerged in recenton the picture of the set of mesoscopic contdatperities),
years as a hot subject. Besides the intrinsic interest in thecattered on the surface of the sliding bodi#8—14. The
dynamics of contact interfaces sliding on top of each othertypical size of the asperities is constant, while their number
there are various systems studied recently, in which frictioris proportional to normal load; hence the explanation of the
forces are dominant interactions determining the behaviorAmontons-Coulomb law.

As examples, we may note two notoriously known phenom- This picture is the basis of many current models of dry
ena: sand heaps and earthquakes. Equilibrium stress distribiniction [7], especially the elastoplastic model developed by
tion in heaps of granular materials exhibits complicated lo-Caroli, Noziees, and Velicky[10,11]. The asperities are
calized structured1,2]. The dynamics of tectonic plates considered as multistable traps, which dissipate energy due
gives rise to the power-law distribution of earthquakes, forto hysteresis. In the approximation of independent traps,
mulated in the Gutenberg-Richter lal3,4]. A one- even the dynamics of a single asperity is able to describe the
dimensional counterpart of friction is, e.g., the dislocationfriction process.

movement, which is responsible for the plasticity of metals. However, many features are not well understood, e.g., the

At least three regimes of friction may be distinguished.velocity dependence of the friction force found in experi-
First, dry friction corresponds to tangential force acting onments[6,15]. It is explained either as a consequence of the
the contact of two macroscopic solid bodies. The slot beplasticity of the asperities, which is considered as a thermally
tween the bodies is empty. The friction emerges as a result @ctivated proces$] (this phenomenon is called aging of the
the rheological properties of the sliding bodies both at theasperities)or purely geometrically, based on the self-affine
macroscopic and mesoscopic scale. Second, the lubricatethape of the surfacg42]. Within the approach based on the
friction differs in the fact that the slot between bodies isplasticity, the logarithmic dependence of the age of the as-
filled with a liquid and the mechanical properties of the me-perity on time is supposed on the basis of experimental data,
soscopic portions of the lubricant are responsible for frictionwhich suggest logarithmic velocity dependence of the fric-
Third, friction of a single microscopic tip on a surface may tion force. On the other hand, the geometrical approach gives
be measured, which explores the microscopic properties dfiction force proportional ta ~* for large velocities, while
the surfacd5]. Here we concentrate on the first possibility: the behavior for small velocities depends on the fractal ge-
dry friction. ometry of the surface.

Thorough experiments concerning sliding bodies were In the description of the process of friction two levels may
performed as early as the 18th century and led to the famouse distinguished. On the global level, the averaged effect of
Amontons-Coulomb laws: the friction force is proportional asperities can be successfully described using the elastoplas
to load and independent of the apparent contact area; faic model[10,11]. This approach is effectively a single-site
nonzero velocities, the friction force is independent of veloc-one. Only one asperity is changing its state and the effect of
ity (dynamical friction), while at zero velocity, the friction all other asperities is described by the effective surrounding

medium. The spatiotemporal correlations are considered to
be of very short range, and the mutually sliding surfaces
*Electronic address: slanina@fzu.cz behave in a uniform way.
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On the other hand, the local, short time level of descrip- a)
tion must take into account processes that happen at several
(or many) asperities simultaneously, or within a very short
period of time, so that they cannot be considered as uncor-
related. Several approaches in this direction were already

proposed, based on geometrical consideratidri#s13], on b) sliding direction —

Frenkel-Kontorovd 16], Burridge-Knopoff and train models [SLIDER

[17,18], or on an extremal dynamics model with elastic in- b % 5—%

teractiong 14]. v Ta / /
The extremal dynamicéED) models are very appealing, TRACK

because they may grasp the “skeleton” of the problem, de- c)

spite their simplicity and rudimentary nature. Generally, ED E

is based on the assumption that only one site is evolving l(\g

during one time step, namely the site which has the maxi- A Y Y

mum (or minimum: it depends on the model in quesjiarf b,,, \/ ..... \/ 'f/%%// \/
; d

the dynamical variable determining the state of the system. -
However, the price to pay is that the time scale fixed by the (removed) (inserted)

frequency of the updates of single sites is not directly related FIG. 1. lllustration of the model. A schematic drawing of two

to the real time measured in an experiment. o . . . T
! . sliding interfaces in contact is given {@&); the idealization of the
Extremal dynamics models were successfully used i, —_° . ; . _
. . . . . . Situation used in our model is depicted (im). The elastic energy
modeling various systems, such as invasion percolation, bio:

. . . X Stored in the asperity is described by the quariitythe slot be-
logical evolution [19], earthquakeg20], or dislocation tween the potential asperity and the traclkdisin (c), the redistri-

moyemenl[21,22]. The model we propose here.is l?ased Ohution in one step of extremal dynamics is shown schematically.
the ideas of ED models, adapted to the fact that in friction we

are interested in macroscopic movement with nonzero veloGsgnstant, a new point is introduced somewhere in the system.
ity, while most ED models are appropriate to the case of ag 4 zeroth approximation, the location of the new point
infinitely slow movement. may be chosen at random. However, in reality the position of
Briefly, the evolution of our model proceeds at the mostihe new contact is determined by the detailed structure of the
susceptible asperity, namely the asperity that bears maxisrfaces of the slider and track. The new contact is estab-
mum stress. A small mechanical perturbation, such as thgsheq at a place where the surfaces are closest one to an-
release of stress at a single site, may result in a burst Qfiher, S, another numberis attributed to each point rep-
activity of large spatiotemporal extent. Following the termi- resenting the width of the slot between the surfaces, waiting
nology used in the theories of self-organized criticalt®], i the vicinity of the asperity for further updatéthe actual
we will call SL_Jch spatlotemporal areas of act.|V|ty avalanghess|ot directly on the asperity is zero, of cours&he situation
The correlatlon_s _present in _the model will be describedg sketched in Figs.(@) and 1(b). In the update the location
through the statistical properties of the avalanches. of minimumd is found. Here a new asperity is reintroduced.
From time to time, the ED of asperities is interrupted by aThe yalues ofb andd of the neighbors of the old and new
macroscopic “slip” of the body as a whole, in which all gjieg are also updated. Generally, each sitekhad neigh-
asperities are cqmpletely renewed. By a.Combma_tlon of th,ors that are affected. For simplicity, we assukre 2, and
ED evolution with such macroscopic slips, we mtroduceupdate only one neighbdon the right-hand side).
non-zero macroscopic sliding velocity into the model. Let us allow for very slow motion of the slider as a whole.
The rest of the article is organized as follows. In Sec. lltpe energy stored in the released asperity may be transferred
the model is defined and the interpretation of the model pagyirely to other asperities, or a part of it may be converted
rametgrs is given; in Sec;. Il thg presence of self-organizegi kinetic energyE. It may also happen that some of the
criticality (SOC)is investigated in the case of zero macro- inetic energy is returned back to elastic energy of some

scopic velocity, while the effect of nonzero velocity on the 5gnerities. The redistribution of energy in one update step is
breakdown of SOC as well as the velocity dependence of thgy ,strated in Fig. 1(c).

friction force are investigated in Sec. IV. Section V. summa-  |+is natural to expect that, at higher velocities, the number

rizes the results and draws conclusions from them. of asperities affected by the transfer of the kinetic energy to
the elastic one will be larger. We simplify this dependence
by saying that forE<E,, only the nearest neighbors are
affected, while forE=E, the slider slips macroscopically
We propose the following model. There a¥epoint con-  over an average distanog;,. The average duration of the
tacts, asperities, each with strdssThe quantityb will be  slip is T, and after that time all parametensand d of all
interpreted as the elastic energy stored in the asperity. Thasperities are newly attributed at random d&hés set to O.
model is one dimensiondthe generalization to the realistic Then, the dynamics starts again. In this process, the kinetic
two-dimensional case is straightforwardyith periodic  energy=E, the system had before the slip is dissipated.
boundary conditions, so the points form a closed ring. InThis makes a difference with the theories of one asperity
each step, the point with the highest strbgg, is found and  dynamics, where the energy is dissipated immediately after
released. The release of the stress means that the pointrilease of a single asperity. In our model we do not describe
removed. However, in order to keep the number of pointghe processes that happen during the slip; e.g., we do not

Il. MODEL
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examine the energy dissipated in the course of the slip. Simi- Rule (iv) concerning the kinetic effects means that elastic
larly, we do not calculate the physical velocity correspondingenergy sbax is transferred from the removed asperity to
to the kinetic energyE during the ED evolution. So, we kinetic energy and the rest is left for the newly inserted as-
isolate only those contributions to the friction force and theperity. The quantities\; andA, are absorbed by the neigh-
macroscopic slider velocity that originate in the ED processbors, but only if they do not exceed the kinetic energy
interrupted by instantaneous slips. (which should be positive). If they do exceed it, each of the

The average macroscopic velocity stemming from the neighbors receives exactly half of the kinetic energy, which
slips depends on the average time interval between two sulis thus totally absorbed.

sequent SlipS. We may determine this quan/ﬁ—tyin the time The kinetic effects and the S||p involve several param-
units of the extremal dynamics process. Its relation to physieters. First, the parametérdescribes how much of the elas-
cal time is not straightforward, but we suppose that this amtic energy tends to be converted into the kinetic energy. If
biguity affects only units, in which we measure time and notd=0, the kinetic effects are turned off.

the general dependence of the friction force on velocity. The parameteby, is the limit up to which an asperity can

Thus, we write simply absorb a portion of kinetic energy and convert it back to
elastic energy. It should be the property of the surface itself,
Av=1/At, (1)  without any resort to the load and velocity of the slider. If
6=0, the parameteln,, does not enter the model.
which corresponds to taking the average slip lenggy as The slip is determined by the paramefgy,. In a more

the length unit and average time needed to update singkealistic description, it would be necessary to introduce the
asperity as a time unit. The contributicdxv from the ED  function R(E), which would count the number of sites, in-
process is dominant if the time between slips is much largegluding the extremal sitg,,4, which are to be updated, pro-
than the duration of the slipyt>Tg, (i.e., slips are instan- Vided the kinetic energy has the valtie Here we take the
taneous eventsand the real length travelled between slips Simplest formR(E) =3+ (N—3)0(E —E,). Even this pa-
during the ED dynamicgp is much shorter than the slip rameter should be _the property of the surface, irrespective of
length, Xep<Xsip - the load and velocity. _ . _
The contributionA F to the friction force coming from ~_ Finally, we comment on the interpretation of the quantity
this process is then proportional to the energy dissipated iy the average number of asperities. We suppose that it may

one slip. Because we are using arbitrary units, we identify S€'Vé as a measure of the external load. Consequenitly,
does not depend on the apparent contact area of the slidel

AFie=Egy. (2) and the track. LargeN also means that update of single
asperity has less impact on the whole system, namely, the
Let us now describe the extremal dynamics of the modeiransfer of elastic energy to kinetic energy is slower. The
more formally. The model consists of sites connected in Same effect has smallé so it is the quantitys/N that will
ring topology. Each sité<{1,2,...N} is connected to its appear in the velocity dependence of the friction force.
right neighborr (i). The state of the model is described by S0, in order to conform with the Amontons-Coulomb law,
the set E,by,b,, ... by,d;,ds, ... .dy) and the function We expect that the surface properties will enter the velocity
r(i) which describe the connectivity of the sites. At the be-dependence of the friction force through the parambigr
ginningyE:O and bOtI"bi anddi are uniform]y distributed in and CombinationEthr/N ando/N. We will see later that it is
the interval(0,1). The updating steps are the followirg.  €xactly the case.
Find the maximum streds,,,,= max(b;) located at siteé -
Remember its old right neighbg=r(imaJ. (ii) Find the lll. INFINITELY SLOW MOVEMENT REGIME
minimum slotd,,;, at sitei,. (i) Change of connectivity:
The sitei . iS removed by cutting its links to the left and  Let us first investigate the case in which no slips are al-
right nearest neighbors and is reinserted betwggrand the  lowed, which can be expressed by the limit valtjg=. In
site next to it on the ring. It will have a new right neighbor this case, the macroscopic movement is infinitely slow. If the
inew="(ima) =T (imin), and then set (imin) =imax. (V) Ki- elastic energy could not be transformed into kinetic energy
netic effects: SetE’=E+ 6bpna Bloay= (1= 8)Bmaxs A1 E,ie., if 5; 0, the modgl would be a slightly more compli-
=(bu—b; ) 0(bu—bi ). Ar=(by—b; )o(by—b; ). cated version of the Zaitsev model for dislocation movement
fE'>A TA we s(;th=E’—A “A ”eb_, b +”Z [21], which is known to be self-organized critical. The criti-
1722 122 Mgy Mg ' 71 cality manifested by the power-law distribution of avalanche
bi =bi FA,. If not, we set E=0, b/ =b; ~ sizes is due to infinitely slow driving. It is natural to expect
+E,/2’bi,new: binew+ E’/2. (v) Stress redistribution: For Self-organized criticality also in our model f@=0. How-

r.,r,, random numbers distributed uniformly in the triangle e\;?r,heven fort5>g t.he”cotrr:dlttlonlof infinitely .St'o‘.” dr'\é'ntg’d t
0<r,<r,<1 we set bimax:rlb, b, =b' +(r, which means technically that only one asperity is updated a

max: Flog ol a time, is also satisfied and SOC is expected as well.
— 1 )b b =D{ 4 (1-12)bhg. (Vi) New values of We simulated systems of sidé=1000. The first quantity
slotsd are attributed to old and new neighbors as well as tove measured was the probability distribution of the stresses,
site i hay, taking random numbers uniformly distributed in P(b) and maximum stressé,,{(bma. The functionP(b)
the interval(0,1). (vii) If E=Ey,, slip occurs, which means is continuous up to a critical value= b, and then suddenly
thatE is set to 0 and; andd; distributed uniformly in the drops to zero, which is behavior common in SOC extremal
interval (0,1). dynamics models. The value bf depends ord. The typical
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FIG. 2. Distribution of stresse®(b) and maximum stresses ~ FIG. 4. Rescaled forward avalanche distribution fbf
P mad Bmay) for N=1000, 5=0.01, andb,, = 0.9. The energy thresh- =1000,6=0.001, andby,=0.9. The critical threshold is\,

old is infinite [full line for P(b) and dotted forP (b ] and = 0-519 and the scaling exponents are1.27 and 14=2.6. The

Eu/N=0.08 [dashed line for P(b) and dash-dotted for number of steps is £0 The corresponding thresholdsare indi-

P Bman ]- The number of steps is 40 cated next to the symbols in the legend.

behavior is shown in Fig. 2 fof=0.01. to investigate scaling of integrated distributioRy,4(S)
A fingerprint of self-organized criticality is, e.g., the scal- =f§dS_wad(S), from which the exponents and ¢ can be

ing behavior of the forward -avalanche sizes determined.

Figures 3 and 4 show the data collapse which confirms the
scaling of the form(3). The best collapse was obtained for
Pawa(8)=5""g(s|x —\¢|"). (3)  the following values of the parametets) for 5=0 we have
A.=0.7475,7=1.28, and 14=2.6, and(b) for §=0.001
andby,=0.9 we haven.=0.519,7=1.27, and 16=2.6.

The \ avalanche starts whem,,, exceeds the valugr and There is a minor difference in the exponentiving the

ends wherb,,,, drops below the valuk again. The sizs of . = _ . .
the avalanche is the number of update steps from the start SJGSt fit for6=0 andé=0.001. However, we believe that this

the end of the avalanche. For numerical reasons it is simple ifference is within the numerical uncertainty O.f the resglts
and the model belongs to the same universality class irre-

spective of parametes.
By qualitative inspection of the quality of the data col-

15 ] lapse for different choices of the exponents, we estimate the
error bars. Thus, we finish with the following critical expo-
03 . nents of our model:
0.8 -
g.'g - 7=1.27+0.02, 0=0.38+0.02. 4)
o)
:"'g 0.5 ] The forward avalanche exponentis greater than in the
& 04 — one-dimensionallD) Zaitsev mode[21,19], but close to the
Lw Sneppen interface growth modé@3,19]. Another 1D model
03 7 to be compared is the charge-density wa@®W) model of
Olami[24] and the anisotropic interface depinning model of
0.2 |- - Ref.[22], which have, however, significantly larger exponent

" 7. The closest universality class seems to be the one of the
Sneppen model7=1.26), but the value oér=0.35 in this
class is smaller than in our model.
0.1 L L L L Whether this difference is due to the finite-size effect or
10-° 10'4/\ _)‘ AL the two models being in a different universality class cannot
sl c be stated with certainty from our present data. Instead, we
FIG. 3. Rescaled forward avalanche distribution for  would like to stress a structural similarity of the two models,
=1000 ands=0. The critical threshold ix,=0.7475 and the scal- Which may explain the similarity of exponents. Contrary to
ing exponents are=1.28 and 1#=2.6. The number of steps is usual interface growth modef&5], the Sneppen model is a
10°. The corresponding thresholdlsare indicated next to the sym- nonlocal one. After a single growth evefteposition of a
bols in the legend. single particle), an unbounded sequence of further steps is

—
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FIG. 5. Time evolution of the kinetic energy per asperity. The
parameters are as follow®=1000, §=0.01, andb,=0.9 (full
line), N=10% §=0.001, andby=0.9 (dotted line), N=1000,
6=0.001, and by=0.5 (long dashed ling and N=1000,
6=0.001,by,=0.9 (short dashed line

10%¢

FIG. 6. Approach of the kinetic energy to its stationary value,

for N=10%, §=0.001, andby,=0.9. The stationary value is taken
asE.. /N=0.155.

If we set the threshold,<E.., quasiperiodic behavior

is observed: the kinetic energy grows, until it reaches the

performed in order to reestablish the Sing'e_step property OYaIUe of the threshold, and then the SyStem is reinitialized.
the interface. So, the range of interactions fluctuates durindhis regime is illustrated in Fig. 7. If the threshold is close to
the evolution, according to the actual configuration of theE~, the slips are less regular, due to fluctuations, but for
interface. Similarly, the Zaitsev model, like most of other Smaller values of the threshold the slips occur with fixed
extremal dynamics models, is local in the sense that afteifequency. The mean number of steps between slips is
finding an extremal site, its neighbors are also updated, whildetermined by the waf§ approaches the stationary value.

the range of neighborhood is fixed. In contrast, our modelBecauseEy, is related to the friction force by E¢2) and the
like the Sneppen model, does not have a fixed range of inmean period of slips to the velocity, according to Eq, the
teractions, but is established by the position of the minimunyelocity dependence of the friction force is measurable in our
of the quantityd (the slot). We simulated also a version in model. Figure 8 shows the results for varioigndby, . If

which the site, where new asperity is inserted, is chosen ave denoteF,=E., the static friction force, we observe by
random, instead of using the skit In this case we observed plotting the velocity dependence in semilogarithmic scale

mean-field behavior characterized by exponemtsl.5,
o=0.5.

that the following law is well satisfied:

S
AFfriC:FO 1_eX4_AAU_N>:| (5)
IV. FRICTION AT NONZERO VELOCITY
I ] ]

In the preceding section we dealt with stationary proper- 0.14 | H
ties of the model. In order to account for macroscopic move-
ment, transient properties are of interest. First, we investigate 0.12
the evolution of the kinetic enerdy and its approach to the
stationary valuee,,, if we forbid the slips, i.e.Ey,=0. In 0.1
Fig. 5 we show the time evolution &/N for different val-
ues of the model parametess by, and number of asperities = 0.08 |
N. The most important observation is that the stationary N
valueE., /N depends oib,, , while the dependence ahand 0.06 |- H
N is within the noise level(We observe that both largs
and smallé suppress the relative fluctuations of the kinetic 0.04 |- H
energy around the stationary valud.he physical signifi-
cance is clear: the static friction force, which is according to 0.02 |- H
Eq. (2) equal toE.,, is proportional toN, which is in turn
proportional to the normal load. Thus, we recover the 00 i ; ; p

Amontons-Coulomb law for static friction.
The approach of the kinetic energy to its stationary value

10%¢

is exponential, as is demonstrated in Fig. 6. This type of FIG. 7. Time dependence of the kinetic enerfy for N
approach is directly reflected in the velocity dependence of10°, §=0.1, andby,=0.9. The slips occur in the moments when

the friction force, as we will see below.

E drops to 0.
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FIG. 9. Distribution of jump lengths forN=1C &
=0.001, andb;=0.9. The full line is the case without slip&,
=+»). The dotted lines have slips allowed and the values of
E. /N are indicated next to the position where the lines reach the
right edge of the figure. In the inset, the distribution of jump lengths
is given for 6=0 andN= 10" (full line), andN=10* (dotted line).
with some constani characteristic of the model. We have Note that the inset makes it clear that the upward bend in the dis-
found A=3.6*0.3. The deviations from the above depen-tribution for Ey,,= +« is a mere finite-size effect.
dence forAv <é/N are due to time fluctuations &, which
lead to less regular slips. However, as we already mentionegl,..r,, .(r,(i,))---]), wherer,,, is applieds—1 times.
the relative fluctuations decrease with so we expect the In the self-organized critical state the probability distribu-
dependenceb) to hold for all velocities in thermodynamic tion of jump lengths is the power law,(s) =S~ . For
limit N—oo. Eq,= it is actually observed in our model, as indicated in

For large velocities the friction force decreasesAdS;ic  the inset in Fig. 9. The comparison of the distributions for
~1/Av. The same velocity dependence was found also using|=10° andN=10" is shown in order to give an idea of the

FIG. 8. Velocity dependence of the friction force, fdre= 10%,
§=0.001, by=0.9(+), N=1C, §=0.001, by, =0.5(x), N
=10°, $=0.01, by=0.9(0), N=500, 5=0.01, and by,
=0.9(0).

a different approachl2]. magnitude of the finite-size corrections to the power-law be-
Becausd-; was found to be proportional td, i.e., to the  havior.

normal load, the form of Eq(5) is in conformity with the The situation with nonzero macroscopic velocif,,

Amontons-Coulomb law. <E.., is shown in Fig. 9. Wheik,, decreases, the velocity

Now we turn to the influence of the macroscopic move-increases and the scale on whiejp,(s) obeys a power law
ment, connected to the slips on the self-organized criticabhrinks. The correlations do not have time enough to develop
behavior investigated in the last section. Each Sllp reinitial'on the scale of the whole System, but 0n|y at shorter dis-
izes the values ob and d and the evolution towards the tances. So, we may connect the velocity dependence of the
critical attractor begins from scratch. This means that theriction force to the level of correlations between the asperi-
long-range correlations characteristic of the critical state canies, which are present in the system. In contrast to the theo-
not fully develop. The difference can be seen already in thgjes where the velocity dependence stems from the aging of a
distribution of stresses, Fig. 2. The sharp edg®(ib) ob-  single asperity, here the aging is a collective effect. The age
served in the infinitely slow driving is smeared out. The po-corresponds to the range of correlations. For zero velocity
sition of the edge determines the critical thresholdor the  the correlation length is infinite and the age is infinite as
forward avalanches, so we expect that no scaling of tgpe  well.
will hold, as soon as the macroscopic movement has nonzero
velocity. However, the most direct way to investigate the
breakdown of criticality due to the slips seems to us to be the
calculation of the distribution of jump lengths. If in certain  \We presented a model of dry friction based on the con-
time stept the maximum stress was found at sitend inthe  ception of slider and track interacting through a system of
next step at sité;,;, we can compute spatial distance be-asperities. We proposed an extremal dynamics model in or-
tween these sites as follows. Le(i) be the function that der to describe the processes during the movement of the
determines the connectivity in timenamely r,(i) is the site  slider. We found the decrease of the friction force with in-
connected ta on the right-hand side. The jump lengthis  creasing velocity. For velocities approaching zero, the fric-
defined as follows: starting frof and applying we come tion force has finite limit. The origin of the velocity depen-
to the right neighbor of the extremal site at tirher(i;). dence is not in a change of properties of a single asperity, but
Then, applyings—1| times the functiorr,,; we must end in collective effects, involving many asperities. At zero ve-
at iy;.1. So, s is such that i 1=ri;1(ries locity, the system is in a highly correlated, self-organized

V. CONCLUSIONS
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critical state. The values of the exponents are close to the There can also be another source of velocity dependence
Sneppen interface model; however, it is not clear from ourdifferent from the exponential one, which we found in our
data whether the universality class is the same. work. The function R(E), which gives the number of
Increasing the velocity gradually destroys the correlachanged asperities in one step, determines when the slips
tions. It is possible to view the buildup of the correlations asstart and consequently what will be the average velocity for
a collective asperity aging mechanism, as a counterpart tg given friction force. However, we expect that realistic
the single asperity aging due to plastic deformation. Suchyms of R(E) have a more or less sudden increase at a
collective aging leads to a different velocity dependence of.qrtain value ofE. We expect that all forms with a suffi-

the_frictio_n force than in the models considering single aS'Ciently sudden jump will give the same universal behavior as
perity aging and may be thus tested experimentally. A tvvo-the stepwise form used by us

dimensional variant of our 1D model W.°“"?‘ be necessary for As for the geometrical assumptions of the model, they are
a real comparison. However, generalization to an arb|trar¥1 o
aturally very crude. The asperities in the model do not oc-

dimension is straightforward. . I . ) i
§ cupy places in a realistic one-dimensional Euclidean space,

This observation reveals also the limits of applicability o ¢ rath bstract topoloaical i Taking int
our model. It is appropriate to situations where the plastié:)u rather on an abstract topological in€. Taking Into ac-

deformation does not dominate. The model can be used iUt the real geometry of the space would make more com-
the regime of very small velocities, where the usual logarithPlicated the rules for finding the place where the new asper-

mic velocity dependence is inappropriate. It may also bdly is to be inser'ged. Also, the true elasticity of the medium
used to describe friction over highly elastic surfaces, likeShould be taken into account. However, our results show that

rubber or some plastics, where the slow aging of single adhe velocity dependenc_e of th(.a.friction force is governed by

perities may not be dominant. thel way the sglf-orgamze_d cn_tlcal state is ap_proached. We
However, a simple modification of the model might also believe that _thls behavior is unlversal_ and rr_1ak|ng the system

take into account the plastic aging: the stressemay be ~MOre reallstlc _Woul_d not alter the universality _class, as long

allowed to depend explicitly on the time elapsed since theS the dlmgnsmnahty and the extremal-dynamics character of

asperity was created. The specific form of this time depenth® model is preserved.

dence should be based on physical assumptions not con-

tained in our model, like the thermally activated mechanism

[6]. Thus, the interplay of collective and individual aging ACKNOWLEDGMENTS

could be investigated. We expect that the nonuniversal form

of the velocity dependence of the friction force arises from | wish to thank M. Kotrla and B. Velickyfor useful dis-

such interplay. cussions.
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Cracking piles of brittle grains
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A model which accounts for cracking avalanches in piles of grains subject to external load is introduced and
numerically simulated. The stress is stochastically transferred from higher layers to lower ones. Cracked areas
exhibit various morphologies, depending on the degree of randomness in the packing and on the ductility of the
grains. The external force necessary to continue the cracking process is constant in a wide range of values of
the fraction of already cracked grains. If the grains are very brittle, the force fluctuations become periodic in
early stages of cracking. The distribution of cracking avalanches obeys a power law with experiedt
+0.1.[S1063-651X(99)04108-2]

PACS number(s): 45.70.—n, 05.65.+b, 46.50.+a, 83.70.Fn

[. INTRODUCTION granular materials is the procedure in which the grains are
produced, i.e., the fragmentation proc¢28,24]. The obvi-

There are many phenomena concerning granular matt&us practical importance of this process was stressed, e.qg., ir
which have attracted the attention of physicifly. The [25]. In statistical approaches to fragmentati@8], the
source of the Comp|exity of sand and similar systems stemgrains which are cracked are considered either independently
from a highly nonlinear mechanical response on the meso$f each other or random two-particle collisions of the grains
copic scale(i.e., on the scale of single grainghich brings ~ are taken into account. Such models are appropriate to the
about Comp“cated behavior on many scales, up to the ma@ituation in mills. Different mechanisms should be at work
roscopic one, even though there is usually no scale-free bavhen the bulk of the heap of granular particles is cracked by
havior[2]. This feature brings the physics of granular mattercompression, like in manufacturing pills in the pharmaceuti-
close to other complex mechanics phenomena, like frictiorfal industry. Similar problems were already addressed when
[3] and wear[4], where the interplay of mesoscopic and studying the localization of deformation in two-dimensional
macroscopic phenomena is the central point of attention. heaps of plastic cylinderf26] and compaction of granular

The dynamics of sand may be studied from two points ofmatter in silos under pressufg7].
view. Slow driving by adding single grains gives rise to ava- In the present work, we introduce a model which consid-
lancheg[5,6] and stratification phenomerd]. Intense driv-  €rs the cracking of grains within a pile of other grains, some
ing by periodic or persistent external forces was observed t6f them already cracked, others not. So we will not investi-
cause, for example, surface pattern formatidmnes, etc.pr ~ gate the size distribution of fragments, like in R3], but
grain_size Separatio[ﬂ_]_ The dynamics of the mixture of the spatial configuration of clusters of cracked grains and
sand and air may lead to beautiful phenomena like the tickalso the external force fluctuations occurring during the pro-
ing of hourglassefs]. cess of cracking.

On the other hand, the most frequently asked question The article is organized as follows. In the next section the
about static properties was the stress distribution within sanfodel is introduced. The Sec. Ill is a gallery of simulation
heaps, either free or embedded in various kinds of containefésults and the last section, Sec. IV, draws conclusions from
[2,9-13. The most famous phenomenon is perhaps the minithe results obtained.
mum of stress directly below the top of a conic sandpile,
measured by ®id and Novosadl14]and later on explained
theoretically by Bouchaud and co-workgfb—17. The ex-
planation is based on the fact that arches are created within Our model describes a two-dimensional pile of granular
the granular packing, which support most of the weight. Amatter contained in a rectangular silo. A physical realization
very important phenomenon connected with arching is thef this situation may be prepared by two parallel glass plates,
static avalanches due to large-scale reconstruction of arche$e distance of which corresponds to the grain size. The lat-
caused by very small external perturbatid8], and stick- eral and bottom slots are closed, while the upper slot is open
slip motion of sand in a tubEL9,20]. and a uniform external force is applied to the surface of the

Both of the above phenomena are currently well describegile by a kind of piston. The grains are brittlegg shells
within the scalar arching modg19], which is a generaliza- may serve as a popular example), which means that if the
tion of the scalar stress model developed for granular mattestress the grain supports exceeds a threshold waye the
by Liu et al.[13,21,22]. grain collapses. As a consequence of this, the stress patterr

A less studied phenomenon from the point of view ofin the neighborhood of the collapsed grain changes, which

may cause another grain collapse and finally leads to a kind
of internal avalanche. During that process, the piston is kept
*Electronic address: slanina@fzu.cz immobile, so the total external force decreases, until the ava-

Il. DESCRIPTION OF THE MODEL
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lanche stops. How much the force decreases as a conse- 0
quence of cracking one grain is described by a material-
dependent factor<<1. We may expect that for more ductile

grains the drop of the force will be smaller and the parameter 100
a will be closer to 1. For this reason we will call the
ductility.

The stress within the pile is a tensor, but recent studies 200

[17] showed that for many purposes only the diagonal ele-
ment corresponding to the horizontal axis is important. This
simplification leads to a scalar model of stress propagation in 300
granular matter, which will be a basis of our model here.

We suppose the grains are placed regularly on a square
lattice rotated by 45°, so that the columns and rows of grains 400
correspond to the diagonals on the lattice. Each row is
grains wide; each column K grains high. The grains are in
contact with the nearest neighbors on the lattice. The ran- 500
domness in the size, shape, and position of the grains is taken
into account by a stochastic rule, which describes the propa-

gation of stress. o FIG. 1. Morphology of cracked areas for a sample with

Denotew;, the stress on the grain irth row (counted  —s500 andH =500, after 5000 time steps. Every cracked grain is
from above)andkth column. It transfers the fractiog, of represented by a black dot. The parameters @+e0.9 and 3
the stress to its left bottom neighbor, the fraction g;, to =0.25.

its right bottom neighbor. We neglect the weight of the

grains themselves, compared to the external force. So thgas neighbors, which can bear the load instead of it. How-

rule of stress propagation is described by the equations  ever, if the neighbors are also already cracked grains, the
stress propagation remains to be stochastic as it was before

Wit 1k= Wik + (1= dig—1)Wi 1 for oddk, the cracking, but the realization of the randomness, i.e., the
(1)  values of the numbers, is changed.
Wit 1= (1= i) Wi+ Qi+ 1 Wi+ 1 foreven k. After each change ofi's, the local stresses are recom-

puted, the grains which are not yet cracked and exceed the

We impose cylindrical boundary conditions;o=w;_. The  threshold are cracked, negis are established, and this pro-
topmost row is subject to external forces,=f,. We will  cedure is repeated until no noncracked grains exceeding the
call the normalized surf =X f, /L the total external force. threshold are found and the avalanche stops. Then we pro-

The simulation proceeds as follows. The numbgsare  ceed to the next time stept 1. The external force is in-
taken randomly from the uniform distribution on the interval creased up to the value when another grain is cracked again
((1-pB)/2,(1+B)/2). Initially all f, are set equal and the and a new cracking avalanche starts. We will call the ava-
local stresses are computed according to rglgs At time  lanche sizeAc the total number of grains cracked during the
stept, the force is uniformly increased until stress on oneavalanche. This algorithm continues as long as there are any
noncracked grain, say, at positionk), reaches the thresh- noncracked grains left.
old wy,=1. Then, the time is stopped and the cracking ava- Besides the size of the system, the model has two free
lanche starts. The grain is cracked, which has two conseparameters. The parametermeasures the ductility of the
quences. grains andgB the degree of randomness in the stress propa-

First, the external force is lowered. We can introduce thegation. The limit3=0 corresponds to the fully deterministic
response functioris(i,k;k’) such that the reduction of the case.
external force on columk’ is f,,—[1—G(i,k;k')]f, . We
suppose that the response is localiz€d; exp(—k—K'|/&),
and the correlation length is short,é<L. In this case we
assume that the forr®(i,k;k’)=(1—a) . is a good ap- When a grain is cracked, the load is mostly transferred to
proximation, which does not change the universality class ofts neighbors, which have then increased their chances of
the model. This leads to a lowering of the force only on topbeing cracked. This leads to the creation of clusters of
of the column in which the cracked grain lidg,— af. cracked grains, which grow and merge as the cracking pro-

Second, if grain in the same row to the left, i.ei,k( ceeds. The typical morphology of the cracked clusters is
—1), is not cracked, the value gfcorresponding to left top shown in Fig. 1. We can observe the formation of “arches”
neighbor of (,k) is setto 1. If {,k—1) is crackedgis given  with one dominant “leg” only. The shape of the “legs”
a new random value from the uniform distribution on theresembles the letter S when they grow large. The dependence
interval (1 —8)/2,(1+ B)/2). A similar rule applies on the of the morphology on the ductilityr and randomnesg is
right hand side: if (,k+1) is not cracked, the right top shown in Figs. 2, 3, and 4. For larg@rthe typical size of the
neighbor of (,k) has a newg=0; if (i,k+1) is cracked, the cracked clusters is smaller, while for smal the sample
new g is a random number from the same distribution ascontains only few big “arches,” which are also more sym-
above. These rules correspond to a very simple intuitive obmetric than those for larger randomness. The ductility has a
servation, that the cracked grain no longer bears the load, if iifferent influence on the morphology: in the case of more

lll. SIMULATION RESULTS
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FIG. 2. Morphology of cracked areas for a sample with FIG. 4. Morphology of cracked areas for a sample with
=500 andH =500, after 5000 time steps. The parametersare =500 andH =500, after 10 000 time steps. The parametersaare
=0.9 andB=0.5. =0.5 andB=0.5.

brittle grains, i.e., with smallewr, the cracked areas are 5n4x500). So the picture of the overall behavior of the force
mostly concentrated in the top part of the sample, while more e a5 follows. After a transient period, where the force
ductile grains lead to cracking equally probable in the Who'%uddenly drops and slowly rises again, a stationary cracking
bulk_of the_sample(We performed simulations also for very regime develops, characterized by constant average force
ductile grains,a close to 1, and the trend was observed t0g  ~This regime holds if the fraction of cracked grains is
shift the cracked regions to the bottom of the sample, whegma”; according to our observations< v, is a sufficient

the ductility is incrgased.) condition, where the value of,,,, depends slightly oa. For
When the cracking proceeds, the force necessary to con- 0.1 we foundy....~0.7. while for@=0.9 we observed
. max =0 .

tinue fluctuates. Each cracking avalanche means a drop é} ~04
the force, which then rises again. Figure 5 shows the time ™%, =~
dependence of the external forde and the fraction of
cracked graing for a sample of 200:200 grains. We can
see that the force fluctuates around a nearly time
independent valug ,,~0.55 during the large part of the pro-
cess, at least from time= 1000 tot=5000. This was even
more clearly observed for larger sampl@sour simulations

The value of the stationary forde,, decreases witlB.
We found the values in the range froRy,~0.3 for =1
(maximum randomnesgp F,,~0.6 for =0.1 (minimum
randomness studied).

Around the average force, there are fluctuations which
reflect the unique realization of the disorder in our sample.

0 g T T P_g‘t‘
100 - N
200 = .
Y
- -
300 -
400
500 . .
0 100 200 300 400 500
k
FIG. 3. Morphology of cracked areas for a sample with FIG. 5. Time evolution of external forde (solid line) and frac-

=500 andH =500, after 5000 time steps. The parametersare tion of cracked grainsv (dashed line)for the sample withL
=0.9 andB=0.1. =200, H=200, «=0.9, andB=0.25.
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FIG. 6. Distribution of upward(solid line) and downward
(dashed linexhanges of the external force, far=200, H= 200,
«=0.9, andB=0.25. In order to avoid initial and final transient
regimes, only the interval from time=1000 tot=8000 was ana-
lyzed. The data are averaged over 20 independent runs.

FIG. 7. Time evolution of external forde (solid line) and frac-
tion of cracked grainsy (dashed line)for the sample withL
=200, H=200, «=0.1, and3=0.25.

first two intervals, with final time$; =100 andt,= 300, de-
r]scribe the situation in the transition regime. We can see that
most of the avalanches have a typical size of ahdat

and downward changeB_(AF) of the total external force =400. 9” the other_hand, the next two intervhglshwith end
from one step to the next one. The distribution of upwardimests=1000 and,=5000 give distributions which can be

changes can be fitted well by an exponential, while th‘;.]‘itted by a power law in the range of two decades. It can be

downward changes do not have any clear form of distribu-also seen that the distribution is stable in time during the

tion: neither a Gaussian, exponential, stretched exponentia?,tation?ry cracking regi>me. we Afittelq Tthg ﬁxr;])onent IOf the
nor power-law fit was satisfactory. A distribution with a power-law dependende™(Ac)~(Ac) with the result

power-law tail seems to be a good candidate, but more data
would be needed to settle this question.

For very smalla (we observed the phenomenon fer )
=0.1, but fora=0.3 it was already absenthe fluctuations We have found the same exponéwithin error bars)or
lose their purely random appearance and quasiregular forcl values of the parameters studied. The only exception was
oscillations occur, which are especially pronounced in the
early stages of the cracking procdss., for smallv). They B SSTSTRAARAL BRI ALY B R R
can be clearly seen in Fig. 7. When the fraction of cracked N
grains increases, the oscillations gradually disappear. The os- - AN
cillations perhaps correspond to the sudden drop of the force, i AN
observed for alla, followed by a gradual increase of the 0.1F NN
force again. While for smallx many periods of the oscilla- i N\ T —— )
tion may be realized, for larger the oscillations are “over- X
damped” and only a single period occurs.

A cracking avalanche starts from the stable state, in which 0.01 s
the stress on all noncracked grains is below the threshold. 3
The avalanche is initiated by an increase of external force up [ N
to a value which causes one grain to crack. This cracking
may result in the cracking of other grains, and so on, until a 0.001
new stable state is reached and the avalanche stops. We de
note Ac the avalanche size, which is the number of grains
cracked during the avalanche. We are interested in a statisti- N BN B
cal distribution of avalanche sizes. We expect that the distri- 1 10 100 1000
bution may be different in the initial transient period and in Ac
the stationary regime, in which the average foGg is con- FIG. 8. Avalanche size distributions fdr=500, H=500, «
stant. So we investigated the distributioRg (Ac) defined  =0.9, andg=0.25, in intervals determined by times=2100, t,
as probabilities that the size of the avalanche, occurring in & 300, t;=1000, and,=5000. The lines denote the following dis-
time interval ¢,_4,t,], with t,=0, is larger thamc. tributions: dash-dotted lin€; ; dotted line,P5 ; dashed lineP3 ;

Figure 8 shows the results for a 50600 sample. The solid line,P; . P;” corresponds to the interval,(,t,].

We investigated statistical properties of the fluctuations. |
Fig. 6 we show the distributions of upward chang§eq AF)

7=2.4+0.1. 2)

{

P

«/.

(4
R

Py (Ac)

-
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the case of3=1, where the distribution was close to expo- final stage. For very brittle grains, the force oscillates rather
nential, instead of power law. The breakdown of the powerregularly even in the stationary regime.

law, whengB approaches 1, remains to be studied. Cracking one grain may result in an avalanche of further
crackings. The distribution of avalanche sizes depends on
V. CONCLUSIONS time. While in the transient period the distribution is not

] ] ] _scale invariant, in the stationary regime the distribution of

We have found that a two-dimensional pile of brittle gyalanche sizes obeys a power law. This is an indication that
grains packed in a rectangular container exhibits nontriviah sort of criticality is present in the cracking process. The
behavior when an external force is applied from above anqajye of the exponent=2.4 is larger than the avalanche
the grains are cracked. The cracked grains form clusters witByponents found in most self-organized criti¢€@DC) mod-
different morphologies, depending on the ductility of theg|s known to us, where typically<3/2 [28—31. On the
grains and on the degree of randomness in the packing. Th@her hand, the dynamics of our model resembles the Olami-
degree of randomness seems only to determine the charagager-ChristensefOFC) model of earthquakeks2], where
teristic scale of the cracked clusters: lower randomness leagge exponent varies in a wide range, comprising also the
to larger clusters. This fact can be understood rather easily {fajye found in our model. However, the mechanism leading
we realize that a cluster occurs when the local stress exceegs power-law scaling in the OFC model is not completely
the threshold necessary for a grain to be cracked. If the streg$ear and the presence of SOC in that model is deH&@H
distribution is more uniform, fluctuations above the thresholdrpis may suggest that also in our model a new mechanism
are more distant one from the other. .. leading to criticality is at work, different from the usual

A less expected feature is the influence of the ductility.soc, represented by sandpil@8] or extremal dynamics
Brittle grains have the tendency to crack in the top part of the31] models.
container, while ductile grains are cracked mostly in the bot-  This work does not compare the simulation results with
tom part. This finding may play an important role in the experimental data, because we were not able to find any
separation of grains of different types. report of an experiment of this kindoosely related are the

During the cracking process the external force fluctuategyperiments reported {26]). It would be very welcome if a

around a general trend, which can be described as follows. fheasurement in the direction suggested here was done in the
the grains are not too brittlea=0.3), the force drops sud- fyyre.

denly and then rises slowly to a value which then remains

constant.for a great part of the whole cracking process. Wh_en ACKNOWLEDGMENTS

the fraction of cracked grains approaches 1, the force in-

creases again. So there exists a well-defined stationary crack- | wish to thank E. Guyon for useful discussions and B.
ing regime, preceded by a transient period and followed by &elicky for inspiring comments which motivated this work.
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Abstract. A self-organized branching process is introduced to describe one-dimensional rice-pile model
with stochastic topplings. Although the branching processes are generally expected to describe well high-
dimensional systems, our modification highlights some of the peculiarities present in one dimension. We find
analytically that the crossover behavior from the trivial one-dimensional BTW behaviour to self-organized
criticality is characterised by a power-law distribution of avalanches. The finite-size effects, which are

crucial to the crossover, are calculated.

PACS. 05.65.+b Self-organized systems — 05.70.Jk Critical point phenomena — 45.70.-n Granular systems

1 Introduction

Since the pioneering work of Bak, Tang and Wiesenfeld
(BTW) [1,2], the sand-pile model became one of proto-
type abstract models exhibiting self-organized criticality
(SOC). The original BTW model and its variants (see
e.g. [3-7]) consists of a cellular automaton slowly driven
by stochastic perturbations. The state of each site is de-
scribed by the number of grains on top of it. (Actually, this
number represents the slope rather than the height, if we
want to interpret the model as a real sand-pile. However,
in the 1D model, investigated here, the description using
slope and height variables are strictly equivalent.) If the
number of grains exceeds a threshold, the site becomes
active, a toppling occurs and grains are transferred to
neighbouring sites, which then may become active and the
process continues. The driving consists of adding grains
at randomly chosen sites. The critical state is reached
asymptotically in the limit of infinitely slow driving [8].
Fully deterministic versions were also studied, showing pe-
riodic [9,10] or self-similar but non-random behaviour [11].
Even though experiments on real sand-piles did not
confirm SOC behaviour, due to inertia effects [12-18], in
the experiments using rice [19,20] instead of sand it was
found that large aspect ratio of the rice grains (in contrast
to sand which consists at almost special grains) can lead to
SOC behaviour [19], has grains much closer to spherical.
Another difference between a typical sand-pile and
rice-pile experiments is that the rice-piles used in the ex-
periments are quasi one-dimensional [19,20]. While the
original BTW model in one dimension is trivial, there are
several variants of the 1D BTW model which exhibit non-
trivial behaviour [3,11,21-25]. Also the sand-piles on quasi

# e-mail: slanina@fzu.cz

one-dimensional stripes were investigated [26]. Several
one-dimensional models devised especially for modelling
the rice-piles were studied [27-37]. The models which take
into account a possible long-range rolling of grains are
able to describe the transition from SOC behaviour typ-
ical for rice-piles to the inertia-dominated behaviour of
sand heaps [38,39].

Besides numerous exact results and renormalisation-
group calculations (to cite only a few items of a vast
bibliography, see [40-46]), the mean-field approxima-
tion [47-49] was very useful in clarifying the nature of
the SOC state, even though it cannot give correct values
of the exponents below the upper critical dimension.

It was soon realised that the mean-field approxima-
tion for sand-piles is related to the critical branching pro-
cesses [50,51]. This idea lead to the introduction of a self-
organized branching processes [52-57], which describe the
approach to the critical state. Similar approaches consist
of mapping the sand-pile to percolation on a Bethe lat-
tice [58].

The approximation is based on the observation that
in high dimensions, activity returns to the same site
with a very small probability. So, we can suppose that
in each step the toppling occurs at a site, which has
never toppled before during the same avalanche. Each
toppling is mapped to one branching. Statistical prop-
erties of avalanches are determined by the probability p
of branching. This probability is itself determined self-
consistently. If the avalanche is sub-critical, it does not
fall off the system and the average number of grains, and
thus p, increases. If, on the other hand, the avalanche is
super-critical, it surely falls off the system, which leads
to a decrease of the average number of grains and a de-
crease of p. It was shown [52], that this process sets the p
exactly to the critical value, where the avalanche sizes s
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have power-law distribution P(s) ~ s~ with mean-field

exponent 7 = %

The purpose of this work is to modify the self-
organized branching processes in order to describe one-
dimensional rice-pile models. Our model will be designed
to include the one-dimensional BTW model as a special
case. Clearly we cannot obtain correct values of the ex-
ponents. Our main question will be, whether there is a
sharp transition from trivial 1D BTW behaviour to SOC
behaviour or what is the nature of the crossover from the
former to the latter.

The paper is organised as follows. In the next sec-
tion we define our version of the branching process, suit-
able for treating the one-dimensional rice-pile. We find the
condition for the criticality and investigate the crossover
from trivial one-dimensional BTW behaviour to the crit-
ical branching process. The self-organization toward the
critical state is investigated in the Section 3. We first de-
fine the self-organized branching process, then find the
fixed point of the dynamics and show that it exactly cor-
responds to a critical branching process. We finally inves-
tigate the influence of finite size effects and find the finite-
size scaling form. Section 4 concludes and summarises the
work.

2 Branching process for one-dimensional
model

2.1 Ricepile model

The rice-pile models were already thoroughly investigated
by numerical simulations. In fact, there are two variants of
the one-dimensional rice-pile model. The so-called “Oslo
model” [30-33] supposes that the critical slope depends
on space and time, and assumes a new random value
after each toppling event. Another approach [27-29] as-
sumes that the toppling occurs with a certain probabil-
ity, which depends on the actual slope. It is the second
approach, which we will follow in this article. It may be
also noted that a two-dimensional model which also im-
plements stochastic topplings was studied before [59].

We recall shortly the definition of the model. We con-
sider a chain of L sites. The state of site ¢,7=1,2,..., L is
described by a slope z; = h; —h; 41 where the height h; is a
non-negative integer, with boundary condition hr; = 0.
If the pile is in a stable state and a grain is dropped on the
site ¢ = 1, the update then proceeds for all sites in parallel.
We look for all sites which satisfy at least one of the two
conditions (i) it just toppled, (ii) its right-hand or left-
hand neighbour toppled [27]. If 7 is such a site, it topples
with probability 1, if z; > 2, with probability « € [0, 1] if
z; = 2 and with probability 0 if z; < 2. A toppling at the
site ¢ means that z; is decreased by 2 and z;—; and z;41
are increased by 1.

For « = 0 or @« = 1 we recover the standard one-
dimensional BTW sand-pile model with critical slope z, =
1 or z. = 2, respectively. In the intermediate region, 0 <
a < 1, self-organized criticality was found in numerical
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simulations, with avalanche exponent 7 = 1.55£0.02 [29].
However, it is not clear, what is the behaviour of the model
for a close to either 1 or 0. It seems, that for a finite sys-
tem the behaviour is SOC (modified by finite size effects)
only if a is not too close to 1 or 0 [34,60]. The behaviour
of the system when the system size diverges and « stays
close 0 or 1 has not been clarified. We would like to study
this question within the approximation provided by a self-
organized branching process.

2.2 Characteristic functions

From the technical point of view we will use the method
of a characteristic function (discrete Laplace transform),

defined for a function f(s) on integer numbers s as f(¢) =
e CF(s).

We will see that the distribution of avalanches have

generic form

P(s) ~ s Te5/% (1)
for large s. In the mean-field approximation or in the
branching process we have 7 = 3/2, while in the one-
dimensional BTW sand-pile the exponent is 7 = 0. The
process is critical, if the cutoff avalanche size sg diverges
(sg — 00).

In the language of characteristic functions the be-
haviour (1) translates to the properties of the singu-
larity in P(¢). Generally we have P(¢) ~ (¢ — )" +
nonsingular part. For the one-dimensional BTW pro-
cess we have n = —1, while a true branching process has
17 = 1/2. The cutoff is given by the distance of the singu-
larity from the point ¢ = 1, namely so ~ 1/|(p — 1|. The
process is critical, if (o = 1.

We will also see that the characteristic function for the
branching process is typically the solution of a quadratic
equation. The singular part of the characteristic function
comes from the square root of the discriminant D(¢) of
the equation, i.e. P(¢) ~ \/D(() + nonsingular part.
Therefore, n = 1/2 and the cutoff is given by the solution
of the equation D({y) = 0. If D(1) = 0, we have sy = o©
and the process is critical.

2.3 Branching process

Let us first recall how the branching process is used to de-
scribe the simplest case of the sand-pile model, for which
in each toppling event two grains are transferred to two
randomly chosen nearest neighbours (Manna model [6]).
There are Ny sites in state z = 0 and N7 sites in state
z = 1. The branching process starts by dropping a grain
onto a randomly chosen site. The probability of becom-
ing active (of toppling) is p = ﬁ Two new branches
arise from an active site. Each of them is active with prob-
ability p and a tree is created iteratively. The branching
process stops, when no active sites are present at the end-
points of the tree. The number of active sites, or number of
branchings, corresponds to the size of the avalanche. The
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probability distribution of avalanche sizes can be easily
obtained with the use of characteristic functions [52-56]
and gives the mean-field value of the exponent 7 = 3/2

Approximating the sand- or rice-pice models by a
branching process is well justified in high dimensions,
where the activity returns to the same point with very
small probability. It seems, therefore, that the use of a
branching processes in the opposite limit, in one dimen-
sion, lacks sense, because the return of activity is very
frequent. However, we can use a very simple property of
the return of activity to make the approximation sensible.
Indeed, the most frequent case when the activity returns
to the same site is described by the following process.

If the site 7 is active (it topples), a grain is transferred
to site 4 + 1 which can become active. If that happens,
another grain is transferred back to site ¢ (and also to site
i + 2, but this is not important now) and thus the site 4
may become active again. This observation leads to the
suitable modification of the branching process to describe
the one-dimensional case. We should take into account
explicitly the return of the activity just in the next step.
We will do this by setting different branching probabilities
for a site which was active at the previous step (i.e. the
site to the left) and for the site which did not have to be
(the site to the right).

Because the grains are added only on the site 1 = 1, we
have z; > 0 Vi. The condition that the site topples with
probability 1 if z > 2 ensures that z; < 2 Vi. We denote N,
as the number of sites with z = a. So, picking randomly
a site, we have probability p, = No/(No + N1 + Na) of
having z = a, where a = 0,1, 2.

Let us now describe the construction of the branch-
ing process corresponding to the one-dimensional rice-pile.
There are three types of the points on the tree cre-
ated by the branching process, according to the value of
z € {0,1,2}. We denote ¢, the probability that a point
with z = a branches. The points with z = 0 do not branch,
i.e. go = 0, while the points with z = 2 always branch, so
q2 = 1. The points with z = 1 branch with probability «,
i.e. 1 = . The approximation consists in supposing that
if a site did not topple in the previous step, it has prob-
ability p, of having z = a, while if the site did topple in
the last step, the probability of having z = a is modified
due to the previous toppling to the value

;o da+1 Pa+1
Po =
szo db+1 Pb+1

where we used p3 = q3 = 0 for convenience.

If a branching occurs at a site, two new branches (“left”
and “right”) emanate from it. The probability that the
right branch ends with a point with z = a is p,, while
for the left branch the probability is p/,. This way the tree
corresponding to the branching process is created. The
above described rules are illustrated in Figure 1.

The root of the tree should be treated separately. The
reason is that in the ricepile model the avalanche starts
by dropping a grain always on the left edge of the pile, i.e.
on the site ¢ = 1. If it topples, it transfers a grain only to
the right, while the grain going to the left falls off the sys-
tem. If we translated this feature to the description of our

(2)

211

a)

|
O — L

OV

Fig. 1. Illustration of the branching process. In (a) the pro-
cesses following a grain drop are depicted. The original config-
urations and their probabilities are in the left column, the final
ones are in the right column. The possible final configurations
resulting from a toppling are framed together with their non-
normalized probabilities. In (b) the correspondence is shown
between one branching event and the toppling, in which one
new grain is added and two grains (shaded) are displaced to
the left and to the right from the toppling site. In (c) a sample
realization of the tree is sketched. The full circles placed on
the right-hand branches correspond to probabilities p,, while
empty circles on the left-hand branches have modified proba-
bilities pl,.

branching process, the root would consist either of a single
non-branching point, or a point with a single branch (the
right one) emerging from it. However, we are interested
in the regime of long trees, where the different behaviour
of the root from the rest of the tree is irrelevant. So, we
assume that in the branching process the root also obeys
the same rules as all other points. Thus, all points, includ-
ing the root, have either zero or two branches emanating
from then.

The key quantity will be PZ%(s), the probability that a
tree consisting of n levels starting with a point of type a
contains s branchings. The probability of having s branch-
ings (i.e. avalanche of size s) is then P, (s) =), paPg(s).
We can easily derive the recurrence relation for PZ2(s)
which becomes particularly simple if we use the charac-
teristic function. We obtain

2
PO = (1= qa) +aC Y popbPl_1(Q)P5_1(Q) -

b,c=0

(3)
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A straightforward calculation leads to the following
equations for the characteristic functions

Pl =1
Pi(¢) =1-a+aPi(C) (4)

)

and
Po(s) = (ap1 + p2)P2(s) fors >0 . (5)

Therefore the basic quantity of interest will be the char-
acteristic function P2(¢). All properties of the branching
process can be computed from it. The set of equations
(3) thus represent a single recurrence equation for P2(s),
which in the limit n — oo leads to quadratic equation for
the stationary distribution P2(¢) = lim, .. P2(¢). We
obtain explicitly

1152(0 _ (apr+ (1 —)p2) (1 —api —pa)
¢ p2+ap
L apt2a (1 —a)pip2 + (1 — 2a) p2? + p12a? £2(0)
p2 + apr
+ ap(P*(())?
(6)
2.4 Criticality

The discriminant D(¢) of equation (6) depends on the
parameters p1, p2, and «. The branching process is critical
if D(1) = 0. This implies the following relation

—api —(1—a)p2+2apips +pi*a® +p° =0 (7)

which determines a surface in the parametric space. On
this surface the process is critical and the distribution of
avalanche sizes has a power-law tail with exponent 7 =
3/2.

However, the latter statement is not strictly true in
the sense that if the coefficient at the quadratic term in
equation (6) is zero, the process is not a true branching
process, because each parent can have at most one off-
spring. This corresponds to a process with an exponential
distribution of avalanche sizes, which we will call, in this
work, a “one-dimensional BTW process”. The important
feature which makes this different from a generic branch-
ing process is that there are no true branching points.
Indeed, there may be a non-zero probability that the pro-
cess stops at a given point, but there is zero probabil-
ity of splitting into more than one branch. Therefore, the
process does not generate tree-like structures, but linear
chains of random length. Both the one-dimensional BTW
and branching processes have the same general form (1)
of the distribution of avalanches for large s, but the one-
dimensional BTW process is characterised by the expo-
nents 7 = 0, 7 = —1. Therefore, in addition to checking
the criticality condition (7) we must also look at the be-
haviour close to the singularity.

The European Physical Journal B

We will prove in Section 3.2 that in the thermody-
namic limit our rice-pile model self-organizes so that the
parameters stabilise at values

200—1

p1 = max(0,

)
pr=1—a . (8)

If we insert these values into the criticality condi-
tion (7), we find that it is satisfied for an values of «,
including the limit values of 0 and 1. At the same time we
find that the singularity is always located at (o = 1. (In-
deed, as we discussed in section 2.2, the criticality of the
process is equivalent to the condition {; = 1.) However,
we find that the type of the singularity corresponds to the
exponents n = 1/2, 7 = 3/2 (critical branching process)
only for a’s within the open interval (0,1), while at the
points 0 and 1 the model corresponds to one-dimensional
BTW process. This can be easily interpreted in the lan-
guage of sand- and rice-piles. Indeed, for « = 0 and 1
the system recovers the behaviour of a one-dimensional
BTW sand-pile, which does not exhibit critical behaviour
in the usual sense. (In fact, the avalanche distribution does
exhibit a power-law distribution: all avalanche sizes have
the same probability, which corresponds to the power with
exponent 0. But this situation is not usually described as
critical behaviour).

2.5 Crossover behaviour

The question arises, how does the behaviour with expo-
nent 7 = 3/2 inside the interval [0,1] cross over to the
exponent 7 = 0 at the edges. As the critical behaviour
is related to the singularities of the characteristic func-
tion, we will turn our attention to the investigation of the
function P2(¢) in more detail.

Indeed, we find that if we expand the solution of equa-
tion (6) for small values of the parameter p defined as

B 2a(l —a)
M- 142a(l—a)

p(C) 9)
we can express the solution in terms of p and expand in
the lowest order (for p? < 1)

fﬂ(g):%_,/p_z_m%o .

While, as noted earlier, the exact solution for P2 (¢) has
always the singularity of the type n = 1/2 for { — (p =
1, the approximate behaviour (10) has a singularity with
n = —1 located at the point ¢} = (1 —2a(1—a))™! > 1.
When « goes to either 0 or 1, the value of ¢}, approaches 1.
This suggests the following scenario. For large avalanches,
i.e. 1 — ¢ < ¢ —1 the singularity at o, = 1 is relevant and
the avalanche size distribution has a power-law tail with
exponent 7 = 3/2.

For shorter avalanches, i.e. 1 — ( larger or comparable
to ¢, — 1 the singularity at () becomes dominant. There-
fore, for short avalanches we have one-dimensional BTW

(10)
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behaviour and P(s) ~ exp(—s/sg) with a cutoff

so1 1—2a(1l—a)

SO*H CO‘ - 20[(1—0[) (11)

The next step is to investigate the behaviour of sg
when « approaches either 0 or 1. We find this by expand-
ing the expression for (| as a function of « around the
points 0 and 1, respectively. To make the notation more
compact, let us introduce the variable p € {0,1}, which
distinguishes the two limit points a = 0 and 1. We can
see from (11) that the cutoff diverges as

1

So X —/—
2o — p

(12)

for a — p.

On the other hand, sufficiently close to the singular-
ity at ¢ — (o = 1 the exponent n = 1/2 is relevant. The
question is, how close to ( = 1 does the behaviour cross
over from one type to the other. We have one-dimensional
BTW behaviour for p? < 1, and a critical branching pro-
cess type of behaviour for 1 — p? < 1. A typical crossover
value (., can be found by solving the equation

1

p(CCr) = 9’ (13)
The avalanche size distribution will exhibit the crossover
around S¢; = 1/|1 — (¢r|. For s < s¢; the one-dimensional
BTW behaviour with exponential cutoff, diverging to in-
finity for & = 0 and 1, will apply. While for s > s, the dis-
tribution will have a power-law tail with the usual mean-
field exponent —3/2, and therefore exhibits self-organized
criticality.

The point of the transition between SOC and one-
dimensional BTW when « approaches 1 or 0 lies in the
diverging crossover value for the avalanche size. Similarly
as in the case of sg, by solving equation (13) with defini-
tion (9) we find the following limiting behaviour

1
Ser ™ a1 ~ sq (14)
for a — p.

We can see, comparing equations (12) and (14), that
the cutoff for the one-dimensional BTW behaviour is
asymptotically equal to the crossover at which the crit-
ical branching process behaviour sets on. This suggests
the scaling form

) (15)

valid for s > 1 and « close to 0 and 1. The scaling function
has the form F(z) ~ e~ for x < 1 and F(x) ~ z~3/2 for
x > 1. Indeed, we can find the Laplace transform of the
scaling function as

/ etV p@)yde =y — 32 — 1

0

(16)
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From here we obtain immediately the expression for the
scaling function through the Bessel function of imaginary
argument

—T

e
Fa) =" 1) (1)
The expected behaviour for x < 1 and = > 1 can be
verified directly by inspecting the asymptotic behaviour
of the Bessel function.

3 Self-organization
3.1 Self-organized branching process

In the basic setup of our branching process, all three
parameters «, p1, p2 are freely chosen. However, in the
rice-pile model the only free parameter is . The number
of sites with given z can change during an avalanche, so
that the probabilities p; and po are also modified. This
defines a flow in the space of parameters pq, pa. Our task
now is to establish stable fixed points of the dynamics and
check whether they satisfy the condition (7). If that hap-
pens, we can conclude that the system is self-organized
critical.

There are four types of events, which can happen dur-
ing an avalanche. Let us denote them as T2, T'1, E'1, and
FEQ. In the event T2, a point with z = 2 receives a grain
and topples. As a result, the number of sites with z = 2
is decreased by 1, No — Ny — 1, and number of sites with
z = 1 is increased by 1, Ny — Nj + 1. Similarly, in the
event T'1 a point with z = 1 topples, Ny — N; — 1 and
No — Ng + 1. In event E1 a site with z = 1 receives a
grain but does not topple, Ny — N1 —1 and Ny — No+1,
and finally in event F0 a site with z = 0 receives a grain
and does not topple, Ng — Ng — 1 and Ny — Ny + 1.

Using the variables y € {T,E} and a,b € {0,1,2},
let us denote Sqyp., the number of events of the type yb
occurring at the level n within the branching process,
on condition that the very first site had z = a. There
are Sqyp = ZZO:O Saybn such events in the entire real-
isation of the branching process. On average, there are
(8yb) = >, Pa(Says) events of the type yb. The averages
(syb) are of central importance for the dynamics of the
self-organization and can be easily obtained as follows.

For the characteristic function of the probability dis-
tribution of the number of events suup, We obtain an
equation analogous to (3). To study the self-organization,
we will need only the average number of events, which is
(Sayb,n), calculated as the derivative of the characteristic
function. Hence

<5ayb,n> = daq Z(pc + p/c)<scyb,n—1>~ (18)

C

This is a set of three recurrence relations, which may be
reduced to one equation only, by considering the relations
(Soyb,n) = 0 and (S1ypn) = a (Sayp,n), valid for n > 1. If
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we take as the basic quantity the average (saypn), We get
a recurrence relation determining a geometric sequence

(S2yb,n41) = K(S2yb,n) (19)
with quotient

2
o — apz + (p2 +ap) ' (20)
p2 + apy

We recognise in the stationarity condition £ = 1 the equa-
tion (7), implying the criticality of the branching process.

Summation of the infinite geometric series immediately
gives

ap; +
(syp) = <pb + (po +pé)u) (Sbyb,1)

1 r (21)

where the initial conditions are given by (sprp,1) = g» and
(svEb,1) =1 — qb.

The self-organization of the branching process is due
to the changes in the numbers N,, caused by the toppling
(and non-toppling) events. These numbers determine the
probabilities p,. Therefore, for fixed a the self-organized
branching process (SOBP) S(«) consists of an (infinite)
sequence of branching processes

S(a) = (22)
B(a, p\, p), B, piV, pSV), B(a, 1P, ), . ]

where B(q, p1,p2) is the branching process determined by
fixed parameters «, p1,pe, defined above. The branching
processes within the sequence differ only by the values of
the parameters p;, and ps. Let us consider the tth branch-
ing process in the sequence. When realised, it changes the
original values of the numbers N, or, equivalently, the val-
ues of the parameters p,. The average change is uniquely
determined by the average number of events (s,;). So, the
SOBP is entirely determined by the transition relations
connecting the values of the parameters in the ¢th and
(t + 1)th step

P = pl = Ti(pl”, pl) (23)
for ¢ € {1,2}. We find explicitly
T1(p1,p2) =
apr + (1 — a)ps — a(2 — a)p? — p3 — 2(1 — a)p1p2 (24)

apy + (1 — a)pa + 2ap1pe + p3 + a2p?
a1 — a)pi + (1 — 2a)p1p2 '
ap1 + (1 — a)pa + 2apips + p3 + a2p?

Ty(p1,p2) =

3.2 Fixed point

The fixed point of the self-organization dynamics can be
found immediately by equating the right-hand sides of
equations (25) to zero. Direct solution of the two coupled
equations gives three fixed points

b1 = 07 b2 = 0 (25)
b1 = 07 b2 = 1-«a (26)
p1 = 20‘0717 pp=1l—a . (27)

The European Physical Journal B

The correct solution is determined by stability consider-
ations. The relations (25) are linearised around the fixed
points and the eigenvalues of the resulting matrices of rank
2 are found. The result is that the fixed point (25) is al-
ways unstable, while (26) is stable for o € [0,1/2) and (27)
is stable for & € (1/2, 1]. For o = 1/2 the fixed points (26)
and (27) coincide and both of them are marginally stable
(i.e. the eigenvalues have zero real part).

Therefore, we find that the fixed point corresponds to
the values of the probabilities

200—1

)

p1 =max (0,

p2=1—a (28)

which proves the already announced result of equation (8).

3.3 Finite-size effects

In the numerical simulations of the rice-pile model
[33,34,36,60] attention is paid to the fact that the crit-
ical behaviour is observed only for large enough systems
and with « not too close to neither 0 nor 1. We have al-
ready shown how the crossover length blows up when «
approaches the edge values 0 or 1. It is obvious then, that
for small systems the crossover value of the avalanche size
may not be accessible and the critical regime in the tail of
the distribution is not observed at all. In this subsection
we will investigate the consequences of the finite length of
the branching process. There are two phenomena where
the finite size enters the problem. First, if the maximum
number of generations in the branching process is L, in-
stead of infinity, the distribution of the avalanche sizes
will not extend to infinity either, but will be bounded by
5 < Smax = 2% — 1. Moreover, if we take for example
p1 =1, po =0, a = 1, then all avalanches will have size L,
therefore a peak at s = L will occur, and P(s) = §(s— L).
If we move slightly from this position by increasing ps and
decreasing p; and «, a structure of multiple peaks located
at s=1L, 2L — 1, 3L — 3,... will appear. This makes the
analysis very complicated.

The second consequence of finite size is the shift in the
self-organized value of the parameters p; and ps, which
for finite L will deviate from the critical values. Therefore,
the avalanche-size distribution will develop an exponential
cutoff of the form P(s) oc s~3/2 exp(—s/s1).

As the first problem brings particular new difficul-
ties, we will concentrate only on the second one. This
makes the analysis less consistent, but feasible. Thus, we
should stress that in the following we will suppose that
the branching process in question has unbounded length,
but the self-organization is made in such a way, that only
the first L generations of the branching process are taken
into account.

Instead of working with the finite-L version of equa-
tions (23) and (25), describing the approach to the fixed
point, we can use the set of equations

(sp1) =(sT2)

(spo) =(sT1) (29)
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which determine the position of the fixed point. The only
information lost in equations (29) is the stability of the
fixed points. However, we suppose the stability will not
be affected by finite-size effects. Therefore, we will rely on
the stability analysis performed for L = co also in the case
of finite L and calculate the finite-size corrections starting
with equation (29).

The point is that equations (29) should also hold for
finite L. In fact, the expression (21) for the averages (syp)
assume the same form, only the factor (k — 1) arising in
the L = oo version should be replaced by the factor K =
(k—1)/(k*~1 —1). Assuming K small for large L, we can
find p; and po in lowest order of K. Then, we return to
the definition of K and find that K o L~!, confirming
that our approach is consistent.

Hence, for finite L we find, by solving equations (29)
to lowest order of 1/L, for a € (0,1/2)

l1—a In(l-7) 1
= — O_
TS TER A
B 1—a In(l1—7) 1
p=l-e-gry — o @ G0
and for a € (1/2,1)
20 —1 5% —5a+1 In(l—~) 1
==y - 2a-1)2« L +O(ﬁ)
l—a In(1—17) 1
p=l-atog g~ TOR oy
where we denoted
11— 2«
V=571 for a€(0,1/2)
12a0—1
fy = § aa fOI‘ o € (1/27 1) (32)

The above formulae confirm that the explicit limit L — oo
gives the same result as obtained previously when working
directly with L = co.

Using these results we can find the position of
the square-root singularity in the characteristic func-
tion for the avalanche size distribution, solving equation
D({o) = 0. The distance from 1 then determines the ex-
ponential cutoff of the distribution. We find

Us=lo-1=2D o) @
where
2 J—
o(a) = % for «€(0,1) (34)

and asymptotically for L — oo and « fixed the avalanche
distribution becomes the function of s L=2 only,

P(s;a, L) «x L3 G(sL™? o(a)) (35)
and the scaling function has the form
Glz) =2=%%® (36)
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This scaling holds well for all o with the exception of the
point o = 1/2, where we have v = 0 and hence o(a) = 0.
Then, the next order in 1/L takes over and the scaling
changes.

Let us use again the variable p € {0, 1}, which distin-
guishes the two limiting points o = 0 and 1. The factor
o(a) diverges as o(a) ~ o |a — |~ for @ — p, where
0o = (In2)?/4. Therefore, we can write the following scal-
ing form for the avalanche size distribution

P(s;a, L) o< L7 3| — u\_% G(s L7 2|l —p| "t og) (37)
for a — p.

We can see that the power-law distribution holds only
for avalanches shorter than L?|a — u|. In other words, if
the parameter « is close to the end-points of the interval
[0, 1], we need to have systems of the size L > 1/+/]a — p
in order to be able to observe any sign of self-organized
criticality.

In the above calculations we tacitly assumed that we
are beyond the regime we have called “one-dimensional
BTW?” in Section 2.5. This means s > sq.. In fact, we
can always reach this regime by choosing L large enough.
Therefore the presence of the one-dimensional regime does
not influence the scaling behaviour for large L. More pre-
cisely, we should have L? | — p| > scp. But because Sy
itself diverge for o — p as | — p| =1, we obtain a stronger
condition for the scaling (37) to be valid, namely

L>|a—p|™ (38)

if a — p.

4 Conclusions

We investigated analytically the self-organized critical
rice-pile model. We defined a self-organized branching pro-
cess, suitable for one-dimensional problems. The model is
characterised by the parameter a € [0, 1], the probabil-
ity of toppling at a sub-threshold site. For both limiting
values @ = 0 and o = 1 the model is equivalent to the
one-dimensional BTW model with trivial (uniform) dis-
tribution of avalanches.

We found that in the thermodynamic limit the sys-
tem is self-organized critical for all values of a within the
open interval (0, 1), with power-law tail in the distribution
of avalanche sizes with mean-field value of the exponent,
T = % However, the power-law behaviour holds only for
avalanches longer than a certain crossover value of the
avalanche size. The crossover diverges when « approaches
either of the limiting points of the interval [0, 1]. We also
found the scaling as well as the exact form of the scal-
ing function for avalanche distribution close to these limit
points. This describes how the one-dimensional BTW be-
haviour develops when approaching the limiting points.

The finite-size effects play important role in determin-
ing whether the model is self-organized critical or not. In
our model the SOC behaviour starts to occur at larger
sizes and the closer we are to the limiting points o = 0
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or 1. We found the form of the finite size and scaling in
our self-organized branching process and determined the
necessary condition for the the power-law regime in the
avalanche distribution to be observable, when we approach
the limiting points.

I wish to thank Mdéria MarkoSovd for numerous useful dis-
cussions which motivated me in this work. I am indebted to
Petr Chvosta for clarifying comments regarding stochastic pro-
cesses. This work was supported by the Grant Agency of the
Czech Republic, project No. 202/00/1187.
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We investigate a model of an evolving random network, introduced by us previdRisys. Rev. Lett83,
5587 (1999)]. The model is a generalization of the Bak-Sneppen model of biological evolution, with the
modification that the underlying network can evolve by adding and removing sites. The behavior and the
averaged properties of the network depend on the paramgetiee probability to establish a link to the newly
introduced site. Fop=1 the system is self-organized critical, with two distinct power-law regimes with
forward-avalanche exponents-1.98+0.04 andr’ =1.65+0.05. The average size of the network diverges as
a powerlaw whemp—1. We study various geometrical properties of the network: the probability distribution
of sizes and connectivities, size and number of disconnected clusters, and the dependence of the mean distance
between two sites on the cluster size. The connection with models of growing networks with a preferential
attachment is discussed.

PACS number(s): 05.40.—a, 87.10.+e, 87.23.Kg

I. INTRODUCTION plays the role of a testing ground for various analytical as
well as numerical approachésee, for exampld21,25—-30]).
Irregular networks or random graph4] composed of The idea of ED is the following. The dynamical system in

units of various kinds are very frequent both in nature andjuestion is composed of a large number of simple units,
society(which is, however, nothing but a special segment ofconnected in a network. Each site of the network hosts one
nature). Examples range from vulcanized polymers, silicaunit. The state of each unit is described by a single dynami-
glasses, force chains in granular materig@$ and mesos- cal variableb, called the barrier. In each step, the unit with
copic quantum wireg3] to food webg 4], herding effects in  minimumb is mutated by updating the barrier. The effect of
economicg 5], worldwide-web linkg6], “small-world” net-  the mutation on the environment is taken into account by
works of personal contacts between humgh8], and scien- changingb also at all sites connected to the minimum site by
tific collaboration network$9]. a network link. Because a perturbation can propagate
The modeling of such networks is not quite easy and anathrough the links, we should expect that the topology of the
lytical results are relatively rar@xamples, without any pre- network can affect substantially the ED evolution.
tence of completeness, can be foundlr5,10,11]). Numeri- The general feature of ED models is the avalanche dy-
cal simulations are still one of the principal tools. However,namics. The forwardh avalanches are defined as follows
even in the case when the properties of a given class d1]. For a fixed\ we define active sites as those having
random networks are relatively well established, either anabarrierb<<\. The appearance of one active site can lead to
lytically or numerically, as is the case of small-world net- an avalanchelike proliferation of active sites in successive
works, the serious question remains as to why these netime steps. The avalanche stops when all active sites disap-
works occur in nature. In other words, what are thepear again. Generically, there is a valuexofor which the
dynamical processes which generate these networks. probability distribution of avalanche sizes obeys a power law
Indeed, one can study, for example, various networks ofvithout any parameter tuning, so that the ED models are
the mutual dependence of species in a model of coevolutionlassified as a subgroup of self-organized critical models
[12—-14, but it is difficult to infer from these studies only [31]. (This, of course, can hold only for networks of unlim-
which networks are closer to reality than the others. In thdted size.)The set of exponents describing the critical behav-
context of biological evolution models, there were recently aior determines the dynamical universality class the model
few attempts to let the networks evolve freely, in order tobelongs to.
check which types of topologies might correspond to “at- It was found that the universality class depends on the
tractors” of the process of natural evolutiph5—20. topology of the network. Usually, regular hypercubic net-
The model introduced by us in a preceding Lefter]is  works[21]or Cayley tree$30] are investigated. For random
based on extremal dynamics and basically follows the Bakneighbor networks, the mean-field solution was found to be
Sneppen model of biological evolutidi3]. Extremal dy- exact[32,26]. Also the tree mode[80] were found to be-
namics(ED) models[21] are used in a wide area of prob- long to the mean-field universality class. A one-dimensional
lems, ranging from growth in a disordered mediy&2], model in which the links were wired randomly with the
dislocation movemenf23], and friction[24] to biological  probability decaying as a power of the distance was intro-
evolution[13]. Among them, the Bak-SneppéBS) model  duced[33,34]. It was found that the values of critical expo-
nents depend continuously en The BS model of a small-
world network was also studig@®5].
*Email address: slanina@fzu.cz Recently, the BS model on random networks, produced
"Email address: kotrla@fzu.cz by bond percolation on a fully connected lattice, was studied
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[15]. Two universality classes were found. Above the perco- (ii) If a unitis chosen for speciation, it acts as a “mother”
lation threshold, the system belongs to the mean-field univergiving birth to a new, “daughter” unit. A new unit is added
sality class, while exactly at the percolation threshold, theto the system and links are established between the new unit
avalanche exponent is different. A dynamics changing theind the neighbors of the “mother” unit: each link of the
topology in order to drive the network to critical connectivity “mother” unit is inherited with probabilityp by the “daugh-
was suggested. ter” unit. This rule reflects the fact that the new unit is to a
There are also several recent results for random networksertain extent a copy of the original, so the relations to the
produced by different kinds of dynamics than ED, especiallyeyironment will be initially similar to the ones the old unit
for the threshold network§18] and Boolean networks pas Moreover, if a unit which speciates has only one neigh-

[19,20]. ) ) ) bor, a link between “mother” and “daughter” is also estab-
The geometry of the worldwide web was intensively stud-jisneq.

ied very recently. It was found experimentally that the net-
work exhibits scale-free characteristics, measured by thg,
power-law distribution of the connectivities of the sites (i) In each step, the unit with minimutn is found and

[6,36]. Similar power-law behavior was observed also in the, tated. The barrier of the mutated unit is replaced by a new
actor collaboration graph and in power gridsl. A model  34om value’ taken from the uniform distribution on the

was sgggeste[ﬁ] to gxplaln this behavior, whoge tWo main ey (0,1). Also the barriers of all its neighbors are re-
ingredients are continual growth and preferential attachmermaced by new random numbers from the same distribution.
of new links, with sites with higher connectivity having a The rules determining whether a unit is chosen for extic-
higher probability to receive additional links. The latter fea- ., o speciation are the following.
ture resembles the. behavior of additive-multiplicative ran- (iv) If the newly assigned barrier of the mutated uitis
dom processes, which are well known to produce power-law,ger than the new barriers of all its neighbors, the unit is
d|str|but|ons[37,38]. N . chosen for speciation. b’ is lower than the barriers of all
Th_e moqlel mtr_oduced_ if6] is exactly soluble{39]. Va”'_ neighbors, the unit is chosen for extinction. In other cases
gnts_mcludlng aging of 3|te[310,4_1]and decaying aqd FEWIr™  heither extinction nor speciation occcurs. As a boundary con-
ing links [42,43]were also studied. The preferential attaCh'dition, we use the following exception: if the network con-

ment rule, Whi(.:h. .apparently requires unrealistic know'.edgesists of a single isolated unit only, it is always chosen for
of the connectivities of the whole network before a S'nglespeciation

new link is established, was justified in a very recent work (v) If a unit is chosen for extinction, all its neighbors

[44], where a higher probability of attachment at highly CON\which are not connected to any other unit are also chosen for

nected sites results from a local search by walking on thPextinction. We call this kind of extinction singular extinc-
network. tion

In the preceding Lettel7] we concentrated on the self- Rule (
organized critical behavior and extinction dynamics of ay6 assy
model in which the network changes dynamically by addingand the
and removing sites. It was shown that the extinction eXPOpiodiver

nent is larger t_han the upper bound for the BS mqgejen ger, there are fewer empty ecological niches and the prob-
by the mean-field valueand is closer to the experimentally ability of speciation is lower. On the other hand, poorly

found value than any previous version of the BS ”.‘Ode'- Inadapted units are more vulnerable to extinction, but at the
the present work we introduce in Sec. Il a generalized ver

. ) ; _ . same time larger biodiversityarger connectivitymay favor
sion of thg model_ Qeflned l[ﬂ_7] af‘d further investigate the survival. Our rule corresponds well to these assumptions:
self-organized critical behavior in Sec. Ill. However, our

. . ) ) . speciation occurs preferably at units with a high barrier and
main concern will be with the geometric properties of the

. . surrounded by fewer neighbors; extinction is more frequent
network, produced during the dynamics. These results ar y 9 d

ted in Sec. IV. Section V ai usi p th &t units with lower barriers and lower connectivity. More-
Eergﬁﬁg gbtzliri]negc. - Seclion vV gives conclusions from e, e e suppose that a unit completely isolated from the rest

of the ecosystem has a very low chance to survive. This leads
to rule (v).

From rule(iv) alone follows the equal probability of add-

We consider a system composed of varying nunmyesf ~ ing and removing a unit, because the new random barbiers
units connected in a network, subject to extremal dynamicsare taken from the uniform distribution. At the same time
Each unit bears a dynamical variadbe In the context of rule (v) enhances the probability of the removal. Thus, the
biological evolution these units are species @nckpresent probability of speciation is slightly lower than the probability
the barrier against mutations. For the main novelty of ourof extinction. The degree of disequilibrium between the two
model consisting in addingspeciationjand removingextic-  depends on the topology of the network at the moment and
tion) units, let us first define the rules for extinction andcan be quantified by the frequency of singular extinctions.
speciation. The rules determining which of the existing unitsThe number of unitsy,,, perform a biased random walk with
will undergo speciation or extinction will be specified after- reflecting boundary at,=1. The bias towards small values
wards. is not constant, though, but fluctuates as well.

(i) If a unit is chosen for extinction, it is completely re-  The above rules are illustrated by the examples shown in
moved from the network without any substitution and allFig. 1. The networks irfa) show the effect of speciation: a
links it has are broken. new site is created and some to the links to the mother’s

The extremal dynamics rule for our model is the follow-

iv) is motivated by the following considerations.

me that well-adapted units proliferate more rapidly
chance for speciation is bigger. However, if the local
sity, measured by the connectivity of the unit, is big-

Il. EVOLUTION MODEL ON EVOLVING NETWORK
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FIG. 2. Rescaled distribution of forward avalanches in the case
p=1, for the valuesn=0.03(A), A=0.05(0), \=0.1(+), A
=0.2(0), A=0.4(X), and A=0.6(), The superscript> in
P.q(S) is to indicate that we count all avalanches larger tham
the inset we plot the dependence of the scaling paramstgts
(+) andfesd X) on\. The solid line is the power law =" with

exponento’ =3.5. The number of time steps wax 30 and the
data are averaged over 12 independent runs.

power-law regimes with two different exponents occur. The
before after crossover values.,ss Which separates the two regimes de-
pends om. We observed that the distributions for different

FIG. 1. Schematic illustration of the dynamical rules of the \ cq||apse onto a single curve if plotted against the rescaled
model. Speciation is shown {ia), where the solid square represents avalanche size/s ie
Ccrossy =%~y

the extremal unit, which speciates, solid circle the new, daughter

unit, and open circles other units, not affected by the speciation P2 (S)f eros= (SIS (1)
event. The dotted link illustrates that fprx 1 some of the mother’s fwa cross= 0(S/Scrosd

link t be inherited by the daughter. Extinction is sh i _ _

inks may not be inherited by the daughter. Extinction is shown mwhereg(x)~x 1 for x<1 andg(x)~x"" ** for x>1.

(b), where the extremal unit, which is removed, is indicated by theTh d | din Fia. 2. F h | f th
solid square. The unit denoted by the solid circle is the neighbor e data are plotted In Fig. 2. For the values of the expo-

removed by the singular extinction. (o) an example of an extinc- nents, we fOL_md': 1.98+0.04 and7r’ = 1'65i0'0_5'
tion event is shown, which leads to the splitting of the network into W€ investigated the dependence of the scaling parameters
disconnected clusters. Scross@Nd f 00N A @nd we found that both of them behave

as a power law with approximately equal exponentyss
neighbors are established. (ln) extinction is shown. One of —f___—\~7" with ¢’ ~3.5(see inset in Fig. 2). The role of
the units is removed also due to a singular extincfine  critical A at which the distribution of forward avalanches
(V)] In (c) we illustrate the possibility that in the extinction fo|iows a power law is assumed by the valne=0. This
event the network can be split into several disconnected clugasylt is easy to understand. In fact, in models with fiked
ters. at least boundedonnectivityc, the critical\ is roughly 1/c
As will be shown in the next section, in our case the size of
IIl. SELF-ORGANIZED CRITICAL BEHAVIOR the system and average connectivity grow without limits, and
thus the critical tends to zero. Note that it is difficult to see
] ) ) ) this result without resort to the data collagde. Indeed, for
The model investigated in the preceding Left&¥] cor-  5ny finite time of the simulation, the connectivity and the
responds to the valup=1. We found that in this case the gystem size reach only a limited value and the criticaeen

model is self-organized critical. We defined newly the massy, the distribution of forward avalanches has apparently a
extinctions as the number of units removed during an avapgnzero value.

lanche. The distribution of mass extinctions obeys a power

law with the exponentr.,—=2.32+0.05. In this section we

present an improved analysis of the data for the self-

organized critical behavior. If we compare the above findings with the BS model, we
We measured the distribution of forwadd avalanches can deduce that in our model, with=1, the exponent

[21] and we observed, contrary to the BS model, that twocorresponds to the usual forward-avalanche exponent, while

—_
;? K2)

A. Crossover scaling

B. Comparison with the Bak-Sneppen model
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FIG. 3. Distribution of barrier® (solid line) and minimum bar-
riers b, (dashed linefor p=0.95 (upper plot)andp=1 (lower
plot). In both cases the number of time steps was 10

within the network. This is a strongly fluctuating quantity,
but on average it grows initially and after some time it satu-
rates and keeps fluctuating around some average value,
the exponentr’ is new. The above described scalifiy  which depend omp. Figure 4 shows the probability distribu-
breaks down fop<1 because the connectivity and the sys-tion of number of units, for several values gb. The aver-
tem size are limitedcf. the next section). age number of unitén,) was computed from these distribu-
The main difference from the usual BS model is the ex-tions and its dependence pris shown in the inset of Fig. 4.
istence of the second power-law regime §5fs;,ss It can  We can see that the average network size diverges for
be particularly well observed for values af close to 1, —1 as a power law{n,)e(1—p) *r with the exponent
where the crossover avalanche siggsis small. We have «,=0.8.
seen that such avalanches start and end mostly when the We can see from Fig. 5 that the distribution of the number
number of units is close to its minimum value equal to 1.of units has an exponential tail. This corresponds to the fact
Between these events the evolution of the number of units ithat the time evolution of the network size is a random walk
essentially a random walk, because singular extinctions ar@ith reflecting boundary at,=1, with a bias to lower val-
rare[17]. This fact can explain why the exponeritis not  ues, caused by the singular extinctiofisr an analysis of
too far from the value 3/2 corresponding to the distributionbiased random walks repelled from zero see, €.387)).
of the first returns to the origin for the random walk. The From the decrease of average size with decregsiweg de-
difference is probably due to the presence of singular extincduce that the bias due to singular extinctions has a larger
tions. effect for smallemp, i.e., if the new unit created in a specia-
We measured also the distribution of barri€&éb) and tion event has fewer links to the neighbors.
the distribution of barriers on the extremal SRgi(bmin)- IN
Fig. 3 we can compare the results for 1 andp=0.95. The ! ! ' ' !
sharp step observed in the BS model is absent here, because ’
the connectivity is not uniform(For comparison, we mea-
sured also the barrier distribution in the model of Héb],
where the network is static, but the connectivity is not uni- =
form. Also in that case the step was absent and the distribu- &
tion was qualitatively very similar to the one shown in Fig. ~=
g
&

3.) The large noise level fdv close to 1 is due to the fact that
units with largerb undergo mutations rarely.

10 | N -
IV. NETWORK GEOMETRY N

In this section we analyze the geometrical properties of “

. 10-8 | 1 1 | I 1
the network and their dependence on the parangeter 0 50 100 150 200 250 300

A. Size of the network Ny, €

The first important feature of the networks created by the FIG. 5. Distribution of the number of unitsolid line) and con-
dynamics of the model is their size or the number of unitsnectivity (dashed line), fop=0.98, averaged over ¥@ime steps.
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FIG. 6. Distribution of the connectivity for all sitesolid line) FIG. 7. Contour plot of the joint probability densiB(n,,,c) for

and for extremal sites onlgdashed line), in the stationary regime the number of units and connectivity, fpr=0.8, averaged over 3
for p=0.98, averaged over $@ime steps. Inset: dependence of the x 10° time steps. The contours correspond to the following values
averaged connectivity op. The solid line corresponds to the power of the probability density(from inside to outside): 510 R, 2

law {c)oc(1—p) " %7% x10"R and 10R, with ordersR=3,4,5,6,7,8.

B. Connectivity
for the system size fixed at,= 170 we observe a power-law

In Fig. 6 we show the probability distribution of the con- behavior P(n,,c)~c~ 7 nearly up to the geometric cutoff

nectivity of network sited,,(c) and the distribution of the
connectivity of the extremal uniPqyyema(C). We can ob- c<ny. The _value of the _exponent was ab_outz2.3.
serve the tendency that the extremal unit has a larger con-. Th's _f'”d'F‘g may _be in accordance with the p(_)wer-law
nectivity than average. This is in accordance with the ﬁnd-OIIStrIIOUtIOn In-growing net_works[§,39]. Indeed, in our
ings of Ref.[15] obtained on static networks. It can be also Modeél the power-law behavior applies only for networks sig-
easily understood intuitively. Indeed, in a mutation event thhificantly larger than the average size. Such networks are
barriers of neighbors of the mutated unit are changed. So th@'€ated during time-to-time fluctuations leading to a tempo-
neighbors have an enhanced probability to be extremal in theary expansion of the network. So the power law is the trace
next time step. Therefore, sites with a higher number oPf expansion periods in the network evolution, correspond-
neighbors have a larger probability that a mutation occurs inng to continuous growth in the model §8]. The preferen-
their neighborhood and that they are then mutated in th&al attachment, which is the second key ingredieri6il has
subsequent step. also an analog in our model; highly connected units are more
The average connectiviic) computed from the distribu- likely to be mutated, as was already mentioned in the discus-
tions P, (c) is shown in the inset of Fig. 6. We can observesion of Fig. 6. However, here the preference of highly con-
that analogically to the system size also the average connenected sites is a dynamical phenomenon, resulting from the
tivity diverges forp—1 as a power law, but the value of the extremal dynamics rules of our model.
exponent is slightly different. We fin¢c)oc (1 —p) ™% with
the exponentr.=0.75. From the data available we were not —r————r
able do decide whether the exponentsand a. are equal
within the statistical noise. 0.001
In Fig. 5 we can see that also the distribution of the con-
nectivity has an exponential tail, similarly to the distribution
of the network size. We measured also the joint probability
densityP(n,,c) for the number of units and the connectiv-
ity. The result is shown as a contour plot in Fig. 7. We can
see that also for large networldargen,) the most probable
connectivity is small and nearly independent rgf. This
means that the overall look of the network created by the
dynamics of our model is that there are a few sites with large
connectivity, surrounded by many sites with low connectiv-

ity.

10—5 -

P(nu: c)

1077 -

An interesting observation can be drawn from the results 1
shown in Fig. 8. It depicts the joint probability density as a
function of the connectivity at fixed system sizes. We can see FIG. 8. Distribution of the connectivity for a fixed number of
that for smaller system sizes, closer to the average number ghits, for p=0.8 and sizes1,=40 (+), 80 (x),120 (@), and
units, the distribution is exponential, while if we increase the170 (). The straight line is a power law with exponen®.3. The
system size a power-law dependence develops. For exampdata are the same as those used in Fig. 7.



80

[S1aKot00]

PRE 62 RANDOM NETWORKS CREATED BY BIOLOGICAL EVOLUTION 6175
T 0.45 , , ,
04l &
. =
S 035 g
=1 g
g 03 Al
—_— % | S
é sl 0.25 .
g S ozft &
~= =
G Q
= ol -
0.05
0
0
N Sc
FIG. 9. Distribution of the number of clusters, for=0.98. The FIG. 10. Distribution of the cluster sizes for p=0.98, aver-

straight line is a power law with exponent1.2. The data were aged over 1®time steps. Solid line, all clusters; dashed line, clus-
averaged over three independent rUﬂS]EJB,SXlOB, and 16 time ters containing the extremal site. Inset: detail of the same distribu-

steps long. tion.

C. Clusters D. Mean distance

As noted already in the Sec. II, the network can be split A" Important feature of a random network is also the
into several disconnected clusters. The clusters cannéf€an distancel between two sites, measured as the mini-
merge, but they may vanish due to extinctions. We observe§?Um number of links which should be passed in order to get
qualitatively that after initial growth the number of clusters f0M one site to the other. ID-dimensional lattices, the
exhibits stationary fluctuations around an average valuegnean distance depends on the number of sKess d
which increases whepapproaches 1. We measured both the~N*"®, while in completely random networks the depen-
distribution of the number of clusters and the distribution ofdence isd~ InN. In small-world networks, the crossover
their sizes. In Fig. 9 we show the distribution of the numberfrom the former to the latter behavior is obsen&B].
of clusters. The most probable situation is that there is only a The dependence of the average distance within a cluster
single cluster. However, there is a broad tail, which mean&n the size of the cluster in our model is shown in Fig. 11.
that even a large number of clusters can be sometimes cr§Ve can observe a global tendency to decrehsehen in-
ated. The tail has a power-law part with an exponential cutcreasingp. This result is natural, because a largemeans
off. The value of the exponent in the power-law regimemore links from a randomly chosen site and thus a shorter
P(ng)~n,” was aboutp=1.2. We have observed that the distance to other sites. The functional form of the size de-
width of the power-law regime is larger for largpr This ~ Pendence is not completely clear. However, for larger cluster

leads us to the conjecture that in the limit>1 the number ~ SiZ€S, greater than about 25, the dependence seems to be
of clusters is power-law distributed faster than logarithmic, as can be seen from the inset in Fig.

On the other hand, the distribution of cluster sizes shown
in Fig. 10 has a maximum at very small values. This is due to
two effects. First, already the distribution of network size has
a maximum at small sizes, and second, if the network is split
into many clusters, they have a small size and remain un-

2.2

changed for a long time. The reason why small clusters L8

change very rarelyand therefore can neither grow nor dis-

appear)can be also seen from Fig. 10, where the distribution s 1.6

of the sizes of the clusters containing the extremal site is

shown. The latter distribution is significantly different from 14

the size distribution for all clusters and shows that the ex-

tremal site belongs mostly to large clusters. In fact, we mea- 12

sured also the fraction indicating how often the extremal unit T S o

is in the largest cluster if there is more than one cluster. For 1 ! 1 L

the same run from which the data shown in Fig. 10 were 0 50 100 5 150 200 250

collected, we found that this fraction is 0.97, i.e., very close
to 1. A similar “screening effect” was reported also in  FIG. 11. Dependence of the average distance of two sites within
the Cayley tree model$30]: the small isolated portions the same cluster on the cluster size, ffior 0.95 (solid line) and p

of the network are very stable and nearly untouched by=0.97(dashed line), averaged over for’lfime steps. In the inset
the evolution. we show the same data in the log-linear scale.
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11. So the networks created in our model seem to be quality, like in models of growing networks with preferential
tatively different from the random networks studied previ- attachment.

ously, as far as we know. The network can consist of several mutually disconnected
clusters. Even though the most probable situation contains
V. CONCLUSIONS only a single cluster, the distribution of cluster numbers has

) ) ) a broad tail, which shows a power-law regime with exponen-
~We studied an extremal dynamics model motivated big| cutoff. We observed the “screening effect,” character-
biological evquUon on a dynamically evolving random net- ;¢ by a very small probability that the extremal site is
work. The properties of the model can be tuned by the paound in any other cluster than the largest one. So there is a
rameterp, the_pr_obability that a link is inherited in the_pro- central large cluster, where nearly everything happens, sur-
cess of speciation. Fop=1 the model is self-organized younded by some small peripheral clusters, frozen for the

critical and the average system size and connectivity groVhajor part of the evolution time.

power-law regimes with different exponents in the statistic§inks within one cluster. The distance grows very slowly

of forward A avalanches. The crossover avalanche size deyjith the cluster size; however, the increase seems to be faste

pends onh and diverges fol—0 as a power law. The than logarithmic.

reason why the critical is zero in this model is connected Summarizing, we demonstrated that the extremal dynam-

with the fact that time-averaged connectivity divergesgor jcs, widely used in previous studies on macroevolution in

=1. fixed-size systems, is useful in creating random networks of
We investigated the geometrical properties of the randonyariable size. It would be of interest to compare the proper-

networks for different values gf. The average network size tjes of the networks created in our model with food webs and

and average connectivity diverge as a power ofpl The  other networks found in nature. For example studies of food

probability distribution of system sizes has an exponentialyebs in isolated ecologigg] give for network sizes about

tail, which suggests that the dynamics of the system size ig0 average connectivities in the range from 2.2 to 9, which is

essentially a biased random walk with a reflecting boundarypot in contradiction with the findings of our model. How-

The value of the bias grows with decreasipgThe joint  ever, more precise comparisons are necessary for any reli-

distribution of size and connectivity shows that even foraple conclusions about real ecosystems.

large network sizes the most probable connectivity is low.

Hence, there are few highly connected sites linked to the ACKNOWLEDGMENTS

majority of sites with small connectivity. Moreover, situa-
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We present and discuss a mathematical procedure for identification of small “commu-
nities” or segments within large bipartite networks. The procedure is based on spectral
analysis of the matrix encoding network structure. The principal tool here is localization
of eigenvectors of the matrix, by means of which the relevant network segments become
visible. We exemplified our approach by analyzing the data related to product reviewing
on Amazon.com. We found several segments, a kind of hybrid communities of densely
interlinked reviewers and products, which we were able to meaningfully interpret in
terms of the type and thematic categorization of reviewed items. The method provides
a complementary approach to other ways of community detection, typically aiming at
identification of large network modules.

Keywords: Social network; random matrix; internet.

1. Introduction

The complexity of our societies is studied by social analysts in various ways.
Qualitative inquiries and case studies usually put little emphasis on formalized
description, partly to avoid oversimplification, or even trivialization of the phe-
nomena under study. On the other hand, sophisticated mathematical procedures
are increasingly used in order to grasp complexity in a specific way, as a formalized
property of larger systems. One of the branches of the latter stream is represented by
the analysis of social networks using mathematical theory of graphs. Our approach
adheres precisely to this field of research and yet, it follows a slightly different
direction than most efforts in contemporary network analysis.

The purpose of this paper is twofold. First, we want to present a specific solution
to a rather standard problem of social network analysis, which is identification of
communities within complex networks. Second, we want to discuss some alternative
perspectives on the concept of “social network”. We suggest that our method might
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provide a suitable tool for empirical research in respective directions, enabling the
analyst to determine those “hot spots” within the network that usually escape
attention.

To make the wider methodological context of our paper clearer, let us start with
some notes on networks and network analysis in contemporary sociology. The use
of the term “network” in contemporary sociology vary from loose metaphors [17] to
rather specific and technical meanings [23, 83], compatible with the network science
as understood in mathematics or physics.

Social network analysis has a complex history, with roots involving the socio-
metric analysis of Moreno in the beginning of 20th century, the Harvard researchers
of the 1930s and 1940s who studied interpersonal configurations and cliques and,
finally, the group of anthropologists based in Manchester who, roughly at the same
time, instead of emphasizing integration and cohesion as their predecessors, focused
on conflict and change, see [83, pp. 7-37]. In the 1960s, a key turn to mathema-
tization occurred, which gave this field a new impulse and high ambitions. Today,
encouraged by the rise of interest in networks in other scientific disciplines, social
network analysis is sometimes seen as an approach that may entirely redefine the
social sciences, while integrating them into a broader interdisciplinary research pro-
gram [19]. Formalized analytical procedures hugely contributed to the fact that
social network analysis has become a firm basis for social science discussions [90].
However, integration of mathematical analytic thinking with sociological imagina-
tion is an intricate task. As noted by [31], the application of formalized methods
of social network analysis is often marked by neglecting substantive and theoreti-
cal sociological consequences. Also, despite the growing popularity of mathematical
modeling, qualitative, or ethnographic studies of “network sociality” [92] keep their
relevance, hand in hand with quantitative approaches.

Given this complicated background, our aim, in this paper, is rather modest.
We want to introduce and illustrate a new mathematical method for identification of
small parts of complex networks with higher level of commonalities and for studying
their basic formal properties. As an example and possible field of application we
have chosen networks of product reviewing on the Amazon.com portal. Here, the
simplest possible ties structuring the network are the connections established by
two reviews written on the same product. In other words, what reviewers may
have in common is the product reviewed by them. The configurations when one
product, e.g. a book or a CD, is reviewed by two or more reviewers are frequent,
of course, and not much special. But if the same reviewers are similarly connected
via some other items too, the situation gets more exciting. We can assume that
network segments with higher density of such links represent small communities of
reviewers with similar interests. Our first and main objective is to find these small
comimunities.

Identification of such small-size groupings has always been one of the key
tasks in social network analysis. Identification of these network segments is an
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interesting empirical finding in itself. Other times, however, the need to focus on
smaller network segments is rather methodological than substantial or theoreti-
cal: for instance, when David and Pinch [22] analyzed the phenomenon of review
plagiarism on Amazon.com, they had to “localize” the phenomena in order to
make it more understandable in detail. Thus, they had to reduce their sample
while focusing on those segments of the vast amount of data available in which
reviewed products were “somewhat similar to one another” and thus vulnerable
to “recycling” practices they were interested in. This is a characteristic situation:
complex networks, including the social ones, are quite often huge, only hardly ana-
lyzable in details, with respect to local deviations or little extremities. This is
especially true for on-line networks. When studying internet-related network struc-
tures, analysts can quickly become overloaded with data and it is difficult to tell
what exactly to look at. The urgent question becomes: how to locate tiny islands
of relevance in the ocean of data archived on the Internet? We offer a possible
mathematical method for precisely such a task — a more flexible and background-
sensitive one (a “softer” one, in a way) than those already described and used in the
field.

We should also stress at this point that our task differs from the well-studied
problem of splitting the network into several modules, which may perhaps overlap,
but as an ensemble, they cover the network entirely. This is the case in metabolic
networks, to mention just one example [72, 46]. In our case, we want to focus on a
few “hot spots”, small communities of interest within the network, leaving all the
rest behind.

2. Reviewing Networks on Amazon.com as a Sociological Problem

Before demonstrating the mathematical procedures, let us also briefly mention
some sociological contexts of the chosen example. Sociologists have pointed out the
increasing importance of the symbolic content of contemporary economics, which
is often associated, among others, with users’ or consumers’ active involvement in
the complex processes of product evaluation, qualification, and formation [2, 59)].
The role of consumers is particularly enhanced by the Internet and by the ways
computer technologies shape social networks [15].

A specific and significant part of these processes has been recognized as “peer-
production of relevance/accreditation” [8, p. 75|, or simply as “reputational econ-
omy” [22]. By reviewing or commenting items in online shops, classifying and rating
them, individual consumers become co-producers of coordinates for others’ eco-
nomic decision making. They engage in a complex action that cannot be simply
grasped in purely economic terms. As noted by [62, p. 322], spaces of E-commerce
are characteristic by countless devices creating diversity of forms of encounter
between products and consumers [93].

User reviews and comments, for instance, not only serve the purposes of the
seller, but also the consumer community, while simultaneously being the means for
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identity building of reviewers themselves [37]. In-depth study of all these complex
phenomena seems crucial for better understanding of contemporary “technological
economies” [6].

What kind of groupings are we interested in when we try to locate segments of
reviewers connected by shared reviewed products? We might be tempted to talk
about virtual communities. But these would not be “virtual communities” in the
usual sense [78, 91]; and they would not be “online social networks” as typically
imagined by social scientists. Both these concepts characteristically refer to groups
of people who directly communicate to each other with the help of computer net-
works — i.e. who know (about) each other and interact by means of online forums,
instant messaging, or facebook. Our groups of Amazon.com reviewers represent a
slightly different kind of entities, though. These people usually do not communicate
by addressing each other and quite often they even do not know each other. They
do not belong to the group by virtue of intentional interaction with the others,
but “merely” by doing similar things in a relatively uncoordinated way: writing
reviews on specific products. If [45, 44] drew our attention to the importance of
“weak ties” in social networks, i.e. to the significance of ordinary informal acquain-
tances (in comparison to family ties and formal hierarchies), we could speak here
of a kind of “ultra-weak ties”. These ties are “virtual” in the sense that they are
not “real enough” in the usual sociological meaning; yet, they are materialized and
articulated — although not by the reviewers themselves only. We can clearly see the
connections on the Amazon.com web pages: the reviews of these people are listed
together, accompanying the respective item in the catalog. Moreover, the review-
ers do not become members of this community completely unintentionally, but by
means of quite intentional and personal act of assessing the product and writing
the review. They create the community by highly mediated interactions, as if “by
the way”, together and via the technology of online shopping.

In the following section, we present mathematical tools for identification, repre-
sentation and elementary description of precisely such communities. The proposed
procedures may have a value especially in relation to subsequent sociological anal-
ysis of these local anomalies, as its precondition.

3. Finding Small Communities in Networks
3.1. Motivation

The problem of identification parts of the network bearing some relevant structural
information, can be relatively easily formulated in mathematical terms. The
methodological problem is to know which one of the variety of possible mathe-
matical formulations of community detection is suitable for the given purpose. Let
us stress that we neither aim at improving the existing schemes nor present an
algorithm which should compete with the established ones. Instead, we are bring-
ing an alternative scheme which reveals structures not covered by other schemes of
community detection. That is why we not only present a description of the method
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and its application to one real-world example, but also spend time putting it into
a wider context of sociological thinking.

3.2. Background

For a long time, the standard way of mathematical modeling of social networks
[90, 23] was the “classical” theory of random graphs [11, 24] initiated by the work
by Erdés and Rényi [32]. However, in the last decade a new class of networks
became studied and the name “complex networks” became common denomination
for them [4, 1, 88, 27, 12, 28, 70]. Compared with the “classical” models of random
networks, they grasp much better the networks found in reality and at the same
time their models are much more involved than bare random dropping of edges
as in the Erdés-Rényi model. The most immediate characteristics common to the
complex networks is their degree distributions with power-law tails [4].

The strong inhomogeneity of complex networks, implicit in their degree distri-
bution, changes many aspects of their behavior. In the context of our work, new
approaches for finding the communities become relevant. While the methods for
determining cliques, k-cliques and motifs [90, 23] work well if the zero-hypothesis
on the network structure is the Erdés—Rényi random graph, methods better suited
for complex networks were developed [54, 33, 68, 69, 77, 76, 72, 40, 16, 46, 39, 5, 57,
38, 82, 61, 58, 5, 56]. The central quantity for majority of them is the modularity
measure (), which is to be made maximal. This is achieved by various optimization
algorithms.

Here we will rely on the method of describing the global properties of networks
using the spectral theory of graphs [20]. It deals with eigenvalues and eigenvectors of
various matrices representing the graph structure, which are the adjacency matrix,
Laplacian and more. It was already used for finding clusters or communities in
networks through the properties of eigenvectors corresponding to the second largest
eigenvalue [67, 16, 21, 25]. In one step, it gives the best partitioning of the network
into two modules and repeating the algorithm recursively, the communities are
found. Our approach is different, though. It is similar in spirit to the analysis of
covariance matrices in finance [73, 75], where economic sectors are attributed to
eigenvectors corresponding to the second, the third, etc. largest eigenvalue.

The first level of understanding spectral properties of a random matrix comprises
the knowledge of the density of eigenvalues. The second involves the localization
properties of the eigenvectors. It is the latter that is central for our approach.

Let us say first a few words on the eigenvalue density. Spectra of “classical”
random graphs, like the Erdés—Rényi model, are closely related to “classical” models
of random matrices [64]. The typical shape of the eigenvalue density is the Wigner
semi-circle with sharp edges, with the largest eigenvalue split far off from the bulk
of all other eigenvalues. The first complication arising in the spectrum of a random
graph is the sparseness of the adjacency matrix, which leads to the emergence of
Lifschitz tails. This appears already in the Erd6s—Rényi model. Despite considerable
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effort [79], the Lifschitz tail in ER graph is still not known in all detail. Asymptotic
formula was obtained by several approaches, showing that the density of states is
nonzero at arbitrarily large eigenvalues and it decays faster than any power law
[79, 84].

It was soon realized that complex networks, characterized by power-law degree
distributions, have also non-standard spectral properties [34, 42, 29, 30, 33, 71,
53, 35, 51, 36, 85, 21, 14, 94, 26, 86]. First, there is a cusp in the middle part
of the density of eigenvalues, and second, perhaps more importantly, the tail of
the eigenvalue density seems to be described by a power law [34, 42]. Numerical
diagonalization on toy models [29, 30] as well as some analytical estimates confirmed
power-law tails in the density of states. The replica trick [80, 65], as well as the
cavity method [30, 81] were later adapted for scale free networks. It was found that
the spectrum has a power-law tail characterized by the exponent 2y — 1 related to
the degree exponent 7 of the network. Further improvements of the method were
introduced recently [50, 10].

As we shall see, our method is similar to those used in the study of covariance
matrices of stock-market fluctuations [41, 55, 73, 74, 75, 89, 3, 48, 13]. They are
modeled as random matrices of the form M M7, where M is a random rectangular
matrix. The density of states has the Marcenko—Pastur form [63] with sharp edges,
which are smeared out into Lifschitz tails if the matrix is sparse [66].

Most attention was paid to the states in the tail, i.e. located beyond the edge of
the Marcenko—Pastur density and below the maximum eigenvalue, which is always
split off. These states are supposed to carry the non-trivial information about the
stock market and, indeed, the shape of the corresponding eigenvectors was used to
identify business sectors. It was supposed that the eigenvectors were localized on
items within specific sector [43, 75, 52]. More sophisticated approaches were also
developed [89].

Our method owes largely to the spectral analysis of covariance matrices. How-
ever, we improve these approaches by systematic use of the quantitative measure
of localization of the eigenvectors, which is the inverse participation ratio. In an
intuitive manner, a similar approach was already used in the analysis of gene coex-
pression data [49]. Within this approach, we do not aim at factoring the entire
network into some number of modules, or communities, which may or may not be
overlapping, but in any case covering, as an ensemble, the whole network. Instead,
we want to find small parts of the network which differ structurally from the rest.
We may also describe our approach as “contrast coloring” of the network, which
makes certain relevant parts visible against the irrelevant background.

3.3. Spectral analysis of matrices encoding the structure

Our analysis will be devoted to bipartite graphs. There are two types of nodes,
making up sets R and Z. Anticipating our application to the Amazon.com network,
we think of members of R as reviewers and members of 7 as items to be reviewed.
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All information on the network structure is contained in the adjacency matrix M
with elements M,; € {0,1}. The out-degree of node r € R is k. = >, M,;, and the
in-degree of the node i € Z'is k; =), M,;.

In the bipartite graph, the spectral properties are deduced from the contracted
matrices B = M - MT and C = M7 . M. The interpretation of these matrices is
obvious; e.g. B, tells us how many neighbors the nodes r and s have in common.
Similar construction is used frequently in bipartite networks. As an example, let
us cite the network of tag co-occurrence in the analysis of collaborative tagging
systems [18] or recommendation algorithms investigated in [95].

In order to partially separate the effects of the network structure from the
influence of degree distribution, we rescale the matrix elements by the product of
square roots of the out-degrees. This way, we get the matrix

Brs
Vkiks

with all diagonal elements equal to 1. We can also be more explicit and write
Ars = (X, Myi Myi)/\/(>2; Myi)(Oo; Ms;). Obviously, the matrix A is symmetric.

The matrix A is then diagonalized. Let us see what information can be extracted
from the eigenvalues and eigenvectors. First, for any square N x N matrix D encod-
ing the structure of a graph we can interpret the traces %Ter as density of circles
of length k. This number is equal to the kth moment of the density of eigenvalues
of D. In our case, the role of D is assumed by the contracted matrix B and the kth
moment of B expresses the density of cycles of length 2k on the bipartite graph.
If we use the matrix A instead, the moments of the spectrum are related to the

A = (1)

density of weighted cycles. Each time the cycle goes through the vertex r € R, it
assumes the weight 1/k,. Therefore, cycles connecting vertexes with large degree
are counted with lower weight. This is just what we want here: to put accent on
peripheral, less-connected areas of the network, rather than on the hubs. If we did
not rescale the matrix as in Eq. (1), the weight of the hubs, or strongly-connected
nodes in general, would overshadow the major part of the network, where the small
communities may lie hidden.

We expect that the spectrum has a power-law tail. Indeed, it will be confirmed
in the specific example of Amazon.com, which we shall show later. The power-law
tail implies that the density of cycles beyond certain length diverges. In terms of
the limit N — oo, it means that the number of such cycles increases faster than
linearly with N. The exponent of the power-law tail tells us what is the threshold
for the cycle length, beyond which the cycles are anomalously frequent compared
to the Erdés-Rényi graph.

What does all this mean for the problem of finding small compact communities?
If we for example use the method of cliques or k-cliques, we tacitly assume that the
“background” network does not contain many of these cliques by pure chance. But
if, for example, the tail of the spectrum of D has exponent 4, the third moment
diverges, which means that there are extremely many triangles. No triangle, or
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community of size 3, can therefore be considered as informationally relevant. That
is why we consider the information on the spectrum of the network an important
auxiliary information.

The new algorithm we propose for finding small compact communities relies on
the properties of the eigenvectors. Let us denote ey, the rth element of the eigen-
vector of the matrix A, corresponding to the eigenvalue A. To study the localization,
we need to calculate the inverse participation ratio (IPR) defined as

N

¢ =D (ean), (2)

r=1

where normalization Zivzl(e ar)? =1 is assumed.

While IPR says quantitatively to which extent an eigenvector is localized, this
information alone is not sufficient, if we want to draw the distinction between
localized and extended states. First, it makes no sense to ask, if a particular vector
is localized, as opposed to extended, or not. What does make sense, however, is
the question whether the states around certain eigenvalue are localized. The way
to establish that fact is by finite-size analysis. Indeed, if N is the dimension of the
vector space we work with, then

N O(1), N — oo localized state,
H) ~ { (3)

O(N71), N — oo extended state.

Second, also the shape of the density of eigenvalues changes with the system
size. When we increase N, the spectrum broadens. In the textbook example of the
Erdés—Rényi graph, the spectrum has sharp band edges. The edge of ER spectrum
moves as N'/2 when N grows and if we compare the IPR at different system sizes,
we must measure the eigenvalues relative to the band edge. Therefore, to compare
the behavior at different sizes, we take a random subset of the network, containing
Nsupb nodes. Typically, we choose Ngy, = N/2. Then, we plot the density D()) of
eigenvalues for both original network and the density Dg,p(\) for the random subset.
The densities are rescaled by the factor s, the value of which is found empirically
so that the data for D(A) and Dgy, (1 + (A — 1)s) overlap as much as possible. The
form of this rescaling involves the shift of the eigenvalues by 1, because the matrix
A has spectrum centered around the value A = A,., = 1. With s found, we plot
the IPR for the network and the subset, with the same rescaling as used for the
eigenvalues density. The regions, where we observe that ¢~!(\) remains roughly the
same for the network and its subset, are the candidate areas where the localized
states are to be found.

We continue the procedure by determining the eigenvectors with largest ¢~
within the areas of localized states. The elements of these vectors tell us what nodes
of the network belong to the small community. To this end, we fix a threshold T" and
retain only those nodes r € R for which the elements exceed the threshold in abso-
lute value, |ey | > T. We do not propose any exact method for fixing 7. For the sake

1
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of consistency, T" must be chosen so that the number of nodes retained is roughly
1/q~ . In practical applications, we observed the number of retained nodes when
T was gradually decreased from T' = 1. At a certain crossover value of T', we saw
that the number of nodes suddenly started increasing substantially to much larger
values than 1/¢~!. Hence, we fixed T somewhat below this crossover. We believe
that this procedure could be made automatic by a software implementation, but
we did not do that.

Let us make an important remark at this point. Clearly, we can find some local-
ized states also in a randomized version of the network. These states are results of
pure chance and do not bear significant information. Therefore, we cannot exclude
that also in the true empirical network, some of the localized states occur just
accidentally and thus some of the clusters found are spurious. The choice of the
threshold T only cannot discriminate between the true and the spurious clusters.
However, looking at the dependence of IPR on eigenvalue for the true and the ran-
domized network (as will be seen later in Fig. 4) we can see the regions where IPR
is large and differs markedly between true and randomized networks. The local-
ized states found in these regions (in Fig. 4, it is near the lower edge of the den-
sity of states) correspond to clusters that are non-random and do bear relevant
information.

This way, we find those vertexes r € R, which form the community Cr = {r €
R : |ear| > T}. Next, we proceed by finding those ¢ € Z which are connected to
them. Here we can distinguish two levels. First, a vertex ¢ € Z can be connected
to at least two different vertexes from Cr. Then, we say that it belongs to the
connectors of the community, C$°* = {i € Z:3r,s € Cr : 1 # s AN My = M,; = 1}.
Furthermore, those i € Z which are connected to just one vertex of Cz form a
more weakly bound part of the community, which we call cloud, C$°% = {i € T :
Ir € Cr \ C™ : AM,; = 1}. We can explicitly see the asymmetry in constructing
the community. This is due to the fact that we focused on the diagonalization of
the contraction matrix acting in the space R. The procedure can be, of course,
performed also in the opposite direction, diagonalizing the contraction on Z. Both
ways are equally justified on the formal level. The choice should be dictated by
practical reasons and by the interpretation we want to draw from the data in any
specific application.

To sum up, our procedure for finding small communities in bipartite networks
consists of the following steps.

(1) Diagonalize the matrix A, Ays = (3, My M) //(>; Myi)(D-,; Myi). The out-
put is the density of states D()\) and the inverse participation ratio ¢~ ().

(2) Do the same for random subset of the network, containing half of the nodes,
and find the proper rescaling factor s, so that rescaled density of states for the
network and the subset coincide. By rescaling the IPR using the same factor s,
determine the regions, in which localized states are to be found.

(3) Within the localized region, find the eigenvectors with highest IPR.
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(4) For each of the eigenvectors found, determine the threshold T and establish
the set Cr of nodes 7, for which |ey,| > T. This set is the projection of the
community to the set R.

(5) Find the connector and cloud components of the community on the side of the
set 7.

4. An Example: Reviewing Networks on Amazon.com
4.1. Basic structural features

The e-commerce site Amazon.com is one of the oldest and best known on the
WWW. It has a very rich internal structure, but the user usually sees only a
small part relevant to the service requested in a particular moment. As already
announced, we shall investigate one aspect of the Amazon.com trading, namely the
network made up of connections between the items to be sold and the reviewers
who have written reports on these items.

This network is a bipartite graph, with items ¢+ = 1,2,..., Nijm on one side
and reviewers r = 1,2,..., Ny on the other side. The sets of vertexes R and Z
introduced in the methodical section above, correspond to the sets of reviewers and
items, respectively.

The reviews written are edges connecting these two sets. The structure of the
network can be uniquely described by the matrix M, where the element M,.; equals
1 if the reviewer r wrote a review on item ¢, and 0 otherwise.

The data were downloaded using a very simple crawler in the period from 28
July 2005 to 27 September 2005. First, a list of total N, = 1,714,512 reviewers was
downloaded; at that time the list containing all Amazon reviewers was accessible
through the web. (It is no more so.) The list was naturally ordered by the rank Ama-
zon assigns to each reviewer. On average, reviewers with higher rank have written
more reviews, but there are exceptions. For example, at the time of data collection,
the No. 1 reviewer, Harriet Klausner, had written 9581 reviews, while the No. 2,
Lawrance M. Bernabo, 10,603 reviews. This suggests that it is not only quantity
but also quality which counts when Amazon ranks their reviewers. We do not touch
here the obvious question how the most prolific reviewers do manage reading and
reviewing several books per day, throughout many years. As we investigate only
structural features here, these problems are left aside.

In the next step, we went through the reviewers’ list, from the top rank down-
wards. We looked only at about 10° first reviewers and stopped there, as we con-
sidered the sample sufficiently representative. The remaining reviewers are only
occasional writers, contributing by one or at most a few reviews. For each reviewer
we found all reviews written by her or him and registered the name of the item
reviewed (mostly books and CDs, of course, but in general all kinds of goods do
appear) as well as some other details about the review. In total, we examined 99,622
reviewers who wrote 2,036,091 reviews on 645,056 items.
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4.2. Degree distributions

The simplest and most accessible local property of the network is the degree
distribution. In the list of reviewers, we put down also the reported number of
reviews written by the particular person. We neglected the possible error in this
number due to various inconsistencies. We believe that the random discrepancies
between the number of reviews reported and number of reviews which can actually
be found in the system do not influence the statistics in any significant measure.
We show the distribution as out-degree distribution in Fig. 1. We can observe clear
power-law dependence except for the few highest degrees. The exponent fitted is
Yout == 2.2.

Similarly we can extract the in-degree distribution from the list of reviews. The
statistics of the number of reviews per item is also shown in Fig. 1 and a power-law
dependence is found again. The corresponding exponent is now 7, ~ 2.35.

The power distribution is by no means surprising, in view of the vast literature
on complex networks. The data provide a clear check that Amazon.com also belongs
to the class of networks with power-law degree distribution.

4.3. Distribution of eigenvalues

Now we are in a position to calculate the contraction matrix A acting on the set
of reviewers, and diagonalize it. As an additional study, we compare the results
with randomized version of the reviewer-item network. This way we discriminate
between the influence of the network structure and genuinely random factors.

To this end, we reshuffle the edges in the reviewer-item graph, while keeping
the degrees of all vertexes unchanged. The matrix M is replaced by MP% and,
correspondingly, the matrix A is replaced by AF. Again, we can write AZ =

1 10 100 10? 10%

Fig. 1. Degree distribution of the bipartite reviewer-product network on Amazon.com. Circles
indicate the data for out-degree (reviews per reviewer), triangles for in-degree (reviews per item).
The latter data are shifted rightwards by one decade for better visibility. The lines are the power
laws oc k=22 (dashed line) and oc k~2-3% (solid line).
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Fig. 2. (Color online) Distribution of eigenvalues of the reviewer-reviewer matrix. The size of the
segment is N = 10,000. For A < 3, the distribution is plotted as a histogram, while the larger
eigenvalues, A > 3 are shown as individual vertical ticks. The largest eigenvalue is indicated by
the circle. In the inset, we show the detail of the central part of the same plot. Also in the inset,
the dashed (green) line is the distribution of eigenvalues of the matrix obtained by reshuffling the
reviewer-item graph.

(>, M ME)/\/k ks. The only information on the network structure retained here
is the order sequence. As we showed in the last section, it obeys a power law, so the
features found in analyzing AT are entirely due to power-law degree distribution,
but without further structural details.

We diagonalize the matrices A and A®. Their eigenvalues \; > Ao > --- > Ay
are accumulated around the value A = 1, which corresponds to the uniform diagonal
value of both the true and the randomized matrices. The distributions are plotted
in Figs. 2 and 3. Let us describe now what we can see here.

0.1 1 10
A—1

Fig. 3. Detail of the upper part of the distribution of eigenvalues. The behavior is observed using
the integrated density of eigenvalues. Circles correspond to the original reviewer—reviewer matrix
with NV = 10,000, and the triangles correspond to the same graph subject to permutation of all
its edges. The full line is the power o« (A — 1)~2, with the dashed line is the power o< (A —1)734,
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In Fig. 2, we plot the histogram of the eigenvalues of the matrix A. Most of them
fall within the interval A € [0, 3], with sharp maximum in the eigenvalue density
at A = 1. The eigenvalues density is much smaller for A > 3 and we show their
positions as separate ticks. Although the notions “bulk” and “tail” are not very
precise here, we shall use them pragmatically, calling bulk the part with A < 3 and
tail the part with A > 3.

In Fig. 2, we can also see the spectrum of the randomized matrix A%. The power-
law distribution of degrees is preserved. In the spectrum, we can observe certain
remarkable changes. In the bulk of the density of states, as shown in the inset of
Fig. 2, the spectrum of the reshuffled network lacks the characteristic tip at the
value A = 1 and its shape at the lower end of the spectrum is quite different. Most
importantly, a sharp band edge develops. On the other hand, at the upper tail of
the density of states, the changes are of minor importance.

In Fig. 3, we can compare the behavior of integrated density of states, D~ (\) =
27 A A % in the region of large eigenvalues. For the original matrix A, we observe
a power-law decay in the tail D> (\) ~ (A—1)~" with 7 ~ 2. For the matrix A%, the
tail is again quite reasonably fitted on a power law, but with larger exponent. Let us
recall that the divergence of the moments of the eigenvalue density is related to the
statistics of cycles on the network. For the reshuffled network, the divergence occurs
at higher moments, therefore at cycle lengths longer than in the original network.
This effect seems to be a tiny one, but this is just a subtle structural difference
which goes beyond the bare degree distribution. In short, the Amazon network
has many more short loops than how many could be expected knowing only its
degree sequence. This suggests the presence of small self-reinforcing communities.
Although we do not see them yet at this stage, we can perceive their existence
through the density of states of the matrix A.

Interestingly, similar conclusions about small communities were reached in
the study of collaborative tagging systems [18], where two-node correlations were
calculated in order to estimate the quantity of non-randomness, or semantic infor-
mation content.

4.4. Localization

Having investigated the eigenvalues, let us now turn to the properties of the eigen-
vectors. We show in Fig. 4 how the IPR depends on the eigenvalue. For the matrix
A we can see larger localization around the center of the spectrum at A = 1. Farther
from the center the localization is weaker, but it increases again at the tails, more
strongly at the lower tail, while more gradually at the upper tail. Note also some
isolated highly localized states in the bulk of the eigenvalue distribution.

Now we compare the results with the random subset of Ng,;, = 5000. We found
that the density of eigenvalues coincides very well if we choose the scaling factor
s=v2=23 N/Ngup,. With the same scaling we plot the IPR in Fig. 5. We can see
that the absence of a clearcut band edge is complemented by the absence of any
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Fig. 4. Inverse participation ratio for the reviewer-reviewer matrix with N = 10,000 (O), and

the same for matrix obtained by reshuffling the reviewer-item graph (+). Each point denotes the
IPR for the eigenvector corresponding to the indicated eigenvalue .
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Fig. 5. Inverse participation ratio for the reviewer-reviewer matrix. The horizontal axis is rescaled
by the factor s explained in the text. We show the data for the matrix with N = 10,000 (+, s = 1),

and for the random subset with Ng,1, = 5000 of the same matrix (x, s = %) Each point denotes
the IPR for the eigenvector corresponding to the indicated eigenvalue .

region of localized states at the upper end of the spectrum. The lower end does
show localized states, though. Therefore, the candidates for compact communities

are to be found close to the lower end of the spectrum. In the next section, we
describe what we have found there.

5. Finding and Interpreting the Communities

As we have said, the most localized states are the candidates for small and densely
interlinked communities of reviewers. We counted as members of the community
only those reviewers, whose element in the eigenvector was larger than a threshold,
lexr| > T. The value of the threshold T' was found by trial-and-error, so that all
relevant nodes, on which localization appears, were kept, while the remaining ones,
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interpreted as a noisy neighborhood, were left out. This adjustment of thresholds
also indicates that the borders of the communities found in this way are not sharp.
In our set of 10* reviewers, the number of communities which can be considered
as well-localized is about ~10. We were able to explicitly draw and interpret 7
communities. With the average size of the communities around 6 people, the fraction
of reviewers in small compact communities can be estimated to about 0.5%. In other
words, we have been able to find relatively rare cases when fractional segments of
the network display anomalously high density of mutual links. However, we expect
that this fraction would rapidly grow if more reviewers are included from the top
of the Amazon list downwards. From this point of view the small percentage of
the reviewers in small communities is partly an artifact due to the choice of the
reviewers starting from the top of the list of the most productive Amazon.com
reviewers.

Now, let us look at several specific examples of the communities found. The first
example of such a small grouping is shown in Fig. 6. (In this case, we took the 5th
most localized vector, ¢~ = 0.095675, corresponding eigenvalue A = 0.359, and the
threshold was taken as T' = 0.2.) The items reviewed by the reviewers within the
community found in this way are of two types. First, there are those reviewed by at
least two reviewers from the community. These items keep the community together
and we call them “connectors”. We show them in Fig. 6 linked to their corresponding
reviewers. However, one should note that the reviewers themselves play the role of
“connectors” for the items, to the same extent as the items are “connectors” for the
reviewers. Second, there are items reviewed by only one reviewer of the community.
These items form a kind of “cloud” around the core of the network segments. We do
not show the “cloud” in our figures, but we shall discuss its meaning later.

What are the product-connectors in the given community (Fig. 6)7 We can see
that the maximum number of reviewers for one item is 4 and it holds for two audio
recordings: “The Beatles (The White Album)” and “Abbey Road” also by Beatles.
Thus, the core of the community is kept together by one of the most popular
music bands ever. The remaining items are thematically close. They refer to other
records by Beatles and also by Beatles ex-members, or to the music of Bob Dylan.
Ex-Beatles and Dylan cover about a half of the items each. The only exception
is a small set of five recordings of other pop-classics, namely four of Led Zeppelin
and one of Rolling Stones. In short, all items fall into the range of notoriously
known pop-music stars. It is interesting that this characteristic does not concern
the connecting items only, but majority of all other reviews by the members of the
community (not included in the graph). Thus, not only the connectors, but also the
“cloud” bears the same characteristics.

Therefore, the interest of these reviewers lies, in general, within a rather narrow
scope determined by the pair Dylan—Beatles, with some small excursions farther
into mainstream pop-music, similar to the small “Led Zeppelin” set in Fig. 6. For
example, the reviewer gdb has also written on CDs by U2 and David Bowie, while
the “cloud” reviews by Cristian Domarchi (not listed in Fig. 6) pertain only to other
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Imagine
Led Zeppelin IIT Venus and Mars
Houses Of The Holy Past Masters, Vol. 1
Led Zeppelin IV Ram
Led Zeppelin 1st Mccartney
Sticky Fingers
-
-
L d Theft
oveand the Abbey Road

Blood on the Tracks The Beatles (The White Album)
Planet Waves

Blonde on Blonde

Bob Dylan
The Freewheelin’ Bob Dylan

Another Side of Bob Dylan

John Wesley Harding

Nashville Skyline

Self Portrait )
New Morning Beatles for Sale

Blood on the Tracks A Hard Day’s Night (1964 Film)

Desire With the Beatles

Street Legal

Past Masters, Vol. 2
Slow Train Coming ast Masters, Vol

Planet Waves Magical Mystery Tour
Knocked Out Loaded Stephanie Sane Let It Be
Under the Red Sky Double Fantasy
Time Out of Mind The Beatles 1
. J

All Things Must Pass

s Y
The Times They Are A-Changin’ Yellow Submarine (Songtrack)

Bringing It All Back Home

Sgt. P ’s Lonely Hearts Club Band
Highway 61 Revisited gl Fepper's Lonely Hearts LAb Ban

Pat Garrett & Billy the Kid Help!

The Basement Tapes Run Devil Run

Shot of Love Yellow Submarine

Infidels Please Please Me

Oh Mercy

World Gone Wrong Rubber Soul

Empire Burlesque N\ J

Good as I Been to You
\Down in the Groove

(Bob Dylan Real Live [In Europe, 1984]
Bob Dylan: MTV Unplugged [Live, 1994]
The Bootleg Series, Vol. 4: Bob Dylan Live, 1966

.

Fig. 6. The “pop-music” community in the network producing a very localized eigenvector of
the matrix A. In the middle, code-names of the reviewers, on the right, recordings by The Beatles
(mostly as a band, some other by individual members), on the left, recordings by Bob Dylan, with
exception of the shaded box which contains four times music by Led Zeppelin and once Rolling
Stones.

recordings by ex-Beatles plus one book; among all the 6 reviewers, only Stephanie
Sane shows interests which go clearly beyond the Dylan—Beatles repertoire, review-
ing a good deal of books, mostly mystery and detective fiction.

A similar picture is provided by the analysis of other communities. Let us very
briefly describe two more of them.
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Buffy the Vampire Slayer — The Complete First Season
Bufty the Vampire Slayer — The Complete Sixth Season

The X-Files — First Season
The X-Files — Second Season
The X-Files — Third Season
The X-Files — Fourth Season

The X-Files — Fifth Season
The X-Files — Ninth Season

Gladiator
The Last Samurai

The Adventures of Indiana Jones

Terminator 3 — Rise of the Machines
Pirates of the Caribbean — The Curse of the Black Pearl
Kill Bill, Volume 1

The Lord of the Rings —The Two Towers

The X-Files — Seventh Season
The X-Files — Eighth Season

The Lord of the Rings — The Return of the King
Star Wars — Episode II, Attack of the Clones

The Matrix Reloaded

The Matrix Revolutions

The X-Files — Sixth Season]

Fig. 7. The “pop-movie” community in the network producing a very localized eigenvector of
the matrix A. In the middle, code-names of the reviewers, on the right, the X-Files series, on the
left, other popular movies.

The first one (Fig. 7) belongs to another pop-cultural domain, this time concen-
trating on DVD movies with a sci-fi and fantasy flavor. Again, we found that the
reviewers are active within rather narrow bounds. They focus on widely popular
titles, overlapping very little with any other possible themes or genres. Only a small
part of the reviews by the members of the community are related to something else,
e.g. to books by M. Proust and T. Mann.

The third and last example we want to mention is shown in Fig. 8. In analogy
with the former examples, the “pop-music” and “pop-movie” communities, we may
call this one a “pop-politics” community. The reviewers here concentrate on books

‘Where the Right Went Wrong J
Liberalism is a Mental Disorder

[ Shut Up and Sing

Unfit for Command

The Price of Loyalt
. vy A National Party No More
Rome Wasn’t Burnt in a Day

Plan of Attack
All the President’s Spin

Reason

Slander. by: Ann Coulter

The Republican Noise Machine
‘What’s the Matter with Kansas?

Treason. by: Ann Coulter

How to Talk to a Liberal (If You Must). by: Ann Coulter

Lies and the Lying Liars Who Tell Them
Steven E Rustad

Deliver Us from Evil K
David Fults

Fig. 8. The “pop-politics” community in the network producing a very localized eigenvector of
the matrix A. In the middle, code-names of the reviewers, on the left and right, books treating
mainly the clash of (neo-) conservatives versus liberals in the USA. Note that Ann Coulter is the
most prominent book author in this community.

The Truth About Hillary ]
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discussing the presidency of G. Bush, the evils of liberal ideology, as compared with
neo-conservatism, and so on. The core of the community is kept together by the
books of Ann Coulter, who is known as a militant anti-liberal writer. Majority of the
books in this group is targeted at the widest public, as is the music by The Beatles
and movies of the “X-Files” type. Their themes are not esoteric, these products are
not aiming at specialized audiences; yet, the zeal of the reviewers makes a “cult” of
them. Again, this community is narrowly defined by the interest in these popular
issues and not much else. In the “cloud” of other items reviewed by the members
of this community we find some other books by Ann Coulter, accompanied by
books such as (the titles are self-explaining, we believe) Worse Than Watergate:
The Secret Presidency of George W. Bush; Blinded by the Right: The Conscience of
an Ezx-Conservative; A Matter of Character: Inside the White House of George W.
Bush; The Family: The Real Story of the Bush Dynasty; Chain of Command The
Road from 9/11 to Abu Ghraib, and similar. Out of the six reviewers, only Donnie
Brasco shows some additional field of interest, having written about various pop-
music CDs as well.

Let us sum up these observations (supported also by analyses of other small
communities we were able to find in the sample). Our expectations that strongly
localized eigenvectors would reveal some specific small communities was fulfilled in
the sense that we have indeed found groups of zealots, concentrated on relatively
narrow segments of commodities sold on Amazon.com. Individual interests of these
reviewers only scarcely reach beyond the theme common to the community.

On the other hand, however, it would be misleading to imagine these people
as eccentrics focused on highly specialized, marginal or even extreme cultural arti-
facts. The subjects of their reviews are quite ordinary, clearly part of the cul-
tural mainstream. And, by their tastes, the reviewers themselves seem belonging to
wide audiences, often focused on classics or well-established pop-cultural products.
In other words, anomalous tiny fragments of this huge network, characteristic by
various authors repeatedly writing reviews on the same items, refer typically not to
some marginal cultural forms with specialized contents, but rather to widely shared
cultural tastes and mainstream enthusiasts.

A more detailed analysis of these findings is beyond the scope of this method-
ological paper and its analytical illustration. Very probably, several possible
explanations could turn valid in parallel, including the nature of the Amazon.com
portal (primarily designed for general audiences and as wide consumer population
as possible), possibly higher probability that reviews on widely favored artifacts
get “localized” etc. What should perhaps be stressed here, however, is the pecu-
liar character of the communities or network segments under discussion. It is clear
that the tiny network fragments counting 5 or 10 reviewers and dozens of reviews
cannot represent “big” consumer populations and “widespread” artifacts in some
straightforward way. Rather, they may provide a rather specific (“small-scale”)
way of looking at a mass-scale phenomenon. Let us tell something more about this
specificity.
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We have already noted that the network and its segments we are studying is
not a “social network” as traditionally envisaged. The interaction constituting the
network is so massively mediated and by-produced (while remaining observable,
“real” enough and grounded in intentional social action) that we leave the territory
of what is usually counted by social scientists as a “group” or “community”. But
even more is at stake in this direction. A closer view of our findings reveals that
one cannot unambiguously say whether the “connecting” reviewed products provide
interpretive framework for statements about the reviewers, or whether — on the
contrary — it is the reviewers and their actions that provide clues for interpreting
communities of products. In other words, we are unable to determine whether we
study groupings of people (connected by products) or of commodities (connected
by people). In fact, we should better try to understand both within a single hybrid
network, meaningfully connected. While studying phenomena of product reviewing,
products and reviewers cannot be separated. The sets of products represented in
our figures (Figs. 6-8) do not simply make sense (and do not hold together) without
the reviews written about them by the represented reviewers. Indeed, the products
grouped by, e.g. purchases carried out by Amazon.com users would look different.
On the other hand, the groups of reviewers would not make sense without the par-
ticular reviewed products (their amount and nature). Thus, we believe the segments
identified in our example can directly represent neither populations of consumers
nor entire sections in the Amazon.com commodities catalog. Rather, they repre-
sent, in a complex way and as if under a specific lens, a phenomenon of online
user reviewing, better understanding of which may contribute to our knowledge of
contemporary popular culture and technologically mediated economic processes.

6. Conclusion

Thanks to numerous sociological efforts in the field of social network analysis as
well as the work on networks done in other scientific disciplines such as theoretical
physics, various mathematical tools have been developed. They aim either at deter-
mining large-scale structures in complex networks or at identification of smaller
network segments such as cliques or acquaintances. In this work, we introduced a
new mathematical procedure relatively close to the latter type of task. We believe
the method is very suitable for finding the most relevant small segments of complex
networks, when “relevance” cannot or need not be equaled to some absolute level
of mutual connectivity between the nodes. We argue that this is often the case,
because important social forces or processes are often related to highly mediated
and heterogeneous groupings, typically constituted as by-products of various, dif-
ferently oriented actions, and where people characteristically and usually do not
intentionally address each other and even do not know each other (here, we could
speak of “ultra-weak” ties). The proposed method based on well-localized eigenvec-
tors is well-capable to find these small communities with anomalously high density
of mutual links and therefore reveal a kind of semantic information hidden in the
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network, otherwise often neglected. As such, our method may be a good starting
point for more fine-grained further analysis of given phenomena.

As an empirical example, we have chosen the data available from the
Amazon.com online shopping portal. We studied the network constituted by users
writing reviews of the same products offered for purchase on the website during
the summer 2005, when the data were gathered. Reviewers become connected if
they have written a review on an identical item. When such connections locally
proliferate, we get a grouping of relevance.

These groupings are not directly related to the top-lists of popularity, but reveal
the most focused points in the network. They are constituted by socially rather
distant ties, i.e. by a kind of ultra-weak ties, namely highly mediated links by-
produced during processes primarily aimed at something else than addressing each
other to establish acquaintance or become closer.

The first important result of our analysis is the power-law tail in the density of
eigenvalues. This feature is partially, but not entirely, due to the power-law degree
distribution. Comparing the spectrum arising from the network with the spectrum
of a random network with the same degree sequence, we find a power-law tail in both
cases, but the exponent is significantly smaller in the original network. Generally,
such a tail implies that the density of cycles beyond certain length diverges when
the size of the network tends to infinity. The difference in the exponent means that
some shorter cycles keep finite density in the randomized network, while in the
original one they are much more abundant. This means that the Amazon network
contains much more compact groupings than what would be expected knowing only
its degree sequence.

To see at least some of these small groupings, we looked at well-localized eigen-
vectors. These localized states represent small communities or network segments
and bear semantic information hidden in the network. We call them “hot spots”,
as they represent local structures which differ from the surrounding background.
We were able to explicitly find some of these communities and attribute meaning to
them. The three of them briefly discussed in this paper can be labeled as pop-music,
pop-movie, and pop-politics communities. The reviewers of these communities are
very strongly focused on one narrow segment. This segment itself belongs usually
to mass or popular culture, so it cannot be considered as marginal or esoteric. It is
the enthusiasm of the reviewers which singles the segment out of the sea of millions
products traded on Amazon.com.

Our analysis shows that only about half per cent of the reviewers belong
to these network segments in the small sample of 10* reviewers. However, we
expect that this fraction would rapidly grow if more reviewers are included from
the top of the Amazon list downwards. If carefully treated and interpreted, the
identified network segments may be useful for enhancing our knowledge of mass
or popular culture and complex economic processes related to e-consumerism.
Especially, it would be interesting to make systematic classification of the small
communities.
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Besides these specific findings, we would like to highlight another, more general
feature. When analyzing the chosen example, it turned out that conventional talking
about “networks of reviewers” might be sociologically misleading. Our groupings, in
fact, were constituted not only by people writing reviews on the same products, but
also (simultaneously) by products reviewed by the same reviewers. That is why we
decided to switch to a more appropriate term “networks of reviewing”. This term
indicates the hybrid nature of networks we have been dealing with and it allows
better talking about processes of online economy rather than about bare structures
composed of its human agents. In this respect, our approach is well-compatible
with the currently increasing emphasis on heterogeneity as an essential quality of
collectivities studied by social scientists [60].

The method can be applied in a straightforward way to any kind of network,
wherever the data can be collected easily. However, technical limitations of the
method may arise in networks larger that several tens of thousands of vertices, due
to computer memory limitations. As shown also by the example of Amazon.com,
online networks are often larger than that. Then, we must decide which subset
of the whole network can be considered representative. In our case, we chose the
subset of the most productive reviewers, but other networks might require other
criteria.
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We show by direct calculation that the replica and cavity methods are exactly equivalent for the spectrum of an
Erd&s-Rényi random graph. We introduce a variational formulation based on the cavity method and use it to find
approximate solutions for the density of eigenvalues. We also use this variational method for calculating spectra

of sparse covariance matrices.
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I. INTRODUCTION

Random matrix theory is a discipline with a wide range of
physical applications and many beautiful mathematical results
[1]. One of the aspects that makes the problem extremely
complex is the fact that real physical systems are embedded
in three-dimensional Euclidean space. Their Hamiltonian is
often a random matrix, but the randomness is constrained in a
highly nontrivial way.

The constraints are relatively less severe in the atomic
nucleus, where the three dimensionality of physical space is
of secondary importance. Hence the spectacular success of
the early works in random matrix theory, due to Wigner [2,3]
and Dyson [4]. On the other hand, the fundamental constraint
arising from the two-body character of the interaction within
the (model of an) atomic nucleus induces several drastic
changes [5-9]. Most importantly, the density of states is not
a semicircle, as suggested by Wigner, but rather it follows a
Gaussian shape. Therefore, sharp band edges are missing, and
Lifschitz tails develop. For the current state of the problem,
see, e.g., the review [10].

An even more complicated situation arises in all random
extended systems, such as disordered or amorphous semi-
conductors, where we must take into account the Euclidean
constraints. Perhaps the easiest of these constraints is the
sparsity of the Hamiltonian matrix, which is due to the finite
range of interactions. If we forget the even more severe
complications due to the precise number of spatial dimensions
(in reality one, two, or three), we are left with the problem of
determining the spectrum of a random sparse matrix.

An important breakthrough was achieved using the replica
method, which was introduced in the context of random
matrices in Ref. [11]. Rodgers and Bray, in their classic
work [12], solved the problem in the sense that they found
an integral equation for a quantity from which the density
of states is readily obtained. Unfortunately, that equation still
resists all attempts for an exact analytic solution. In Ref. [12],
two approximative solutions were found: first, in the form
of a series expansion, whose leading term coincides with the
Wigner semicircle law; and, second, using a nonperturbative
argument, introduced earlier in Ref. [13], the shape of the
Lifschitz tails in the density of states was found.

*slanina@fzu.cz
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The replica method for treating spectra of sparse matrices
was further developed [14-28]. In particular, the variational
formulation of the replica equations [19,20,27] enabled gen-
erating self-consistent approximations, namely, the effective
medium approximation (EMA), which is analogous to the
coherent potential approximation used for electrons in random
potential. In these approximations, Lifschitz tails in the
spectrum are absent. Further sophistication of the method
consists of the single defect approximation (SDA), which
obtains the Lifschitz tail in the form of an infinite sequence of
delta peaks.

The complexity of the problem becomes evident when we
compare these results with the density of states obtained by nu-
merical diagonalization of large sample matrices [27,29-33].
The Lifschitz tail is smooth, while the bulk of the density of
states is the combination of a continuous component with a set
of delta peaks. The most marked of these peaks is at the origin,
others at eigenvalues z = +1, i\/z, etc. All these structures
should emerge from the solution of the Rodgers-Bray integral
equation, but EMA, as well as SDA, misses all of them. The
set of delta peaks was studied separately in Refs. [20,32], but
a theory that would combine naturally both these peaks and
the continuous component is still unavailable.

More recently, spectra of sparse matrices encoding the
structure of random graphs were studied successfully using
the cavity approach (see, e.g., Ref. [34]). It is based on the
fact that large random graphs are locally isomorphic to trees.
This was used, e.g., in Refs. [35-37] to calculate spectra of
adjacency matrix and Laplacians on complex networks. In
Refs. [35,36], a “self-consistent” version of SDA was used to
obtain the asymptotic shape of the Lifschitz tails, which decay
as a power law in the case of scale-free networks. In Ref. [37]
a more sophisticated calculation led to an integral equation
similar to Rodgers and Bray’s [ 12], from which the asymptotics
of Lifschitz tails is found. The cavity method provides an easy
way [33] to obtain the Wigner semicircle law, as well as the
Marcenko-Pastur law for a spectrum of covariance matrices.
It can be also used as an efficient numerical procedure [33],
reproducing all peculiarities of the density of states, including
Lifschitz tails and delta peaks. The mathematical justification
for the use of the cavity approach can be found in Ref. [38].

A very powerful method for computing spectral properties
of random matrices is based on supersymmetry and was
developed in Refs. [39,40] (see also the review [41] and a
recent development in Ref. [42]). Initially, the results of replica
and supersymmetric methods were found to be in conflict,

©2011 American Physical Society
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which resulted in serious criticism of the replica trick in general
[43]. The density of states of sparse random matrices was
calculated using supersymmetry [44], leading to an equation
that was later [45] shown equivalent to the replica result of
Ref. [12]. However, the correlation of eigenvalues, which was
investigated in Ref. [46] using supersymmetry for the case of
sparse matrices, was not reproduced correctly in the replica
method, until the integral over all saddle points was properly
taken in Ref. [47]. Since then, the replica method regained
its reputation as an equivalent alternative to supersymmetric
methods. This was further supported by a series of papers
[48-50]. Finally, let us mention the works that approach the
density of states by computing the moments exactly [31,51].

In this paper, we show an alternative method to obtain
the Rodgers-Bray integral equation using the cavity approach.
Therefore, we prove exact equivalence of the replica and
cavity methods in this case, which was previously assumed
only on the basis of topological considerations for random
Erdds-Rényi graphs. Moreover, as an important by-product
of this proof, we present a variational formulation of the
problem, which serves as a useful generator of self-consistent
approximations.

II. PROJECTOR METHOD

We shall investigate the spectrum of the adjacency matrix L
of an Erd6s-Rényi random graph with N vertices. Therefore,
the probability distribution of the matrix elements factorizes

m(L) = [ [lmi@ips(Liy — Lipl [ [si). (D)
i<j i
where the probability density for a single off-diagonal element
is

2 w
T(x) = (1 _ N> B(x) + 1580 = 1). )
The key ingredient of all subsequent analysis is the resolvent:

R@)=(z—-L)" 3)

and its average ( R(z)) over disorder, taken with the distribution
(1). It contains information on the average density of states
(here we assume z on the real axis):

D) = Jim e (R(: ~ i€). )

In the spirit of the cavity method, we focus on a single
vertex, surrounded by the rest of the graph. To calculate
the diagonal element of the resolvent on this vertex, we use
the projector method, formulated generally in Ref. [52]. For
a different route that also leads to equivalent results, see
Ref. [34]. Let us have an arbitrary projector P and its
complement P¢ = 1 — P. Then the projected resolvent is [52]

P
PRP = — :
P(z—L)P — PLPC £ PCLP

(&)

We denote the singled-out vertex as i = 0. Let Py be the
projector to this vertex. Furthermore, denote i = 1,2, ...,k
neighbors of the vertex 0 on the graph represented by the
matrix L and denote also a P; projector to the neighbor i.
Let us use composite indices for other vertices. If k; is the

PHYSICAL REVIEW E 83, 011118 (2011)

number of neighbors of i, denote [i,1],[i,2], ...,[i,k; — 1] as
the neighbors of vertex i, except the vertex 0. The projectors to
the second neighbors of 0 will be denoted using these indices,
so P; i is projector on the vertex [,i’]. By analogy, we define
the projectors to third, fourth, etc., neighbors of 0. Note that
on a general graph, some of the projectors may coincide due
to the presence of cycles.

The cavity approach consists of replacing the graph by a
tree, which is locally isomorphic to it, i.e., neglecting all cycles
on the graph. Algebraically, it is equivalent to the assumption
that the complementary projectors can be written as direct
sums of projectors corresponding to separate branches of the
tree:

Py =P1y® Poy@ -+ @ Py,
P(i)P,-C =Pin® Pi2® - ® Pik-1),

(6)
P iny ,C, = Piiy® Piiroy® - ® Piirk . —1)

where P(,')P,‘ = P,', P(,',,'/) P,',,'/ = Pi,i/a and so forth.
Using the projectors we define the series of scalar functions
related to the resolvent:

8(z) = PyR(2) Py,

P,¢
gi(z) = Piz — LPi,
Py P€
8i.in(2) = Pi,i/Z_—LPi,i/, @)
Pii Pii€
8iinin(2) = Pi,i’,i”(l;)_—zl (R

From (5) and the assumptions (6) we have the chain of
equations for these functions:

1
8= ——g—>
- Y 8@
1
gi(z) = B e——
7= &.i(@)
X ®)
8iin(2) = o ;
2= iy &iinin(2)

On a random tree, the degrees k, k;, k; ;; are random variables,
and therefore g(z), gi(z), gi.i'(z), etc., are also random
functions of z. To describe their properties, we define their
generating functions (dependence on z becomes implicit):

G(w) = (%),
Gi(w) = (e*49),
Ga(w) = (e D),

Ga(@) = (7509,

C))
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If the graph in question is the Erdés-Rényi random graph, all
the degrees in the corresponding random tree are independent
and distributed according to the Poisson distribution P(k) =
e " uk/k!. The average degree 1 is the only free parameter of
this model.

Calculation of the generating functions (9) is facilitated by
the integral representation

1 o0 ‘
g)=——+ = / e HimXia s @lgy (10)
- Y & Jo

and similarly for the other g’s. Assuming for the moment that
k is fixed, we get, after some algebra, the following relation
between G(w) and G (w):

G(w) =1 +J5/oo d—AII(Z\/J)e_“[Gl(A)]k. (11)
0o VA

Now we take into account the Poisson distribution of degrees,
which gives

g
G(w)=1+J5/ ﬁ’1(2~/wx)e—“+ﬂ[01<”—”. (12)
0

Repeating the same steps for further generating functions we
get

© dx
Giw)=1+Vo / — L2V w)r) e G0N (13
0 A

Note that the form of the relation between G and G is the
same as between G and G, and generally between G,, and
G4 for any m > 0. This is due to the special property of
the Poisson distribution, k P(k)/u = P(k — 1). For any other
distribution this does not hold.

For an infinitely large tree we suppose that the generating
functions G,,,m = 1,2,3, ... converge to acommon limit, and
we can impose the condition of stationarity G(w) = G2(w).
Therefore, we define a single function y(w) = G(w) — 1, for
which we have a closed equation:

y(w) = f] —MNTfHWJ (14)

It is strictly equivalent to Eq. (18) in Ref. [12] (the Rodgers-
Bray equation), which was obtained using the replica method.
Hence we conclude that the explicit calculation showed the
equivalence of the replica and cavity approaches in the case of
the Erd6s-Rényi graph, which is just the situation in which the
Rodgers-Bray equation holds. Note, however, that the direct
computation we used here would fail if the degree distribution
was not Poissonian.

III. VARIATIONAL PROBLEM

The key result (14) can be reformulated in a different way
more appropriate for approximate solution. As a first step, we
define an auxiliary function p(w) = e~*T*7@ Instead of the
single equation (14), we can solve the pair:

y(w) = «/_/

plw)=ce

Iﬂfﬂmm
(15)

—wztp y(®)
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Direct solution of (15) is as difficult as solving (14). However,
we can find a functional, whose stationary point is just defined
by Eqgs. (15). We can check explicitly that such a functional is

* dw
Fly.pl = —/ — y(w)p(w)
0 w
1 dw
+= L2 A
2A = J_mJ Dp(@)()
_/ dw —wd—u V(w) (16)

Note that we derived, within the cavity approach, a result that
is analogous to the functional obtained in Ref. [27] using the
replica trick.

The variational formulation of the problem is useful as a
generator of approximations. In Ref. [20] a variational ansatz
was used to derive the density of states in the EMA. Let us see
now how it is obtained in our cavity procedure. If we take the
exponential ansatz for the auxiliary function p(w), namely,

plw)=e"%, A7)

all integrals in (16) can be performed explicitly, and we can
extremalize the functional with respect to ¢ and y (w). In this
way we find the cubic equation:

03—z02+(u—1)0+z=0. (18)

It is identical to Eq. (23) in Ref. [20] obtained by the replica

method. The solution can be obtained analytically, and the
density of states is extracted using the formula

D(z) = lim Im———. 19)

We can further improve the calculation by the following

trick, which we shall refer to as the “single-shell approxima-

tion” within this paper. We may formally write the pair of
Eqgs. (15) as a set of four equations:

® da
— 2 Lvor) o),
7 () x/Z/O 7 12V k) p(h)

o(w) = e—wz+u7(w)’ (20)
V(o) = fj’ IﬁJﬂmm
p((l)) —¢ (z)Z+IJ-V(w)_

These equations can be obtained as a condition of stationarity
for the functional:

«d
Aoy == [ iy + @)
0

X dw [ dr
— = LV o B\
+/O Jal T 12V ol)p(w)p(X)

1 [*®d _
+_/ _we—wz(euy(w) _i_euy(w))' 1)
wJo

If Eqgs. (20) were solved exactly, we would have y(w) =
7(w) and p(w) = p(w). The same also would hold in the case
of the effective medium approximation, which amounts to
taking the ansatz p(w) = p(w) = e~ “, so apparently the set
(20) does not bring any advantage over (15). However, relaxing
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the condition p(w) = p(w) we can get an improvement in an
approximate solution. Indeed, we can take the ansatz

pw)=e7? (22)

as in EMA but allow p(w) to adjust itself freely so that Fj is
stationary. In this way we introduce an error, because p(w) #
p(w) and y (w) # y(w), but we gain a better approximation for
the density of states.

After some algebra, we get the following equation for the
quantity Tt = zo:

l

P=ptrte #Z(l—l)'r—

(23)

The fact that the equation depends on z> means that the
spectrum is symmetric with respect to the point z = 0. For
a general z on the real axis, Eq. (23) can be easily solved
numerically. We find that there are at most two roots with
nonzero imaginary parts (complex conjugate to each other).
Those values of z for which all solutions are real correspond
to gaps in the spectrum. The general picture is that there is
a very narrow gap around z = 0, separating two halves of a
wide band, containing most of the eigenvalues. We can call
this band (not quite precisely) the “bulk” of the density of
states.

In the middle of the bulk, there is a §-function contribution
just at z = 0, whose weight can be found exactly and is equal
to e *. On both sides of the bulk, there are a series of small
side bands separated by gaps. The density of states therefore
has the form

D(z) = e "8(z) + D.(2), (24)

where D, (z) is a continuous function. The interpretation of the
S-function is straightforward. It corresponds to single isolated
vertices, whose fraction is just equal to e¢™*, and they all
contribute with the same eigenvalue 0.

Some analytical information on the continuous part D,(z)
can be found from an approximate solution of Eq. (23). For
e~ " « 1 we can find approximately the edge of the gap around
z = 0. We get

1
De(z) = ———/ 4P () 2> — e72, (25)
2m z

where we denote
o0
Y(n)=e" Z li =pe MoF(1,1;2,2; ). (26)

We can see that the gap edge is at zg = —e RIS ().
For the tails, we can calculate analytlcally the side bands

in an approximation that becomes exact for |z| — oco. The
computation goes as follows. Each of the side bands can be
identified with one term in the infinite sum over [ in (23). The
tails of the spectrum corresponding to large |z| are identified
with large /. In the crudest approximation, the solutionis T >~ /.
Therefore, we introduce a new variable n by T = [ 4+ . So (23)
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assumes the form

!
2 - w l
= l H _
z mw+lt+n+e (Dl 7
o Ml’ U
—H . 27

I=1(I'#D)

For large [ we can expand the infinite series in powers of 1 and
keep only the lowest terms, so

=+ Ap) + L+ = Ty

1
L) 28
e G o) (28)
where
o0 Ml’ !
A(p) = e -
) =e ,Z;(W—DH—W
I'=1('#l)
(29)
o0 Z’ l/

_ %
Nw=e 3 T

So, for each [ large enough, we have two “bubbles” of
a nonzero density of states. The two bubbles are symmetric
to each other with respect to the origin. The “bubbles” are
separated by gaps, so each “bubble” has well-defined lower
and upper edges, z;— and z;,, respectively. For large [ the
approximate form of the “bubble” is given by the solution of
a quadratic equation in 7, so

Di(2)

~ E{[1 T
T

e"‘l,ul_ 21— MW
(-1 2

e, o7
X{m + @ —pn—=DI+[1 =T } - (30
The width of the bubble z;; — z;— approaches zero for
| — oo. This justifies considering n as a small parameter in
the expansion (28). For large [ the “bubbles” have a semicircle
shape, and their weight is

/ Di(z) dz ~ ze - “ 31)

We recognize the Poisson distribution with mean p. This
reflects the Poisson distribution of degrees of the random
graph. The factor 1/2 stems from the fact that we have two
bubbles for each /. The center of the bubble corresponding to
[ is at z; = 4/l +  + A;(w); thus the distance between two
successive bubbles is Az; ~ (4z;)"!/2. Hence we deduce the
approximate density of states in the tails, for |z| — oo:

2
etz ut e e\
Dtail(Z) = F(z2 — 1) = \/E Z_2 . (32)

This is the shape of the Lifschitz tail, which was already
obtained by Refs. [12] and [20].

To assess the quality of the approximations used, we
compare the results arising from EMA [Eq. (18)], from the
single-defect [20,33], and single-shell [Eq. (23)] approxima-
tions with an average density of states obtained by numerical
diagonalization of sample matrices. In Fig. 1 we can see the
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FIG. 1. (Color online) Density of states for the adjacency matrix
of an Erd6s-Rényi graph, with average degree 1 = 3. The solid line
shows the result of the numerical diagonalization of a matrix of size
N = 1000, averaged over 75 000 random realizations. The dotted line
is the result of an effective medium approximation, the dot-dashed
line is the single-defect approximation, and the dashed line is the
single-shell approximation. In the inset, a detail of the density of
states around the center of the band is plotted in semilogarithmic
scale.

spectrum for u = 3 and matrices of size N = 1000 averaged
over 75000 realizations. We can clearly identify the delta
peaks, as well as the complicated shape of the continuous
part of the spectrum near the center of the bulk. Interestingly,
both EMA and the single-shell approximations are very good
if we are neither close to the center nor at the tails of the
spectrum. Close to the center, the shape of the density of
states is rather complex, as shown in the inset in Fig. 1.
There is a shallow depression, followed by a divergence at
z =0. The form of the singularity at z =0 seems to be
close to a logarithmic divergence, although the data do not
provide decisive evidence. None of the three approximations
reproduce this singularity. EMA and SDA are constant around
z = 0, while the single-shell approximation exaggerates the
depression around z = 0 to such an extent that a spurious gap is
created. This is an artifact of the approximation. However, the
delta peak at the origin is, correctly, present in the single-shell
approximation.

A similar comparison also was done at the tail of the density
of states. We can see in Fig. 2 a detail of the same data as shown
in Fig. 1. Note that, for any finite NV, the density of states is not
mirror symmetric with respect to the line z = 0, because the
average value of the off-diagonal elements of the matrix L is
strictly positive. Only in the limit N — oo does the spectrum
become symmetric. The single largest eigenvalue is split off
the rest of the spectrum [53], and the small bump in the positive
tail corresponds to this effect. In the limit N — oo this bump
would vanish, as the weight of the single largest eigenvalue
becomes negligible compared to the rest of the spectrum.

As shown in Fig. 2, we can see that the single-shell
approximation is superior to both EMA and SDA in the
tail region, from two aspects. First, the spurious band edge
of EMA and SDA is shifted toward larger |z|, so that the
interval in which D(z) is well reproduced is wider. Second,
the single-shell approximation also displays nonzero density
of states in some regions of the Lifschitz tails, although, instead
of exhibiting a smooth behavior everywhere, the density of
states is concentrated in “bubbles.” The gaps separating the
“bubbles” are again artifacts of the approximation, to the
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—44 —-42 -4 =38 =36

z
FIG. 2. (Color online) The detail of the left tail of the den-
sity of states shown in Fig. 1. The solid line shows the re-
sult of numerical diagonalization, the dotted line is the result
of effective medium approximation, the dot-dashed line is the
single-defect approximation, and the dashed line is the single-shell
approximation.

same extent as the sharp band edge is an artifact of EMA and
SDA. On the other hand, it is an important improvement over
SDA [20]. The delta peaks of SDA are widened into continuous
bands in our approach. In fact, this is to be expected, because
the single-shell approximation can be rightly interpreted as
a self-consistent version of SDA. Therefore, it should be
better than SDA in principle, although this a priori judgment
may turn out to be incorrect in practice, as the single-shell
approximation is better than SDA sometimes (in the tail) but
worse elsewhere (around z = 0).

Finally, let us note that similar “bubbles” at the tails were
also seen in approximations derived using the replica method
by Ref. [21] for the Laplacian of a random graph and by
Ref. [25] for sparse covariance matrices.

IV. COVARIANCE MATRICES

Another application of the method presented here is
investigation of sparse covariance matrices. They can be
considered as arising from a bipartite graph where edges
connect vertices from the set A with vertices from the set
B. We denote the size of the sets N4y and Ng, respectively.
In the thermodynamic limit, Ny — oo, Np — 0o, we fix
the ratio « = N4/Np constant. In the bipartite analog of
an Erd6s-Rényi random graph, the degrees of vertices in A
and B follow Poisson distributions with average degree w4
and up, respectively, where pp/ua = «. The problem has a
long history, starting with the work of Mar¢enko and Pastur
[54], and was investigated recently by the replica method in
Ref. [25].

The adjacency matrix of the bipartite graph has the form

0 M7

L= ;

(w )

where the first block of indices corresponds to set A, and
the second block to set B. We define the contraction, or
covariance, matrix C4 = MT M, which acts solely in the
set A (and similarly Cz = MMT, which acts solely in the
set B). The spectra of the matrices L, C4, and Cp are
closely related. We define D(z) = lime_o+ Im ), _,[(z —
ie — L) ;i /(Nam) as the partial density of states of L

(33)
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restricted to the set A and D¢4(z) = lim_, g+ Im ZieA[(z —
ie —Cx) i /(N 4 1) as the density of states of the correlation
matrix Cy4. It can be easily shown that

1
vz

This relation remains in force also after averaging over the
randomness in the matrix M. Therefore, to calculate the
average density of states of the covariance matrix Cj it is
enough to investigate the matrix element ([(z — L)~'];;) for
any i € A. To this end, we define the generating functions

Dca(z) = —=Da(V2). (34)

ya = (e Ly _ 1 fori e A,
. (35)
v = (e~®l&=D7 iy _ 1 for j € B.

The further procedure follows closely that of the previous
section. Finally, we get a set of four coupled equations,
very similar to the set we encountered in the single-shell
approximation:

© di
ya(w) = Vo /0 ﬁm\/@pg(x),

0B (C{)) — e*&)Z‘H/LA ve(w)

(36)
* dA
yp(w) = \/5/0 7 LI 2V w)) pa(r),

oalw) = e Wit Va(@)

We can easily check that the solution of these equations makes
the following functional stationary:

Faslya,pa,vs,p05]
* dw

= _/o — [Ya(@)pa(@) + yp(w)pp(w)]

e e

o volo Vi

h d_we_wZ(LeWB<w>+Lemm). (37)
0 Ha L

LNV oM pa(@)pp(L)

For an approximate solution of Egs. (36) we use again a
variational ansatz. In analogy with EMA, we assume the
following form:
pa(w) =e 7,
_ (38)
pp(w) =e "7
The insertion of (38) in (37) produces finally two uncoupled
cubic equations for o4 and og. The equation relevant for us is

zop+ (1 —apa+a—1-7]0;
+(uao+1—2a)z05 +72a =0, (39)

where we used o = upg/ua. The average density of states
for the covariance matrix C, is found considering the first
equation of (36) and the relation (34); thus

Dealz) = (40)

1 1
— lim Im——.
T\Z >0+ op(Jz —i€)
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Dea(C)

FIG. 3. (Color online) Density of states for the correlation matrix
based on a sparse adjacency matrix, for « = 0.3. The average degree
is w4 = 3 (dash-dotted line), 5 (dotted line), and 50 (dashed line). The
full line is the Marcenko-Pastur density (41), i.e., the limit p, — 00.

The solution can be obtained analytically, but we shall not
show the formula here. However, we can check that in the
limit w4 — oo with ¢ and ¢ = z/u4 fixed we get

Dca§) = 2;\/[(1 + VP —¢lle — (1 = V)], (4
Tal
which is the Mar¢enko-Pastur (MP) density of states [54].

In Fig. 3 we show the density of states as function of { =
7/ 4 for several values of 114, as found by the solution of (39).
We can see that the approach to MP density is rather slow. We
found that the difference can be considered small only at about
Ma = 50.

V. CONCLUSIONS

We considered a random graph of large size N — oo
of two types: first, a “classical” Erd6s-Rényi graph, and,
second, a random bipartite graph. We calculated the density
of eigenvalues for adjacency matrices of these graphs. In the
case of the bipartite graph, the final result was the density of
states of the covariance matrix, defined by a contraction of the
adjacency matrix.

Our contribution to the problem of spectra of sparse random
matrices consists of showing that the cavity approach, i.e.,
approximation of the random graph by arandom tree, is exactly
equivalent to the calculation by the replica method in the
thermodynamic limit. Furthermore, we demonstrated how the
cavity calculation can be formulated as a variational problem,
similar to but substantially simpler than the variational formu-
lation arising from the replica method. At minimum, we do not
need to consider the possibility of replica-breaking solutions,
which are known to exist and contribute to the finite-size
corrections [47]. We can interpret it also in the following
manner. Since we are working directly with an infinite-size
system, N = 00, the physics behind the replica-breaking states
has no effect.

The variational formulation introduced here is a very
practical starting point for approximations. The exponential
ansatz leads to results identical to the effective-medium
approximation studied earlier [20]. However, using our varia-
tional scheme, the approximation can be easily improved by
what we call a “single-shell approximation.” It produces the
Lifschitz tail in the density of states in the form of a series of
“bubbles.” We are able to calculate the weight and distance of
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the bubbles. Hence we arrive at average density of states in the
tail, which is identical to the result of Rodgers and Bray [12].
Furthermore, we applied the method also to the spectra of
sparse covariance matrices, where we easily derived a formula
generalizing the Marcenko-Pastur density of states.

The variational formulation introduced here can be used not
only as a generator of approximations, but also as a basis of
numerical methods. Indeed, there is no principal obstacle for
numerical extremalization of the functional of two variables.
This contrasts with the variational methods based on the
replica trick, where the replica limit n — 0, involving analytic
continuation, must be done after extremalization, which makes
the method numerically unfeasible.

We believe that the method can also be applied for other
types of random graphs. We must, however, admit a serious
limitation of our method, which is the Poisson distribution
of degrees of the graph. Therefore, it is, for example,
not applicable directly for graphs with a power-law degree
distribution. We believe that the roots of this limitation lie
quite deep. For example, to the best of our knowledge, there
is no replica calculation available for random graphs defined

PHYSICAL REVIEW E 83, 011118 (2011)

by their degree sequence only. On the other hand, there are no
results from the cavity method for those random graphs with a
power-law degree distribution, for which replica calculations
do exist, like those of Ref. [23]. The point is, that for a
Erd6s-Rényi graph, it is well established that the local topology
is isomorphic to a random tree. For a graph with a general
degree sequence, not obeying Poisson statistics, this may or
may not be true. The question of equivalence or not of the
replica and cavity methods is intimately related to the question
of local isomorphism to a tree, which is rather complex and
not solved in general. Hence, a successful treatment of such
cases by both the replica and cavity methods in parallel would
require, very probably, completely novel ideas.
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Abstract. Using exact numerical diagonalization, we investigate localization in two classes of random
matrices corresponding to random graphs. The first class comprises the adjacency matrices of Erdés-
Rényi (ER) random graphs. The second one corresponds to random cubic graphs, with Gaussian random
variables on the diagonal. We establish the position of the mobility edge, applying the finite-size analysis
of the inverse participation ratio. The fraction of localized states is rather small on the ER graphs and
decreases when the average degree increases. On the contrary, on cubic graphs the fraction of localized
states is large and tends to 1 when the strength of the disorder increases, implying that for sufficiently
strong disorder all states are localized. The distribution of the inverse participation ratio in localized phase
has finite width when the system size tends to infinity and exhibits complicated multi-peak structure. We
also confirm that the statistics of level spacings is Poissonian in the localized regime, while for extended
states it corresponds to the Gaussian orthogonal ensemble.

1 Introduction

After more than 50 years, Anderson localization [1] re-
mains one of the most puzzling problems of theoretical
physics [2]. Although many results have been accumu-
lated [3-5], open questions remain even in the very basic
issue of the definition of the proper criterion of localiza-
tion (as a single example, see e.g. [6]). From our view-
point, however subjective it might be, we can classify the
approaches to the phenomenon of localization into three
big groups. In this introductory sketch we shall emphasize
the results concerning Bethe lattices, as they are directly
related to our work.

First, “physical” theories aim at grasping the essence
without necessarily reaching the mathematical rigor. A
typical examples are the scaling theory [7], the self-
consistent theory [8-10], the approach based on parquet
diagrams [11] and the approaches based on replica [12] and
supersymmetry [13] methods. For our work, the relevant
sources are the results concerning localization on Bethe
lattice [14-20], where the exact self-consistent equation
was formulated and the localization threshold was com-
puted. The phase diagram exhibits extended states in the
regime of weak disorder and energies sufficiently close to
the band center. Otherwise the states are localized. There
is a well defined mobility edge, separating extended states
on one side from the localized states on the other side. Al-
though in principle we cannot exclude mixed regimes [21],
in which localized and extended states would coexist ar-
bitrarily close to each other within a finite interval, such
a mixed regime was not yet observed.

# e-mail: slanina@fzu.cz

Second, “mathematical” theories prove rigorously the
localization properties, but are limited to a few models
where the known methods of proof work. Still, there is a
good deal of results available now, see e.g. [22]. The result
relevant for us is the proof of localization in the Bethe
lattice [21,23]. However, the rigorous approaches work di-
rectly with infinite systems, thus avoiding the difficulties
in taking the thermodynamic limit. On the other hand, it
is the behavior of the system with increasing size that is
physically most interesting. Hence, the physical interpre-
tation of the rigorous results remains the matter of debate.

Third, one may resort to purely numerical computa-
tions, see e.g. [24] for electron localization or [25] for local-
ization of acoustic waves. More sophisticated approaches
rely on the cavity approximation (which becomes ex-
act on trees) and numerical solution of thus obtained
equation [26-32].

The results on the localization in Bethe lattices bring
the problem close to the field of spectral theory [33] of
random graphs [34], as many models of random graphs
are locally tree-like. Therefore, all local properties of such
random graphs should tend to Bethe lattice in thermo-
dynamic limit. Mathematically, spectra of random graphs
are the same thing as spectra of random sparse matri-
ces. The latter were studied in depth using various meth-
ods [29,35-43]. Localization of eigenvectors was found
both by exact numerical diagonalization [26,31,40,44-46]
and using the cavity method [27-30]. Here the study of
random matrices touches again the problem of localiza-
tion on a Bethe lattice, as we mentioned above.

Besides the academic interest in the localization phe-
nomenon, numerous examples of practical application of
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the ideas of localization can be denonstrated, mainly in
the area of complex networks [47-50] or in the field of the
analysis of biological [51] and social networks [52,53].

We quoted several times the results showing the pres-
ence of localization threshold for disordered Hamiltonians
on Bethe lattices. The fact is now confirmed by rigorous
mathematic methods, as well as physical arguments and
numerical work on finite samples. However, several prob-
lems remain. First, it is not quite clear how the rigorous
mathematic results should be translated to the reality of
physical experiments. Second, the Bethe lattice is patho-
logical from many points of view. Indeed, strictly speak-
ing, in numerical studies we work with a Cayley tree,
rather than Bethe lattice. The difference resides in the
boundary conditions. In the Cayley tree the volume of
“surface” sites is comparable to “bulk” sites, while the
negligibility of the former is the basis for the existence
of basic physical quantities, like the free-energy density.
In the present work we shall try to avoid the problem of
surface by working with random graphs. Our approach is
based on the belief that in thermodynamic limit the Bethe
lattice and random graph results coincide. For a mathe-
matical justification, see [54].

In our previous work [55] we showed that the cavity
approach, which may be considered as an approximation,
coincides with the replica approach, which is assumed to
be exact, in thermodynamic limit. The variational formal-
ism introduced in [55] enables us to consistently formulate
approximations.

The present work is a continuation of that of refer-
ence [55]. First, we show how the formalism of [55] can be
extended to study localization. The equations found are
in principle exact, but as soon as we resort to approx-
imations developed and used in reference [55], we find
that these approximations are insufficient to capture lo-
calization. Therefore, in the rest of the study we resort
to exact numerical diagonalization followed by finite-size
scaling analysis.

2 Cavity equations for localization

Among the diverse criteria of localization, the most suit-
able for our purposes is the behavior of the inverse partic-
ipation ratio (IPR). Let L be a N x N real symmetric ma-
trix with eigenvalues \;, ¢ = 1,..., N and corresponding
normalized eigenvectors e;y,. We shall assume implicitly,
that the matrix elements of L are random variables with
properties described later. The resolvent will be denoted
R(¢) = (¢ — L)™' and its diagonal element g;(¢) = R;;(¢)
for e C\{\;;i=1,...,N}. The IPR at A = \; for some
118
-1 4 2 9i(A+ig) gi(A —ie)
= ; A= Y g+ i) S
For the proof of the latter equality, see [30,56]. The def-
inition (1) applies for fixed system size N. On the other
hand, the question we ask in the analysis of localization is,
whether the states within a certain interval, A € I, remain
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localized when N — oo for all typical realizations of the
disorder. Therefore, we should define more properly the
average IPR in the interval I as

(ar") = <;} > Ze;ai>, (2)

N el j

where (...) means averaging over the realizations of L and
Nr =3 i erl is the number of eigenvalues within the

interval I. Then, if we find that (¢;') — 0 as N — oo,
the states in I will be considered extended, while non-zero
limit would imply localization of at least some of the states
in the interval I. We shall assume that the extended states,
if they exist, are found around the center of the spectrum,
while localized states, if any, should be expected at the
upper and lower tails. More complicated cases will not
be treated here. The mobility edges are then defined as
numbers z , < z;'mb such that

_ + ],

mob? “mob

=0 forany IC [z

. —1
leloo@f ) >0 for any I C (—00,2,,) ¥
or I C (Z:;lobaoo) :

Let us now sketch the formalism using the cavity method.
It consists in neglecting loops, so that it becomes exact on
Bethe lattice, or on any tree in general. We denote ¢(¢)
the diagonal element of the resolvent at the root of the
tree. Following [55] we introduce the generating functions

Y(w) = <e—wg<<> _ 1>’
INw,w) = <(e_“’g(<) - 1) (e_“’/g(ql) — 1)> (4)

The dependence on ¢ and ¢’ is assumed implicitly. We
can extract the linear and bilinear terms from the gener-
ating functions as y(w) = w (51(¢)+O0(w)) and I'(w,w’) =
ww' (s2(¢,¢")+O0(w,w’)). Hence we deduce the expression
for the average IPR in the limit N — oo

€ $2(z +ie, z — ie)
Im s1(z +ie)

(5)

1 .

q (Z)lN—>oo = ;_{%ﬂ
Strictly speaking, the expression (5) is incorrect for two
reasons. First, the order of the limits € — 07 and N — oo
is reversed, because the cavity approach works effectively
with infinite N from the very beginning. Second, in (5)
the average over disorder is performed separately in the
numerator and in the denominator, while if done properly,
the averaging must involve the fraction as a whole. With-
out entering into deep discussions, we assume that neither
of the two “mistakes” induce a fundamental fault into the
results. To support this assumption we can note, first, that
also references [30,57] rely on the harmless exchange of the
order of limits. Second, as for the independent averaging
of the numerator and denominator, it is justified if we sup-
pose that g;(A+ig) is a self-averaging quantity, because in
that case the disorder-average of the denominator is safely
replaced by the sum 1/N " e.
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If the degrees of the random graph are Poisson dis-
tributed, as is the case for the Erdés-Rényi random graph,
with average 1, we obtain, for the one-particle generating
function v(w) a self-consistent equation in the form

1) =i [ D Ravn) o,
p(w) = e—wrtnY(w) (6)

At this level, introduction of the auxiliary function p(w)
seems arbitrary, but it acquires clear sense in the varia-
tional approach developed in [55].

For calculating IPR, the two-particle quantities are
needed. Without repeating the steps which lead to equa-
tion (6), we can write the equation for I'(w,w’) as

CodN [ dN

IN'w,w') = \/ww’/o NN
x I1(2VW' ) p(A) p(N)et TOX) (1)

L(2Vw))

Solving equations (6) and (7) should in principle give full
description of the localization phenomenon. Note that the
formalism used in [14,28] should be a special case of ours.
Indeed, references [14,28] work with the joint probability
density for real and imaginary part of g(z + ie), which is
equivalent to the joint generating function for g(z + ie)
and g(z — ie).

Full solution of equations (6) and (7) is not yet
known. Approximative schemes for solving equation (6)
were shown in [55], partially repeating the older results
of [40,42]. The simpler one of the approximations used
in [55] is the effective-medium approximation (EMA),
which can be formulated as an ansatz p(w) = e¥ (<),
For o(¢) we find the cubic equation

o3 (ot +(p—1o+¢=0. (8)

The density of states is non-zero only within the inter-
val [z_,zy] where Imo(z + i€) is non-zero in the limit
e — 07T. Therefore, EMA exhibits sharp band edges, which
is wrong, because the true spectrum contains Lifschitz
tails extending arbitrarily far. Nevertheless, it is instruc-
tive to try to use EMA as a starting point for approxima-
tive solution of equation (7). We insert in equation (7) the
functions p(A), p(X\'), containing o(¢) obtained by solving
equation (8). Still, the resulting integral equation for I’
is not readily soluble, so we apply further approximation,
leaving only the lowest (bilinear) term in the expansion
of I'(w,w’) and expanding e*!" on the right-hand side into
series. This way we obtain an equation for so and the so-
lution is then supplied into equation (5). The IPR is then
expressed through the function o(z) for z € R. Finally
we get

1) = (302(2') —2zo(z)+p— 1)04(2)
O I [ TG B

for 2 € R\[z_,z4] and ¢~ (2) = 0 for z € [z_,z,]. The
result is shown in Figure 1 for 4 = 3. We shall see later

Page 3 of 12

0 5 10

Fig. 1. (Color online) Inverse participation ratio (solid line)
and density of states (dashed line) calculated using the effective
medium approximation, for Erdés-Rényi graph with average
degree p = 3.

that this expression reflects qualitatively well the behav-
ior of IPR at the tails of the spectrum. However, the re-
sult (9) is rather illusory, because localization indicated
by non-zero IPR occurs only in the areas where density
of states is strictly zero. The mobility edge coincides with
the band edge. Therefore, the fraction of localized states
is zero within such an approximation. We can try to im-
prove the result applying the single-shell approximation
(SSA) introduced in [55]. Within this approximation, we
obtain for o the equation

2 — i M
F=pteote Z(l—l)!za—l'
=1

(10)
As for the density of states in the Lifschitz tail, SSA
does give some improvement, although severe artifacts
of the approximation remain, namely the spurious band
gaps inside the Lifschitz tail (see Fig. 5 and [55] for de-
tails). In the same way as in EMA, we can take the func-
tion o(¢) obtained in SSA, insert it into equation (7) and
expand I'(w,w’) into series. Thus, we obtain

—1
2 o
-1
q (Z> = ( 50 ! - >
L=e #3020 0" oot 2

4
< 0 (2) (11)
ot(z) — p

The result is shown in Figure 2. Contrary to EMA, the
dependence of the inverse participation ratio on eigen-
value is not monotonous, and the “interruptions”, where
g 1(2) = 0 occur exactly at the intervals where the den-
sity of states is non-zero. Therefore, SSA suffers from the
same flaw as EMA, that is the IPR is non-zero only if
density of states is zero. The conclusion of this section
is that analytical solution of equation (7) would require
more sophisticated methods than those at our disposal.

In the rest of this work, we will rely on exact numerical
diagonalization results. However, the position of the band
edge, as found in EMA, will serve as a benchmark for the
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Fig. 2. (Color online) Inverse participation ratio, for Erdds-
Rényi graph with average degree p = 3 calculated using the
effective medium approximation (dashed line) and single-shell

approximation (solid line).
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Fig. 3. (Color online) The density of states for the adjacency
matrix of the ER graph with 4 = 3, N = 1000, averaged
over 115000 realizations (full line). For comparison, approxi-
mate results using EMA (dotted) and single-shell approxima-
tion of [55] (dashed) are shown.

position of the mobility edge and will be compared with
numerical results.

3 Localization in Erd6s-Rényi graphs

The first model we shall investigate is the adjacency ma-
trix L of the Erd6s-Rényi random graph. Apart from the
fact that L is symmetric matrix with zero on the diago-
nal, the matrix elements are independent and equally dis-
tributed. The probability density for a single off-diagonal
element is

m(x) = (1 - Z)é(m) + Zé(m —1).

(12)
We investigated in depth the spectrum of L in [55]. In
Figure 3 we reproduce one of the results. The density of
states has a very complicated structure, with many singu-
larities and d-function components. For example, an acute,
perhaps logarithmic, singularity resides at the center of
the spectrum, at z = 0, as shown in Figure 4. The theory
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Fig. 4. (Color online) Detail of the data of Figure 3, showing
the singularity at z = 0.
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Fig. 5. (Color online) Lower tail of the data of Figure 3. Note
that the single-shell approximation is superior to EMA in the
Lifschitz-tail region, but still it is far from satisfactory.

exposed in reference [41] could in principle bring an ex-
planation of that singularity, bud we did not perform the
calculations in this direction.

It is interesting to compare such suppression of local-
ization in ER graphs with the localization which occurs
in weakly diluted systems, where the localization is en-
hanced instead, by the mechanism of maximum entropy
walk [58]. Indeed, on irregular graphs, for example the
common ER graph or a regular graph with a few edges re-
moved, the standard random walk does not possess max-
imum entropy. The requirement of entropy maximization
introduces a non-local constraint, which, rather unexpect-
edly, favors localization.

At the tails of the spectrum, there is no sharp band
edge, but a Lifschitz tail develops. The asymptotic form
of the Lifschitz tail is now well established [35,42,55] and
our numerical results can be seen in Figure 5.

It is just the Lifschitz tail where the localization is ex-
pected. To have a first glance on that, we plot the IPR
averaged over several tens of thousand realizations. In
Figures 6 and 7 we show the results for N = 1000 and for
= 3 and p = 5, respectively. Comparing the behavior
of IPR with the density of states, as shown in Figure 3,
we observe the same complicated structure of singulari-
ties. Generally, IPR is large at the tails, as well as close
to the singularities in the density of states. One would
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Fig. 6. (Color online) Inverse participation ratio averaged over
115000 realizations, for ER graph with ¢ =3 and N = 1000.
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Fig. 7. (Color online) Inverse participation ratio averaged over
65 000 realizations, for ER graph with ¢ =5 and N = 1000.

naively expect that localization would occur in all regions
where IPR is large, but it is true only in the tails. As we
stressed earlier, we must check the behavior of IPR when
N grows. Close to the singularities, we found IPR large,
but consistently decreasing with increasing system size.
On the contrary, localization in Lifschitz tails is clearly
visible, as indicated in Figures 8 and 9. In the following,
we decided to work with the lower tail, because the upper
tail is somewhat obscured by the single maximum eigen-
value which behaves differently than all the rest of the
spectrum. We can see that below certain value of z, the
IPR is independent of N, within the range of statistical
errors, while above this value, IPR decreases with N. We
identify this value with the mobility edge. We shall de-
scribe the method of extracting the mobility edge from
the data in the next section. Here we make only a few
observations.

First, this definition of mobility edge is practical but
it is not the only possible. Moreover, there might be even
some doubts of it. Indeed, above the mobility edge the
IPR should not only decrease with N, but decrease in
a specific manner, namely as 1/N, otherwise the states
cannot be considered properly extended. Therefore, the
alternative definition of the mobility edge would be as fol-
lows. We declare the states in the interval I extended, if
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Fig. 8. (Color online) Inverse participation ratio at the lower
tail of the spectrum for ER graph with u = 3. The system size
is N = 10" (solid line), 3000 (dashed line), 1000 (dotted line),
and 300 (dash-dotted line). The data are averaged over 900,
10000, 65000 and 130000 realizations, respectively.
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Fig. 9. (Color online) Inverse participation ratio at the lower
tail of the spectrum for ER graph with ;1 = 5. The system size
is N = 10" (solid line), 3000 (dashed line), 1000 (dotted line),
and 300 (dash-dotted line). The data are averaged over 800,
5000, 65000 and 50000 realizations, respectively.

(g;") ~ N~! for N — oo, otherwise the states are con-
sidered localized. The data from Figures 8 and 9 indicate
that the mobility edge defined in the latter way would lie
somewhat higher than in the former. The difference may
well be just a finite-size effect, but we cannot exclude also
the possibility that it reflects a real phenomenon, namely
presence of states which are neither properly extended,
nor exponentially localized. For example, the eigenvectors
can be characterized by tails decreasing slower than any
exponential, but on the level of knowledge provided by our
numerical data this is a mere speculation. However, note
that eigenvectors with power-law tails do occur in certain
models [59,60] and an interval of coexistence of extended
and localized states was also hypothesized in [21]. In all
the rest we shall stick to the former definition of the mo-
bility edge for purely practical reasons.

Second, comparing the IPR calculated using EMA
and SSA, shown in Figure 2 with numerical findings in
Figures 8 and 9, we observe a qualitative agreement. On
the other hand, quantitatively, EMA and SSA give much
too high values of IPR. So, however defective EMA and
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Fig. 10. (Color online) Position of the mobility edge at the
lower tail of the spectrum, for ER graph. Where not shown,
error bars are smaller than the symbol size. The solid line is
the band edge calculated in EMA.

SSA are with respect to localization, they do provide a
hint of how IPR should behave.

Third, the data suggest that IPR for infinite system ap-
proaches a non-zero limit when we approach the mobility
edge from the localized side. Because in extended regime
IPR is strictly zero for infinite system, IPR should exhibit
a discontinuity at the mobility edge. This confirms results
obtained earlier in [61] using a supersymmetric method.

Let us continue with the analysis of our results. Hav-
ing established the mobility edge, we want to know how it
depends on the average degree of the ER graph. This de-
pendence is shown in Figure 10. For comparison, we show
also the position of the band edge, as found in EMA. We
can see that the mobility edge is slightly below the EMA
band edge, but the two quantities share a common trend.
Therefore, the EMA band edge can serve as a useful zeroth
approximation for the line of separation between localized
and extended states. This criterion was used, without fur-
ther justification, in the context of diffusion models for
biological evolution [62].

In order to see quantitatively, how much globally rele-
vant the localization phenomenon is, we measure the frac-
tion of eigenvalues below the mobility edge

floc<]::[ Z 1> (13)
BN <z oo

Supposing that the spectrum is mirror-symmetric, as it
should be in the limit N — oo, the total fraction of local-
ized states is 2fjoc. We can see the results in Figure 11.
The first thing to note is that the results are practically
independent of system size, so we can safely claim that
they represent the fraction of localized eigenvalues for in-
finite system. The fraction decays with average degree
W, until it saturates around g ~ 3 at a value close to
floe ~ 0.5 x 1074, Tt is suposed that this fraction should
drop to zero in the limit N — oo, because it is known that
all states are extended in an ER graph, on condition that
p — oo simultaneously with N — oo (Ref. [63]). The nu-
merical procedure does not enable us to work with large
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Fig. 11. (Color online) Fraction of states below the lower
mobility edge, for ER graph. We compare the results for
N = 10000 (triangles), 3000 (squares), and 1000 (circles).
For better visibility, the points are slightly shifted rightwards
by éu = 0, 0.03, and 0.1 for N = 10000, 3000, and 1000,
respectively.

enough N to see that explicitly. Therefore, we consider
the saturation a finite-size effect.

4 Localization in random cubic graphs
4.1 Diagonal disorder

The second family of graphs investigated here are the ran-
dom cubic graphs, i.e. random graphs satisfying the only
constraint that the degree of all vertices is equal to 3. We
decided to study this family as a kind of direct opposite
of the ER graph. In ER graph, the properties are mostly
due to inhomogeneity in the degrees. In cubic graph all
degrees are equal. In ER graph, there is no diagonal dis-
order. In cubic graph, the relevant disorder is only on the
diagonal. Of course, one can study also models which in-
terpolate the two extremes, but we shall not do that in
the present work. We shall rather compare the differences
between the extremes.

The off-diagonal elements of the matrix L to study
are identical to the adjacency matrix of the graph, while
diagonal elements of L are independent Gaussian random
variables, with probability density

L < L )
Vorn P\ 22 )
In thermodynamic limit the local topology of the graph is
identical to the Bethe lattice with coordination number 3
and the randomness of the structure, i.e. the off-diagonal
disorder, must be irrelevant, as long as we investigate local
properties of the graph and its size goes to infinity. For
example, the density of states for the random graph with
7 = 0 must approach a non-random function identical to
the well-known density of states of the Bethe lattice

Wdiag(Lii) = (14)

3 V8 — 22

DBethe(Z) = om 9 22 .

(15)
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Fig. 12. (Color online) Density of states for random cubic
graph with diagonal disorder, for N = 1000. The disorder
strength is n = 1 (solid line), 2 (dashed line), 3 (dotted line),
and 4 (dash-dotted line). The data are averaged over 40000
realizations.

0.01 t

Fig. 13. (Color online) Inverse participation ratio at the lower
tail of the spectrum for random cubic graph with disorder
strength n = 0.5. The system size is N = 10* (solid line), 3000
(dashed line), 1000 (dotted line), and 300 (dash-dotted line).
The data are averaged over 550, 11000, 65000, and 160 000
realizations, respectively.

The non-trivial ingredient is the randomness in diagonal
elements of the matrix L and this is the feature which
leads to localization here. The situation is somewhat com-
plementary to the ER case investigated in the last section.
In ER graphs, localization is due to off-diagonal disorder,
while here the diagonal disorder is responsible.

4.2 Mobility edge

We show in Figure 12 the density of states for several
disorder strengths. The density of states is smooth and
free of singularities, which are typical of the spectrum
of ER graphs. The localized states occur in the Lifschitz
tails, as we can clearly see in Figures 13-15. Qualitatively,
we observe that localization is much stronger than in ER
graphs and the IPR reaches values very close to 1. On
the other hand, establishing the mobility edge is more
difficult, because the deviations of the curves for differ-
ent N are much smaller and obscured by statistical noise.
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Fig. 14. (Color online) Inverse participation ratio at the lower
tail of the spectrum for random cubic graph with disorder
strength 77 = 2. The system size is N = 10* (solid line), 3000
(dashed line), 1000 (dotted line), and 300 (dash-dotted line).
The data are averaged over 610, 10000, 65000, and 160 000
realizations, respectively.

—20

Fig. 15. (Color online) Inverse participation ratio at the lower
tail of the spectrum for random cubic graph with disorder
strength 77 = 4. The system size is N = 10* (solid line), 3000
(dashed line), 1000 (dotted line), and 300 (dash-dotted line).
The data are averaged over 550, 10000, 65000, and 160 000
realizations, respectively. In the inset, detail of the data illus-
trating the difficulty to establish the mobility edge precisely.

We illustrate it in the inset of Figure 15. In such a situ-
ation it is necessary to develop a method for extracting
the mobility edge as reliably as possible. The method is
illustrated in Figure 16. The procedure we used consists
in comparing the difference of average IPR for two sys-
tem sizes, Ag~! = ¢ Y(N) — ¢ }(N’) with the level of
statistical noise g—'. The estimate for the mobility edge
z- (N, N') is found where the difference Ag~! as a func-
tion of z crosses the noise level §g~ 1. The error produced in
this method is estimated in a similar manner, as difference
of points where Ag=1(N, N’) crosses 6g—! and where it
crosses twice as large noise 26g~!. The error bars shown if
Figures 10 and 17 are obtained in this way. We found that
the estimate z_, (N, N’) depends quite strongly on the
sizes N, N'. Therefore, we further extrapolate the values
found to infinite system, as shown in the inset of Figure 16.
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Fig. 16. (Color online) An example of the procedure for estab-
lishing the mobility edge. The symbols correspond to the pairs
of sizes N = 300, N = 1000 (circles); N = 1000, N" = 3000
(squares); N = 3000, N = 10000 (triangles). The estimated
mobility edge for this pair is located where the data fall below
zero. In the inset, extrapolation of the estimated mobility edge
to infinite system size.

Fig. 17. (Color online) Position of the mobility edge at the
lower tail of the spectrum, for random cubic graph. The solid
line is the band edge calculated in EMA.

The dependence of the mobility edge on disorder
strength is shown in Figure 17. As in the case of ER
graphs, we compare the dependence of the mobility edge
on disorder strength with the position of the band edge
calculated using the effective medium approximation.
While in ER graph the EMA band edge and the mobility
edge go in parallel, in random cubic graph they behave
differently. While the EMA band edge grows in absolute
value, thus reflecting the overall broadening of the den-
sity of states for increasing disorder, the mobility edge
remains deep within the range of the EMA band. For
disorder stronger than about 7 =~ 4 the interval of ex-
tended states starts narrowing. This agrees qualitatively
with earlier results on Anderson localization on Bethe lat-
tice [15,23] which state that for strong enough disorder,
1 > 1, all states are localized. Note that the same quali-
tative behavior was also found by diagrammatic methods
for lattices in large Euclidean dimensions [11].

Eur. Phys. J. B (2012) 85: 361
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Fig. 18. (Color online) Dependence of the fraction of states
below the lower mobility edge on the strength of the disorder,
for random cubic graph. The size is N = 10
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Fig. 19. (Color online) Histogram of IPR, for states with
eigenvalues within a fixed interval, for n = 2 and N = 3000.
The arrows point to curves corresponding to intervals z €
[-0.5,0.5] (line 1), [-1.5,—0.5] (line 2), [—2.5, —1.5] (line 3),
[—3.5,—2.5] (line 4), [—4.5, —3.5] (line 5), [5.5, —4.5] (line 6),
and [—6.5, —5.5] (line 7). The data are accumulated from 17 000
independent realizations.

The fraction of states below the lower mobility edge
is shown in Figure 18. Again, the behavior is completely
different from the situation in ER graph. The fraction of
localized states is large and grows with the strength of the
disorder. We are unable to reach higher disorder strengths
7, because establishing the precise value of the mobility
edge is increasingly difficult. However, our data are con-
sistent with the claim that beyond a critical strength of
disorder the fraction reaches its maximum, i.e. fioc = 1/2
for n > n..

4.3 IPR distribution

In addition to the dependence of the average IPR on z, we
are interested also in the fluctuations of IPR, if we restrict
the eigenvalue to a fixed interval z € [z1, 22]. Indeed, we
found that the fluctuations may be very large, extending
up to several orders of magnitude. We show in Figure 19
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Fig. 20. (Color online) Histogram of IPR in the range of ex-
tended states, z € [—0.1,0.1], for n = 2 and different sizes of
the system, N = 10* (line 1), N = 3000 (line 2), N = 1000
(line 3), and N = 300 (line 4). The data are accumulated
from 610, 17000, 130000, and 270000 independent realiza-
tions, respectively.

Fig. 21. (Color online) Histogram of IPR in the range of lo-
calized states, z € [-8.5,—7.5], for n = 5 and N = 1000.
The arrows indicate special values if IPR, ¢~ = 1/2 and
g ! = 1/3. The data are accumulated from 280000 indepen-
dent realizations.

a series of histograms for the window [z1, o] sliding from
extended states through the transition region, to localized
states. As expected, the width of the distribution is largest
around the transition, but even in the localized regime it
spans about one decade.

Let us first look at the extended states. The average
IPR is expected to scale as 1/N. Therefore, we plot the
histogram against the rescaled value Ng~!, in order to see
the convergence for increasing N. Indeed, we can observe
in Figure 20 that the position of the peak approaches to
a limit and simultaneously, the width of the peak shrinks.
This suggests that in the extended phase, IPR is a self-
averaging quantity.

On the contrary, we found that in the localized phase
the distribution of IPR is independent of size. Moreover,
as the example in Figure 21 shows, there are non-trivial
structures in the distribution. In Figure 21 we clearly see
two distinct peaks and a cusp. Interestingly, the positions

Page 9 of 12

Fig. 22. (Color online) Series of histograms of IPR in the range
of localized states, for n = 5 and N = 1000. The index of the
curve n corresponds to the interval of eigenvalues according
to the formula z € [-8.6 + 0.5n, —8.4 4 0.5n]. The data are
accumulated from 280 000 independent realizations.

of these three structures are slightly below some special
values of IPR, namely ¢! =1,¢ ' =1/2,and ¢~ = 1/3.
With our data available, we are unable to see further struc-
tures at ¢! = 1/4 etc., but we may speculate that they
are also present.

Further on, we want to see how these structures evolve
when we sweep through the regime of localized states,
changing the value of z. We plot in Figure 22 the se-
ries of histograms for z € [-8.6 + 0.5n,—8.4 + 0.5n],
n = 1,2,...,10. For large |z|, i.e. deep in the localized
phase, the peak at ¢~' ~ 1 dominates, but when we
decrease |z|, i.e. when we approach the transition, the
—1 ~ 1/2 takes over, and further on the peak at
g~ ~ 1/3 becomes most visible. Simultaneously the peaks
broaden and shift to lower values of IPR, so that the struc-
ture of distinct peaks is less and less clear.

We can interpret the special positions of the peaks at
¢ ' =1,¢1 =1/2, etc. as coming from eigenvectors lo-
calized mostly at one, two, etc. sites. In order to support
this interpretation, we measured also the weighted aver-
age distance between sites. To this end, we first find the
shortest paths between each pair of vertices in the cur-
rent realization of the random cubic graph. Denote d(i, j)
the length of this path for vertices ¢ and j. Of course,
d(i,1) = 0 for every 4. Then, for each normalized eigenvec-
tor e;\ we calculate the weighted average

N o
Zi,j:l d(Z’])E?AB?/\

2 .2

d(\) = N
Zi,j:l €inix

(16)

For a vector strictly localized at one single site we get
the average distance d = 0, for a vector localized on a
pair of neighbors it is d = 1/2 and for a vector localized
on a pair of sites at distance 2 we have d = 1. The two
latter cases give the same IPR, ¢~! = 1/2, so the average
distance brings further information on the eigenvector. We
plot in Figure 21 the joint distribution of IPR and average
distance, in the form of two-dimensional histogram. The
value of P(¢7!,d) is discriminated by the color, higher
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Fig. 23. (Color online) Two-dimensional histogram of IPR and
average distance of sites, in the range of localized states, z €
[-7.1,—6.9], for n = 5 and N = 1000. Darker color indicates
higher value of the histogram. The data are accumulated from
30000 independent realizations.

values being darker. We clearly observe two black spots
corresponding to peaks of the distribution. The first one
is located about ¢~! ~ 0.85 and d ~ 0.2, implying states
localized around one single site. The shift from the point
g ' =1, d =0 is due to decaying tails of the eigenvector.
The second peak is slightly shifted from the ideal position
q ' =1/2,d = 1/2. Clearly, it corresponds to states local-
ized on a pair of neighbors, again with decaying tails. We
can also see a darker spot around the position ¢=! = 1/2,
d = 1. This small peak indicates states localized around a
pair of sites at distance 2, i.e. on second neighbors.

One might rise a serious suspicion, that each of the
peaks in the histogram of IPR. corresponds to different re-
alization. If that were true, the multi-peak structure would
be the artifact of accumulating data from many indepen-
dent realizations into one histogram. To check it, we calcu-
lated the same histogram for a large system, N = 30 000.
In the localized phase, we found two distinct peaks also in
the histogram for one single realization. Moreover, com-
paring the histograms for a single realization and for 20
independent realizations, we see the same shape of the dis-
tribution, within statistical errors, as seen in Figure 24.
Therefore, the observed peculiarities in the IPR distribu-
tion are characteristic of single realizations.

4.4 Level spacings

An important feature of the localization transition,
stressed already in the early works [14,15], is the quali-
tative change in fluctuations of the imaginary part of the
resolvent close to the real axis. It was used for establishing
the mobility edge e.g. in reference [28]. In fact, this feature
is due to the change in level-spacing statistics [46]. Ex-
tended states are supposed to obey the level-spacing distri-
bution common to Gaussian orthogonal ensemble (GOE)
of random matrices [64], i.e. in a very good approximation

2

Poog(x) < xze™ . (17)

Eur. Phys. J. B (2012) 85: 361
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Fig. 24. (Color online) Histogram of IPR in the range of lo-
calized states, z € [—7.5,6.5], for n = 6 and N = 30000. The
solid line is the histogram for a single realization, while the
dotted line is the cumulative histogram for 20 independent re-

alizations.

(in this expression x is the distance of eigenvalues nor-
malized to the average level spacing). On the other hand,
localized states should obey the Poisson statistics

Proisson (x) xe ”. (18)

Intuitively, the change in statistics can be understood
in terms of level repulsion, which is substantial for ex-
tended, but very small for localized states. Therefore, lo-
calized states behave as if they were nearly independent
and their energies scattered randomly, which gives rise to
the Poisson statistics. Because Poisson statistics is charac-
teristic for integrable systems, while statistics like (17) is
the fingerprint of a chaotic system, the localization transi-
tion can be viewed also as a chaotic-integrable transition.

We analyzed the random cubic graph of size N = 1000
and disorder strength n = 2 and we extracted the level
spacing statistics for the spacings between eigenvalues,
normalized to the average spacing within certain interval.
We used the interval z € [-0.1,0.1] as a typical represen-
tative of extended states and z € [—7, —6] as a represen-
tative of localized states. The results are shown in Fig-
ure 25. The difference in statistics is clearly visible. The
detail in the inset of Figure 25 shows also that the behav-
ior for small level spacings is close to linear in the extended
phase, in accord with equation (17). We checked also that
the distribution for localized states decays exponentially,
as in equation (18). Thus, it is clearly demonstrated that
the level spacing statistics gets transformed from Poisson
to GOE when we go from localized to extended regime in
the spectrum.

To make this argument quantitative, we calculate the
moments of the distribution of level spacings ((Az)*) =
J(Az)* P(Az)dAz within the interval z € [z_, z1]. Then,
we plot in Figure 26 the relative variance of the distri-
bution ((Az)?)/(Az)? — 1. We can clearly see the peak
around the transition between localized and delocalized
states, marking a qualitative change in the level spacing
distribution.
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Fig. 25. (Color online) Distribution of normalized level spac-
ings in the spectrum of random cubic graph with disorder
strength n = 2 and size N = 1000. The levels analyzed
are restricted to intervals z € [—0.1,0.1] (solid line) and
z € [-7,—6] (dashed line). The dotted line is the depen-
dence x Aznorm exp( — a(Aznom,)Q), with @ = 0.75, which
corresponds to the Gaussian orthogonal ensemble. In the inset
we show the detail of the distribution at z € [—0.1,0.1] for
very small spacings. The straight line is the linear dependence
X AZnorm.-
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Fig. 26. (Color online) Relative variance of the level spacing
distribution, depending on the center of the interval over which

the distribution is calculated. The disorder strength is n = 2
and the size of the system N = 1000.

5 Conclusions

Numerically diagonalizing matrices up to size 10000 x
10000, we investigated localization transition in Erd6s-
Rényi and random cubic graphs. In ER graphs, the free
parameter was the average degree, while in random cubic
graphs, the parameter was the strength of disorder in the
diagonal matrix elements. The quantity to discriminate
between localized and extended regimes was the inverse
participation ratio. We averaged IPR over large number
of realizations and using finite-size scaling, we extracted
the mobility edge. The benchmark for the position of the
mobility edge was the band edge found in the effective
medium approximation.

The localization properties in ER and random cubic
graphs are much different. In the former, the mobility edge
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goes more or less in parallel with the EMA band edge,
when we change the average degree, and the fraction of
localized states decreases when the average degree grows.
In the latter, the EMA band edge is significantly farther
than the mobility edge, or else, much of the localized states
are actually present within the range of EMA spectrum.
The results are consistent with analytical findings which
predicted that a critical disorder strength exists, beyond
which all states are localized.

The inverse participation ratio exhibits rather strong
fluctuations. In the extended phase, the relative width
of the TPR distribution decreases with increasing system
size, while in the localized phase the width of the distribu-
tion approaches a finite value. Moreover, the distribution
contains non-trivial structures of several peaks. We inter-
pret these structures as corresponding to states localized
around one, two, three, etc. sites.

For the random cubic graphs, we analyzed also the
level spacing statistics confirming the expectation that in
the localized region the statistics is close to Poissonian,
while in the extended region it is close to the statistics of
Gaussian orthogonal ensemble.

I wish to thank to J. Masek for numerous useful comments.
This work was carried out within the project AV0Z10100520
of the Academy of Sciences of the Czech Republic and
was supported by the MSMT of the Czech Republic, grant
no. OC09078.
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Harms and benefits from social imitation

FrantiSek Slanina*
Institute of Physics, Academy of Sciences of the Czech Republic, Na Slovance 2,
CZ-18221 Praha, Czech Republic

Abstract

We study the role of imitation within a model of economics with adaptive agents. The basic
ingredients are those of the minority game. We add the possibility of local information exchange
and imitation of the neighbour’s strategy. Imitators should pay a fee to the imitated. Connected
groups are formed, which act as if they were single players. Coherent spatial areas of rich and
poor agents result, leading to the decrease of local social tensions. Size and stability of these
areas depends on the parameters of the model. Global performance measured by the attendance
volatility is optimised at certain value of the imitation probability. The social tensions are sup-
pressed for large imitation probability, but due to the price paid by the imitators the requirements
of high global effectivity and low social tensions are in conflict, as well as the requirements of
low global and low local wealth differences. (©) 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

The minority game introduced by Challet and Zhang [1,2] following the earlier ideas
of Arthur [3] became in recent years a playing ground for studying various aspects of
the economic systems.

In the minority game (MG) we have N players who choose repeatedly between two
options and compete to be in the minority group. This is the idealisation of various
situations, where the competition for limited resources leads to intrinsic frustration.
One can think, for example, of cars choosing between two alternative routes or a
speculator who tries to earn money by buying and selling shares in such a manner that
the majority takes the opposite action than herself.
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PII: S0378-4371(01)00314-4



130

[Slanina01]

F. Slanina/ Physica A 299 (2001) 334-343 335

Let us recall some well-known facts about the MG. The players share a public
information, saying what were the outcomes of the game in past M rounds. The play-
ers interact only through this information. Therefore, the system has a “mean-field”
character, in the sense that no short-range interactions exist.

The self-organization is achieved by allowing players to have several strategies and
choose among them the strategy which seems to be the best one. This feature leads
to decrease of the fluctuations of attendance below its random coin-tossing value, thus
increasing the global effectivity of the system. It was found that the relevant parameter
is «=2"/N and the maximum effectivity is reached for o =w, ~ 0.34 [2,4,5] and the
properties of this phase transition are thoroughly studied using the methods developed
in the theory of neural networks [6—8].

More complete account of the current state of the standard MG and its ramifications
is given in other contributions in these proceedings [9,10]. We would like to stress
especially the attempts to go back to the economic motivations of MG and model the
market mechanisms [11-14].

The observation that the crowded (low o) phase exhibits low global effectivity bears
an important hint. Indeed, if we start with the crowded phase, we can improve the
performance by grouping the agents together. This mechanism may bring about the
condensation of individual investors around consulting companies and investment funds,
which is the behaviour found in real life.

Indeed, an individual investor who sees that she is all the time behind her neigh-
bours may feel tempted to refrain from her own initiative and transfer the burden
of decisions to more successful (more wealthy) individuals. That is what we will
call imitation. The temptation for imitation in the population will be quantified by a
parameter p €[0,1]. Of course, an agent, who is otherwise prone to imitation, will
not imitate, if she has larger wealth and therefore is better off than her neighbours.
So, there may be two questions to be positively answered if the imitation is to oc-
cur: Has the agent natural tendency to imitation? Has any of her neighbours larger
wealth?

It is also natural to suppose that the decision maker, or the imitated individual,
will use (or misuse) her position to require a fee from those on which behalf her
acts. Therefore, the imitators will pay a commission ¢ to the imitated. As we will
see, the value of the commission has important consequences for the behaviour of the
agents.

We introduced recently [15] the possibility of local interactions into the standard MG.
In this contribution, we further analyse the properties of social structures emerging from
the local information exchange. When doing so we go beyond the mean-field character
of the usual MG. Related works were already done, either assuming that the global
information is fully replaced by a local one [16] or using the MG scheme for evolving
the Kauffmans’s Boolean networks [17] to the critical state [18].

In our variant of the MG the local information is used to enable the players to decide,
whether they want to use their own strategies or imitate their neighbours. Indeed, it
is quite common that people do not invest individually, but rely on an advice from
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specialised agencies, or simply follow the trend they perceive in their information
neighbourhood. In so doing, the individuals coalesce into groups, which act as single
players. In the framework of minority game, we will study the social structure induced
by the occurrence of these groups. It should be expected that this will lead to increase
in the global performance in the crowded (small o) phase. This is indeed confirmed
by the simulations.

2. Minority game on a chain with allowed imitation

We introduce the possibility of local information exchange in our variant of the
minority game. In analogy to the metabolic pathways in living organisms, we can
imagine a kind of “information metabolism” in work within the economic system.
Information flow along the edges of certain information network. The study of the
geometry of graphs describing these information networks is now a scientific field on
its own [19-21]. Within the framework of MG a linear chain [16] and random network
with fixed connectivity K [18] was already investigated in different contexts.

Here, we take the simplest possible choice of a linear chain with one-directional
nearest-neighbour connections. Each player can obtain the information only from her
left-hand neighbour, namely about her neighbour’s wealth.

There will be two conditions needed for a player to imitate her neighbour. First, the
player should have internal disposition for being an imitator. We simplify the variety
of risk-aversion levels by postulating only two types of players. Each player has a
label /¢ {1,0} indicating, whether the player is a potential imitator (I=1) or always
a leader (/=0). At the beginning we take each of the players and attribute her label 1
with probability p and label 0 with probability 1 — p. We also allow swapping between
the two types of behaviour, at a constant rate. The labels can change at each step with
probabilities p; (1 —0) and p, (0—1). We choose always p= p>/(p1 + p2), so that
the average density of potential imitators does not change in time.

The second condition for the player of type 1 to actually imitate in the current step
is that her neighbour has larger accumulated wealth than the player itself. We suppose
that the player does not know what are the strategies of her neighbour, but if she
observes that the neighbour’s behaviour is more profitable than her own strategy, she
relegates the decision to the neighbour and takes the same action. The player of type 0
will never imitate. Therefore, she will always look only at her S strategies and choose
the best estimate from them.

The above rules are formalized as follows. We have an odd number N of players.
Each player has S =2 strategies, denoted s; € {1,2}. The two possible actions a player
can take are 0 and 1. The winning action is 1 if most players took 0 and vice versa.
The members of the winning side receive 1 point, the loosing side 0 points. The players
know the last M outcomes of the game. This information is arranged into the M -bit
string u € {0,1}¥. The strategies are tables attributing to each of 2¥ possible strings

u

1 the action aj the player j takes, if she chooses the strategy s;. The scores U of
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the strategies are updated according to the minority rule

Upst+ 1) =U, (1) +1 -6 <a;{<;> -0 (Z ai(t) — N/2>> , (1)

where a;(¢) is the action the player j takes at time .

The potential imitators will copy the action from their more successful neighbours.
Let W, be the wealth of the jth player and the variables /; describe the actual state of
imitation, in analogy with the labels I i describing potential state of imitation. We can
write [; = l~j O(W,—1 — W;), with 0(x)=1 for x > 0 and 0 otherwise. The actions of the
players are

ajzljaj,l—i—(l—lj)aj,m. (2)

We also suppose that the imitation is not for free. The player who imitates passes a
small fraction ¢ of its wealth increase to the imitated player. This rule accounts for the
price of information. Then, we update the wealth of players iteratively,

Am(l‘):(l — 81j)(8]j+1 A%+1(f)+ 1-96 <aj -0 (Zal(t) - Z)) . (3)

where AW;(¢)=W(t + 1) — W(¢).

3. Imitation structures

In our simulations we observe that the time evolution of the number of actually
imitating players, N;=> ¥ /;, depends on p;. The time dependence of the fraction of
imitators N;/N for several values of p; is shown in Fig. 1. For p; =0 it increases

0.2 1 1 1 1 1
1 10 100 108 104 10° 10°
t

Fig. 1. Time dependence of the fraction of imitators, for N =1001, M =6, S=2, and p=0.95, aver-
aged over 10 independent runs. Different curves (marked by symbols) correspond to different probability
p1=0(x), 5x 1076 (@), 1.5x 1073 (+), 5x 1073 (®), 5 x 1074 (@), 5 x 1073 (L).
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Fig. 2. Example of the evolution of the distribution of wealth among players, for N =1001,
M=6,S=2, ¢=005, and p=095. The upper 5 curves correspond to p; =35 x 10~°, while the
lower 5 curves have p; =0. The time step at which the snapshot is taken is indicated on the right. For
each time, the vertical axis indicates the wealth ¥ of the jth player.

monotonously until saturation, while for p; #0 it grows toward a local maximum and
then decreases and saturates at a value weakly dependent on p;, but significantly below
the p; =0 value.

An example of the time evolution of the spatial wealth distribution is given in
Fig. 2 for p=0.95 and two values of p;=5 x 107° and 0. The initially random
distribution of wealth among players changes qualitatively during the evolution of the
system. Coherent groups of poor and wealthy players are formed. Again, the situation
is qualitatively different if we allow the players to switch between potential imitator
and leaders. We have shown in the previous work [15] that for p; =0 the poor groups
persist forever. We can see the same behaviour also in Fig. 2 for p; =0. On the other
hand, for p; #0 we observe that large poor groups are unstable and split again into
smaller clusters. This leads to lowering of the global wealth differences, as will be
analysed in the next section.
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Fig. 3. Dependence of the attendance fluctuations on the imitation probability for p; =0. The number of
players is N =1001 and memory length M =5 (®), M =6 (+), and M =7 (X).

4. Globally uniform wealth versus small social tensions

The time averaged attendance fluctuations ¢ = ((4 — N/2)?) measure the distance
from the global optimum. The global effectivity is higher for smaller ¢>. We investi-
gated the influence of the imitation on the global effectivity.

We found that in the crowded phase the system becomes more efficient if imitation
is allowed (p > 0), but there is a local minimum in the dependence of ¢*>/N on p,
indicating that there is an optimal level of imitation, beyond which the system starts
to perform worse. The results for N =1001 are shown in Fig. 3. We can see that the
minimum occurs at smaller values for larger M. We can also observe that for longer
memories (M =7 in our case) the value of the fluctuations for p=1 is significantly
above the value without imitation (p=0), while the value at the minimum still lies
below the p=0 value. This implies that moderate imitation can be beneficiary, while
exaggerated one can be harmful.

The increase of spatial coherence by creation of poor and wealthy groups can result in
decrease of local social tension. To quantify it, we introduce a kind of “utility function”
[22] U(AW), which indicates, how much the wealth difference AW is subjectively
perceived. We will use the utility function in the form U(x)=x"2. Then, the average
measure of the local social tension is

2

N—1
1
dos=7— | YW — w2 | . (4)
)\ 5

where we denoted the average wealth (/W) =+ Zyil w;.

The stationary values of the tension for various values of the commission & are
shown in Fig. 4, for p; =0. An important feature of the p-dependence is the maximum
at certain imitation probability. The maximum becomes more pronounced for larger
commission ¢, while for ¢=0.01 it disappears.
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Fig. 4. Relative local tension for N =1001, M =6, p; =0 measured by utility function (AW )"/2 for com-
mission ¢=0.05 (B), 0.03 (x), and 0.01 (+).
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Fig. 5. Growth of the average wealth of agents, for N =1001, M =6, S=2, p=0.95, sample aver-
aged over 10 independent runs. Different curves (marked by symbols) correspond to different probability
p1=0(x), 5x 1070 (), 1.5 x 1075 (4+), 5x 1073 (®), 5 x 10~* (@), 5 x 1073 (A).

This observation has an important consequence. Imagine, we are social experimental-
ists starting with a system with no information exchange and no imitation. Let us try to
lower the social tensions by gradually encouraging the people to buy information from
the neighbours and imitate each other. If the cost of the information (¢) is too high,
this social strategy would fail, because small increase in imitation would enhance the
social tension. Lower social tension must have been achieved by a macroscopic change
in the social behaviour: by jumping over the maximum in the function dos(p). This
may serve as a toy example of how too greedy environment (too costly information)
can prevent the system to find a global optimum.

By comparing Figs. 3 and 4 we can also see that for high ¢ optimal performance
(minimum ¢?/N) can be close to maximum in social tensions. Therefore, in greedy
environment the requirements of effectivity and social peace are in conflict.

Fig. 5 shows, the growth rate of the average wealth for several values of the switch-
ing probability p;. We can see that the growth rate converges to a constant value,
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Fig. 6. Time evolution of the local tensions, for N =1001, M =6, S=2, p=0.95, sample averaged over
10 independent runs. Different curves (marked by symbols) correspond to different probability p; =0 (%),
5% 1070 (@), 1.5x 1073 (+), 5x 1073 (®), 5x 10~% (@), 5 x 1073 (A).
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Fig. 7. Time evolution of the wealth dispersion, for N =1001, M =6, S=2, p=0.95, averaged
over 10 independent runs. Different curves (marked by symbols) correspond to different probability
p1=0(x), 5x 1076 (@), 1.5 x 1073 (+), 5x 107° (®), 5x 10~ (@), 5x 1073 ().

which is higher for p; =0 and nearly independent of p; for p;# 1. In all cases, we
confirm that the average wealth grows linearly with time.

In Fig. 6 we can see the time evolution of the local tensions for several values of the
switching probability p;. We observe that the switching enhances the local tensions.
On the other hand, in Fig. 7, we can see the time dependence of the growth rate in
the global wealth dispersion, (W?) — (W)? (by angle brackets we denote the average
over all players). There is a clear difference between the cases of p; =0, where the
wealth dispersion grows much more rapidly than > and p; #0, where the dispersion
grows as ¢2, at a rate nearly independent of p;.

This means that, if we allow switching between potential imitation and leader states,
the wealth distribution only re-scales linearly in time (this observation together with
the linear growth if the average wealth suggests that the probability density at time ¢
converge as P(W,t)= ®(W/t) where the function ®(x) does not depend on time). On
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the contrary, if we forbid the switching, the poor imitators are frozen forever in their
poverty and in the wealth distribution the rich and poor diverge steadily.

However, recalling the discussion of Figs. 6 and 5 we can see that the requirement of
low global wealth dispersion (a “just” world, achieved by enabling the poor imitators
switch to leaders and thus become richer) deteriorates both global efficiency (measured
now by the wealth growth rate) and, more surprisingly, the local social tensions.

5. Conclusions

We investigated the creation of rich and poor spatial domains due to local information
exchange, within the framework of the minority game (MG). Coherent spatial areas of
rich and poor agents emerge. Several macroscopic conflicts of interest are observed in
our model:

(1) We found that the effect of imitation leads to increased effectivity in the crowded
phase of MG. The price paid for the information needed to imitation leads to the conflict
between effectivity and local social tensions. High information cost also prevents the
system from coming to the state of lower social tensions by gradual increase of the
imitation probability.

(2) We allow for switching between imitation and non-imitation (leader) states. Such
a switching makes the global wealth differences smaller, but increases the local social
tensions.

The creation of coherent areas of poor and rich agents leads to decrease in the
local social tensions, but only if p is sufficiently close to 1. The lowest value of
the social tension is reached at p=1, but for such a value the global effectivity is
significantly lower than its optimum value. Therefore, we observe a conflict of local
interests (maximisation of social tension) with global performance (maximisation of
attendance fluctuations).
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Abstract. The Sznajd model, which describes opinion formation and social influence, is treated analytically
on a complete graph. We prove the existence of the phase transition in the original formulation of the
model, while for the Ochrombel modification we find smooth behaviour without transition. We calculate
the average time to reach the stationary state as well as the exponential tail of its probability distribution.
An analytical argument for the observed 1/n dependence in the distribution of votes in Brazilian elections

is provided.

PACS. 89.65.-s Social and economic systems — 05.40.-a Fluctuation phenomena, random processes, noise,
and Brownian motion — 02.50.-r Probability theory, stochastic processes, and statistics

1 Introduction

There is significant convergence between statistical
physics and mathematical sociology in approaches to their
respective fields [1]. Ising model, the single most studied
statistical physics model, finds its numerous applications
in sociophysics simulations. Conversely, sociologically in-
spired models pose new challenges to statistical physics.
We believe this is the case of the Sznajd model we are
studying here.

The model of Sznajd-Weron and Sznajd [2] was de-
signed to explain certain features of opinion dynamics.
The slogan “United we stand, divided we fall” lead to
simple dynamics, in which individuals placed on a lattice
(one-dimensional in the first version) can choose between
two opinions (political parties, products etc.) and in each
update step a pair of neighbours sharing common opinion
persuade their neighbours to join their opinion. Therefore,
it was noted that contrary to the Ising or voter [3] models,
information does not flow from the neighbourhood to the
selected spin, but conversely, it flows out from the selected
cluster to its neighbours.

The model initiated a surge of immediate inter-
est [4-25] and the results of numerical simulations can
be briefly summarised as follows. The results do not de-
pend much on the spatial dimensionality or on the type of
the neighbourhood selected [11]. In the case of ¢ choices of
opinion, the system has g obvious homogeneous station-
ary (absorbing) states, where all individuals choose the

# e-mail: slanina@fzu.cz

same opinion. There is no way to go out of the homoge-
neous state, so it is an attractor of the dynamics. This
is reminiscent of a zero-temperature dynamics, which in
Ising model leads to rich behaviour [26]. However, in the
Sznajd model, the possible metastable states, like the “an-
tiferromagnetic” configuration have negligible probability
to occur, unless we introduce explicitly also an “antifer-
romagnetic” dynamic rule as it was used in the very first
formulation [2].

The case ¢ = 2 was studied mostly, denoting the opin-
ions by Ising variables +1 and —1. The probability of hit-
ting the stationary state of all +1 (or, complementary,
all —1) was studied, depending on the initial fraction p
of the individuals choosing +1. Sharp transition was ob-
served at value p = 0.5 [11]; for p > 0.5 the probability
to reach eventually the state of all opinions +1 is close to
one, while for p < 0.5 it is negligible, which can be inter-
preted as a dynamical phase transition. The distribution
of times needed to reach the stationary state was mea-
sured, revealing a peak followed by relatively fast decay.
This means that the average hitting time is a well-defined
quantity [11].

It was also found in one and two-dimensional lattices
that the fraction of individuals who never changed opin-
ion decays as a power with time, similarly to Ising model.
While the exponent in one dimension agrees with the Ising
case, the two-dimensional Sznajd model gives different ex-
ponent than Ising model, indicating different dynamical
universality class [13]. Also the waiting time between two
subsequent opinion changes is distributed according to a
power-law [2].
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Among other studies, let us mention the influence of
advertising effects [18,19] and price formation [20]. Long-
range interactions were studied in [21].

In a very short but intriguing note [22] Ochrombel sug-
gested a drastic simplification of the Sznajd model. In the
Ochrombel version it is not necessary to have a cluster of
identical opinions. Any individual is capable to convince
her neighbours to select the same opinion. This model
was reported to share all essential features of the original
Sznajd model, only the phase transition in the probability
of hitting the state of all +1 at p = 0.5 is absent.

The Sznajd model was also used to model the election
process. There is recent empirical evidence from Brazilian
elections [27-29] that the distribution of votes per candi-
date follows a power-law, more specifically P(n) ~ 1/n,
where n is the number of votes. This result was reproduced
in a study [4] based on Sznajd model on a scale-free net-
work [30-32].

The dynamics of elections was thoroughly investigated
by Galam [33-36], showing that majority rule applied on
sufficiently many hierarchical levels leads to a homoge-
neous “totalitarian” state with one opinion pervading the
whole system.

Other approaches to physical modelling of opinion dy-
namics were also investigated [37,38] and among them
especially the Axelrod model, which was found to have
rich behaviour from the statistical physics point of
view [39-41].

We should also mention the well studied voter
model [3,42-44], which is very similar in spirit to the
Sznajd model. Indeed, the relation of the two models was
studied e.g. in [45] and it seems that Sznajd model re-
duces to the voter model at least for certain setups (es-
pecially using the Ochrombel simplification on a complete
graph) while for others the voter model can be generalised
so that it includes the rules of Sznajd model as a special
case. In fact, similar analysis to that presented here was
performed for voter model, contact process and related
processes in [46]. The persistence properties of the voter
model on complete graph were studied in [42].

Very recently a “Majority rule” model, sharing some
features with Sznajd model, was introduced and stud-
ied in [47] and its generalisation to the Majority-Minority
model [48] gives in the mean-field approximation results
closely related to ours.

2 Formulation of the model
and its simplifications

2.1 General scheme

In the original formulation of the Sznajd model, the
“united we stand” principle is often stressed [2,11]. It
means that only a cluster of identical opinions can spread
the same opinion toward its neighbours. However, this
principle was relaxed in the Ochrombel simplification [22]
without qualitatively affecting many of the results (ex-
cept the presence of the phase transition). We will propose

The European Physical Journal B

some other simplifications here, supposing the results re-
main robust.

Let us have N agents, each of which can be in one of
g states (opinions) o € S. We may for example think of a
g-state Potts model variables. Each agent sits on a node
of a social network, and they can interact along the edges
with their nearest neighbours.

The opinion of the agent ¢ is denoted ;. The state of
the system is described by the set of opinions of all the
agents, X = [01, 02, ...,0N].

The variable X(t) performs a discrete-time Markov
process, whose transition probabilities from time ¢t to t+ 1
differ in various cases, which will be specified in the fol-
lowing.

2.2 Case I: two against one

The first case investigated, which we will sometimes call
“two against one”, generalises and simultaneously simpli-
fies the various versions introduced in [11]. The main dif-
ference is in the fact that we will change at maximum one
agent at each time step. This may not significantly change
the behaviour, as the various choices of neighbourhood
in [11] exhibit only little difference.

Our algorithm will iterate the following three steps.
First, choose randomly an agent 7. Then, choose randomly
one of its neighbours, say j. If 0;(t) # o;(t), nothing hap-
pens. However, if o;(t) = 0;(t), we will choose randomly
one of the common neighbours of both i and j, say k, and
set o (t + 1) = 0;(t). We may also write it schematically
as reactions AAB — AAA, BBA — BBB.

2.3 Case Il: Ochrombel simplification

In this case, we do not need to have two neighbours in
the same state. Everybody can influence each of its neigh-
bours. We choose an agent i at random. Then, choose j
randomly among neighbours and set o;(t + 1) = o;(t).
Therefore, the process may be written as AB — AA,
BA — BB. In fact, on fully connected network the Ochro-
mbel simplification is equivalent to voter model, whose
dynamical properties were studied e.g. in [42].

As an obvious observation we can note that both in
case I and case II the uniform states, with all o; equal,
are stable under the dynamics. However, we can expect
variety of metastable states in the case I, in which there
are no pairs of neighbours in the same state, therefore the
dynamics does not proceed any further.

3 On a fully-connected network

We will approximate the complex social network by the
fully-connected network (the complete graph) of N nodes.
Here, any two agents are neighbours; in the case I we sim-
ply choose three agents i, j, k at random and in the case I1
two agents 7, j at random. Note that the order in which
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they are chosen matters. This makes our process differ-
ent e.g. from the majority [47] or majority-minority [48]
models, although on fully connected network the differ-
ence may consist only in rescaling certain variables.

We will call this setup a mean-field approximation in
the same sense as the Ising model on the complete graph
can be considered as an approximation for Ising model on
hypercubic lattice of high dimensionality. Of course this is
not a good approximation to the original one-dimensional
formulation of the Sznajd model [2], but we believe it is ap-
propriate for much more realistic studies of Sznajd model
on complex networks [4,16,23]. We refer the reader to Ap-
pendix A for a more formal definition of the Sznajd model
on an arbitrary graph.

In fully-connected network the state of the system
is fully described by the occupation numbers N, =
Zfil 05,0, OF equivalently the densities n, = N, /N, for
each opinion ¢ € S. The dynamics of these occupation
numbers fully describes the evolution of the system. As
the total number of nodes is conserved, there are g — 1
independent dynamical variables.

Let us start with the case II (Ochrombel simplification)
with only two opinions, ¢ = 2. The variable ¢ can assume
only two values, denoted o = +1 for convenience. Indeed,
we are effectively working with Ising spins. The state is
described by one dynamical variable only, which will be
taken as a “magnetisation”,

N, - N_
= — 1
m ~ (1)

In one step of the dynamics, three events can happen.
The magnetisation may remain constant or it can change
by £2/N. The probabilities of these three events can be
easily calculated

2
Prob —m+ —r =
ro {m m N}

2
P — _— =
rob{m m N}

1

4

1

4

1 o1
Prob{m%m}—<§(1+m)ﬁ)

Our objective is writing the master equation for the
probability density of the random variable m(t), which we
denote P,,. It can be found easily in the thermodynamic
limit N — oco. Indeed, we find that the time should be
rescaled as

t=N?7 (3)

in the thermodynamic limit. Then the probability density
evolves according to the partial differential equation

0 0?
EPm(m, T)= (1

- W 7m2)Pm(maT)] . (4)

The latter equation describes in principle fully the evolu-
tion of the Sznajd model in Ochrombel simplification on
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a complete graph. It has the form of a diffusion equation
with position-dependent diffusion constant.

Let us turn now to the case I (original Sznajd model),
again with ¢ = 2. We may repeat step by step the consider-
ations made above for the case II. Namely, our dynamical
variable will be again the magnetisation m which may ei-
ther remain unchanged or change by +2/N in one step.
For the probabilities of these events we can find formulae
analogous to (2)

1
N 3 < +m+ N

2 (1—m2) 1-3m
Prob{mﬂm—ﬁ}—T<1—m+ N )

Prob{m—>m}:1—(1_47m2)(l+l> (5)

2
Prob{m—wn—l—z}:w 1+3m)

N

where the terms of order 1/N? are neglected. Note that
the probabilities of changes +2/N are not symmetric, con-
trary to the previous case (II). This fact has all-important
consequences. We will see later that it is responsible for the
fact that the original Sznajd model exhibits phase tran-
sition, while in Ochrombel simplification the transition is
absent.

A more immediate consequence is that the time must
be rescaled differently, in order to get sensible thermody-
namic limit, namely

t=2NT. (6)

The second consequence is that the equation for P, (m, )
contains first derivative with respect to m, representing a
pure drift in magnetisation:

0 0

5Pm(m,7') =5 (1 —m*)m Py (m,7)]. (7)
Contrary to the previous case (4) the diffusion term, con-
taining the second derivative in m, represents only the
finite-size correction to the drift term. However, this cor-
rection may dominate close to points m = +1 and m =0
where the drift velocity becomes zero.

Next case investigated will be the case IT with arbitrary
value of q. Moreover, we will assume that the number of
opinions is large, ¢ > 1. Let us define the distribution of
occupation numbers

D) = 5 Y60 o) (®)

o=1

where §(z) = 1 for z = 0 and zero elsewhere. It would be
much more difficult to write the full dynamic equation for
D(n). Therefore, we use the approximation which replaces
the distribution D(n) by its configuration average P, (n) =
(D(n)). In the limit N — co and ¢ — oo and substituting
the variable x = 2n — 1 we arrive at the equation
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The time is rescaled again according to the equation (3).
We can see that the equations (4) and (9) have identical
form, although the interpretation of variables is different.
We can therefore solve the two cases simultaneously. This
will be performed in the next section.

4 Solution of the dynamics
4.1 Two against one: case |

The case I, ¢ = 2 is described by the equation

3P(x,T) = 72 [(1 — x2)x P(x,T)} .

or ox (10)

It can be easily verified that the solution has the following
general form

Pla.r) = (1 - 22)a] 7 f ( (11)

x
i >
for arbitrary function f(y). The form of the function f(y)
is given by initial conditions. For example if the initial
condition is a J-function, it keeps the same form during
the evolution, only the location shifts in time. This way
we could in principle calculate, how long it takes to reach
the edges of the interval from given initial position. This
would be the time to reach the stationary state. However,
it comes out that the time needed blows up. The reason
comes from the infinite-size limit N — oo. Indeed, very
close to the points x = £1 the finite-size effects take over.

We can estimate the average time needed to reach the
stationary state in finite system by the following consider-
ation. In fact, the equation (10) describes the drift which
pushes the system toward the stationary state, but ne-
glects the effect of diffusion, which becomes important
at a distance ~ 1/N from the points & = 41. There-
fore, we must calculate the time necessary for the drift
to drive the system to the point +(1 — 1/N). The initial
fraction p of opinions +1 corresponds to the initial condi-
tion zy = 2p — 1 and from the formula (11) we have the
following estimate for the average time (7y) to reach the
stationary state

(r) ~ —In (m L) |
Vp(1—p) VN

It is also possible to include the correction terms of
order O(1/N) into equation (10) and deduce the equation
for the average time to reach the absorbing state (7y)(zo)
on condition that the process started at initial position
xg. Following the general scheme [49] we obtain a second-
order ordinary differential equation

(12)

d

3
<1+ N) (1 —1‘02) xod—xo

1 9 _
+ N (1—z0%) W(TSQ (xg) =—-1. (13)

(7st) (20)
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The solution of (13) is

N+3 Zz

zo (0 o5+ _N43 2
(7st) (20) = N ) T2 dze 2 ¥ dy.
- Yy

Indeed, for zg not too close to either of the points xo =
—1,0,1 (the distance must be large compared to 1/N)
we obtain from the formula (14) an approximate expres-
sion of the form given in (12). Another way to obtain the
same p dependence as in (12) is to omit the O(1/N) terms
in the equation (13) and solve the first-order differential
equation. In this case, however, we lose any information
about the dependence on N. We should also note that a
result essentially equivalent to equation (12) was obtained
also in [47].

It is rather interesting to observe that the determinis-
tic dynamics of Galam model [34,36] leads to a formula
very similar to (12), while the interpretation of the time
variable is totally different: in Galam model it represents
the number of hierarchical levels on which the majority
rule is iterated.

It would be desirable to calculate the full probability
distribution for the time to reach the stationary state 7
and not only the average. That is possible using again the
formalism of adjoint equation [49], when we introduce the
1/N corrections to equation (10) but the resulting partial
differential equation is difficult to solve explicitly. Instead,
we estimate the exponential tail of the distribution by a
simple consideration.

Indeed, after the drift had pushed the system to the
state in which there is only single spin —1 immersed in
a sea of all +1-s it finally comes into uniform stationary
state if the first pair of spins chosen is both +1 and the
third one is the single —1. This choice has probability
~ 1/N. Therefore, the relaxation time toward the uniform
state is trelax ~ N and using the scaling (6) we have for
the tail of the distribution

(14)

Tst

P(71t) ~ exp(— ), Tst — OO (15)
Trelax
with
1
Trelax =~ 5 (16)

The most important observation we can draw from the
solution (11) is the presence of the dynamic phase transi-
tion, as observed in numerical simulations. Indeed, start-
ing with any fixed positive magnetisation, we have initial
condition P(x,0) = d(x — xg), o > 0, and the drift ex-
pressed by equation (11) always take us to the state with
all agents having opinion +1, while from any state with
negative magnetisation the drift leads the system eventu-
ally to the state with all agents having opinion —1 and
the probability of ending in the state of all +1 is there-
fore Py = 0(p — 1/2). The possible deviations from this
rule close to the zero magnetisation (i.e. p = 0.5) are
due to the finite size effects, which are neglected in (10).
The presence of the phase transition is also indicated by
the divergence of the average time to reach the stationary
state (12) for p — 1/2.
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4.2 Ochrombel simplification: case Il

The equation

9 pary = L0 -) P (1)
5.0 @) =55 x T, T

describes both the case I, ¢ = 2 and II, ¢ > 1, only the
interpretation of the variable x differ: in the former case it
corresponds to the magnetisation, while in the latter case
it is shifted percentage of votes. By solving equation (17)
we treat simultaneously both cases.

The equation of the form (17) was already studied in
variety of contexts, e.g. population genetics [50,51] or re-
action kinetics [52] and can be tackled by standard meth-
ods developed for Fokker-Planck equation.

Indeed, we look for the solution using the expan-
sion in eigenvectors. We can write (17) it in the form

Z P(x,7) = LP(x,7) where the linear operator £ acts as
(Lf)(z) = 08—; [(1—a?) f(x)]. We therefore need to find
the set of eigenvectors of L. Denoting @.(x) the eigen-
vector corresponding to the eigenvalue —c, we have the
following equation

(1—2%) P! (x) —4x () + (c — 2)D.(x) = 0.  (18)

The full solution of (17) can be then expanded as

Pla,m) =Y Ace™ ®c(x) (19)

with coefficients A. determined from the initial condition.

Important question to be settled prior to the attempt
for solution is, what is the appropriate space of functions
&(x). First, the interpretation of these functions as prob-
ability densities sets the requirement that it must be nor-
malisable: [ @(x)dx < oco. Second, only the interval z €
[—1,1] is relevant, so ¢(z) = 0 outside this interval. Fi-
nally, we should anticipate the possibility that §-functions
appear in the solution, namely located at x = +1, because
the uniform states, with all sites carrying the same spin
value, are stable under the dynamics.

We therefore look for the solution of (18) in the space of
distributions (i.e. linear functionals on sufficiently differ-
entiable functions) with support restricted to the interval
[—1,1].

It is straightforward to find the eigenvectors corre-
sponding to eigenvalue ¢ = 0, i.e. the stationary solutions
of equation (17). They are composed of o-functions only. In
fact, the corresponding eigensubspace is two-dimensional
and the base vectors can be chosen as

P01 =6(x — 1), Doz =0d(z+1). (20)

For ¢ # 0 we first decompose the solution in ordinary

function of x plus a pair of §-functions, namely

Be = dor 6(x— 1) + b 3 + 1) + 6o(a) Oz — 1) 0x + 1)
(21)
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where ¢4 and ¢._ are real numbers and ¢.(z) is a real
doubly differentiable function. Then, equation (18) trans-
lates into equation for ¢.(z)

(1—2?) ¢l (x) —da d(z) + (c—2) ge(z) =0 (22)
accompanied by two other conditions
. ¢
xl—lgl be(x) = ) Get- (23)

The general solution of equation (22) exhibits be-
haviour ¢.(x) ~ (1Fx)® at  — %1, where either o« = 0 or
a = —1. However, the latter case should be excluded, as it
gives non-normalisable probability distribution. In fact it
is the condition of normalisability that determines all pos-
sible eigenvalues ¢. The solution of (22) with correct be-
haviour at x — £1 can be expressed in Gegenbauer poly-
nomials [52-54]. The eigenvalues are ¢ = ¢; = (I+1)(1+2)
for 1 =0,1,2,... An elementary solution and the table of
several lowest polynomials is presented in Appendix B.

It is important to note that for any eigenvalue ¢ > 0
we have

/@c(x) dz =0 /x@c(x) dz = 0. (24)
The consequence is that both [ P(z,7)dz and
JaP(z,7)dz are independent of time. While the
first conservation law expresses simply the conservation
of probability, the second one is a non-trivial consequence
of the model dynamics. Mathematically it is related
to the fact that the eigenspace corresponding to zero
eigenvalue is two-dimensional.

Thus, we found the set of right eigenvectors of the op-
erator L. For practical solution we still need to establish
the coefficients A. in equation (19). To this end we need
also the set of left eigenvectors of L, checking simulta-
neously that the set of left and right eigenvalues coin-
cide. First, we need to establish the adjoint operator to
L, defined by usual relation (Lf|g) = (f|£Tg). While £
acts on the space of distributions, its adjoint £ acts on
the corresponding dual space, which is the space of suf-
ficiently differentiable functions. Straightforward algebra
gives (LT g)(x) = (1 — 2?) g” (x) which implies the follow-
ing equation for the left eigenvectors

(1 —2?) ¢! (x) + ctpe(z) = 0. (25)

We find again that for ¢ = 0 the eigensubspace is two-
dimensional. We can choose the basis vectors so that they
are mutually ortho-normal to the pair of right eigenvec-
tors (20), namely

1 1
dor = 5(L+2), do2 = 5(1-2) (26)
The solutions of (25) for ¢ > 0 with proper boundary
conditions are again polynomials presented in more detail
in Appendix B.

The coefficients in the solution (19) with initial condi-

tion P(x,0) = Py(x) are then calculated as

1 _ [ R@)(a)ds

*= o 0
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From the solution (19) we can deduce an important
feature for the distribution of waiting times needed to
reach the stationary state. Indeed, if Py (7) is the proba-
bility density for ending at time 7 in the stationary frozen
configuration with all agents in the same state, we can
express the probability that the stationary configuration
was not reached before time 7 as

P2 (r) = / ~ pa(r)ar

1+e 1+e
=1-— lim (/ / ) dzx.
e—0t 1

We can see that only the J-function components of the
eigenvectors P.(x) in the expansion (19) contribute to
P (7st). More explicitly, we find

ZQA + ¢C( ) e .

c>0

(28)

(29)

As the spectrum of eigenvalues is discrete, for long times
only the lowest non-zero ¢ (equal to ¢y = 2) is relevant.
Therefore, the distribution of waiting times will have an
exponential tail Py (1) ~ e™27, 7 — oo. For initial con-
dition Py(z) = 6(x — xo) we can easily compute also the
prefactor in the leading term for large 7. Indeed, from (27)
we get As and finally obtain

6
Py (1)~ =(1—a3)e ™, 7 — c0.

(30)
As the functions ¢.(z) are odd for ¢ = ¢; with odd [, we
should expect that the corrections to the formula (30) will
be governed by the second next eigenvalue co = 12. We will
see later how it can be checked in numerical simulations.

As in the case I the average time (7 ) (2¢) to reach
the absorbing state when starting at position xy can be
obtained, using the general formalism [49], from the equa-
tion

d2
(1—m?) W(r@ (z0) = —1 (31)
which can be solved easily
X0 1+ 2z 1 1— {E02
S =——1 — =1 2
(1) (@) = = I T2 — S (32)

(see also [52,53]). The method of adjoint equation [49,53]
can be used to calculate the distribution of times to reach
the absorbing state, when starting from initial position
at x = xg, yielding results equivalent to our direct cal-
culation. Indeed, inserting the initial condition Py(z) =
0(z — xp) into (27) we can see that the expression (29)
represents an expansion in the eigenvectors . (zg) of the
adjoint operator £T taken at point .

Contrary to the case I, we do not observe any phase
transition here. This is due to the conservation of aver-
age magnetisation in the dynamics [47]. From this fact
it follows immediately that P, = p. This result can
be confirmed by an explicit calculation. Starting with
fixed magnetisation zog = 2p — 1, the initial condition
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P(z,0) = 6(x — xo) broadens under the diffusive dynam-
ics (17) and leaves always non-zero probability of ending in
either of the possible stationary states. We already noted
that [ P(z,7)dx is independent of time under the dy-
namics (17). Therefore, the asymptotic state is the follow-
ing combination of the eigenvectors (20) with ¢ =0

lim P(z,7) =

T—00

S(x+1)+

Sz —1) (33)

1 — 1+ zo

2
and the probability of ending in the state of all +1 is
therefore simply Py = p

4.3 Distribution of votes

As already stressed in Section 3, equation (17) describes
also the evolution of the distribution of votes in the case
of ¢ > 1 parties. We will present an argument how our
results may explain the empirical data, suggesting the 1/n
law for the distribution of votes.

As stressed in the discussion following equation (23),
the time-independent solutions of equation (17) can be-
have either as 1 + z or (1 + z)~! in the limit z — —1.
However, the latter case was excluded by the requirement
of normalisability of the probability density. On the other
hand, relaxing the normalisability condition, the functions

1
14+ 2z

o1 (x) =
oo (z) =

(34)

1—a (35)
are solutions of (22) with eigenvalue ¢ = 0. (Of course, any
linear combination of them is also solution with ¢ = 0.)

How should be any of these additional solutions inter-
preted? The zero eigenvalue suggest that the function is
stationary in time. However, it is not normalisable, there-
fore this solution cannot be reached from any initial con-
dition. But if the distribution P, (z,7) is close to ¢o1(x)
(or ¢o2(x)) in some interval T of z, it is probable that it
P, (z,7) will remain close to (34) (or (35), respectively)
for certain period of time, while the interval I will grad-
ually shrink and eventually disappear. Therefore, we may
suggest (34) and (35) as a metastable states, or long-lived
transient states.

This may explain the observation from simulations
performed in [4]. In this work, the distribution of the type
1/n is obtained in a suitably chosen transient regime, in
certain range of n. As x = 2n — 1, the behaviour of (34)
at © — —1 corresponds precisely to 1/n behaviour for
small n.

A slightly more rigorous variant of the above argument
is also possible. Imagine now that the political system rep-
resented by the set of opinions S is not closed, but new
opinions may appear, replacing other ones which vanish.

Indeed, the current induced by the dynamics of case I1
can be read off from equation (17)

0

j ==l = )P, )]

(36)
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Fig. 1. Probability of reaching the stationary state in time
larger than 7, for case I, ¢ = 2, N = 2000. The values of initial
fraction p of opinions +1 are 0.1 (4) 0.2 (x) and 0.7 (®).

and by insertion of the solution (34) we deduce that there
is homogeneous flow j = +1 outward the value z = —1,
i.e. n = 0. We may interpret this flow as a consequence
of an external source placed somewhere close to the point
x = —1, i.e. n = 0. Such a source accounts for the influx
of new opinions, or new parties, into the system. It is very
reasonable to assume that the source is placed at very
small values of n, as new subjects are likely to gain little
support initially.

5 Comparison with numerical simulations

We performed numerical simulations of the Sznajd model
on fully connected network according to algorithms de-
scribed in Sections 2.2 (case I) and 2.3 (case II). The main
focus was on the dynamical properties, namely the distri-
bution of times needed to reach the homogeneous station-
ary state. We show in Figures 1 and 2 the probabilities
Pz (7) that the time 7 to reach the stationary state is
larger that 7. We can clearly see that the probability de-
cays exponentially with 7 in both cases I and II.

Let us discuss the case I first. Following the analyti-
cal expectation (15) we can fit the exponential tail of the
distribution as

P2 (1) ~ exp <77<7—St>> , T — 00. (37)

Trelax

The results for (7y) can be seen in Figure 3, compared
with the analytical prediction of equation (12). Similarly
in Figure 4 we can compare the fitted relaxation time with
the analytical result. Both (7) and Trelax agree satisfacto-
rily with the analytical predictions. The deviations around
the value p = 0.5 are due to finite size effects; the compari-
son of the results for system sizes N = 2000 and N = 4000
supports this interpretation. From equation (12) we can
see that (1) diverges logarithmically for N — oo. This
is confirmed by the simulation data which fall onto single
curve in Figure 3 for different system sizes.
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A 0.01 _

0.001

Fig. 2. Probability of reaching the stationary state in time
larger than 7, for case II, ¢ = 2, N = 2000. The values of initial
fraction p of opinions +1 are 0.1 (4+) 0.2 (x) and 0.7 (®).

(Tst) — % In N

p

Fig. 3. Average time of reaching the stationary state in dy-
namics of case I, ¢ = 2. The system size is N = 2000 (+)
and N = 4000 (x). The line is the analytic prediction of equa-
tion (12)

Now let us turn to the case II. The equation (29) yields
the leading term in the tail of the distribution Py (7) and
in principle also the corrections to it. As the functions
oc(x) are odd for ¢ = ¢; with odd [, the next non-zero cor-
rection will come from the eigenvalue co = 12. Therefore,
we expect the behaviour

Pz (1) ~ exp <T — TO) + a; exp(—L), T— 00 (38)

Tr0 Trl

with
1 1

0 = 55  Trl =

> T (39)

As in the initial condition Py(z) = é(x — xg) we have
xo = 2p— 1, we can deduce from equation (30) the follow-

ing estimate
70 ~1In/6p(1—p)

(40)
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Fig. 4. Relaxation time toward the stationary state in dy-
namics of case I, ¢ = 2. The system size is N = 2000 (+) and
N = 4000 (x). The horizontal line is the analytic prediction of
equation (16).
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Fig. 5. The fitted parameter 7o for reaching the stationary
state in dynamics of case II, ¢ = 2. The system size is N =
2000. The line represents the formula (40). In the inset, the
fitted first two relaxation times 70 and 7+1 are shown. The
horizontal lines are corresponding analytical predictions from
equation (39).

We can see from Figure 5 that it corresponds well to the
numerical data. In the inset of Figure 5 we can also see
the fitted relaxation times 7,0 and 7p1. Also here the cor-
respondence with analytical prediction (39) is good.

6 Conclusions

We formulated a mean-field version of the Sznajd model
of opinion formation by putting it on a complete graph.
Solving the underlying diffusion equations we found ana-
lytical results for several dynamical properties, as well as
exact long-time asymptotics. The results differ substan-
tially in the two cases studied: first, the original Sznajd
model, where a cluster of identical opinions is necessary to
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persuade others to join them, and second, the Ochrombel
simplification, where also isolated agent can persuade oth-
ers. Dynamical phase transition was found analytically in
the original Sznajd model, while in the Ochrombel version
it is absent. This finding agrees with previous numerical
results.

The approach to stationary state was the main con-
cern of our calculations. We found that the distribution of
times to reach the stationary state has an exponential tail
which we were able to calculate analytically. In the case
of Ochrombel simplification, we obtained also the correc-
tions and a formula which gives in principle the whole dis-
tribution. We compared the analytical results for the tail
(and in the Ochrombel case also for the first correction)
with numerical simulations and we found good agreement.
The method of adjoint equation enabled us to find ana-
lytically the average time to reach the stationary state, in
both cases.

We found also another signature of the phase transition
in the original Sznajd model, expressed by the divergence
of the average time to reach the stationary state. Con-
trary to the Ochrombel case, in the original Sznajd model
the average time needed for reaching the stationary state
blows up logarithmically with increasing system size. This
finding was also confirmed in our numerical simulations.

The analytical treatment provided an explanation of
the 1/n distribution of votes, documented in Brazilian
elections. We found that this behaviour corresponds to
long-lived transient state of the dynamics of the Sznajd
model with large number of possible opinions, or alterna-
tively to the dynamics of an open version of the Sznajd
model, where new opinions may continuously emerge.

This work was supported by the project No. 202/01/1091 of
the Grant Agency of the Czech Republic.

Appendix A: Sznajd model on an arbitrary
social network

Our system is composed of NV agents placed on nodes of a
social network, represented by the graph A = (I', E') where
I is the set of nodes and E set of edges, i.e. unordered
pairs of nodes. For a node i € I' we denote I; = {j €
I'|(i,j) € E} the set of neighbours of i.

The opinion of the agent ¢ s denoted o;. The state of
the system is described by the set of opinions of all the
agents, X = [01,09,...,0n] € ST". The variable X(t) per-
forms a discrete-time Markov process, defined as follows.

In the case I we iterate the following three steps. First,
choose ¢ € I' at random. Then, choose j € I'; randomly
among neighbours of 4. If 0;(t) # 0;(t), nothing happens.
However, if 0;(t) = o0;(t), we will choose randomly one
of the common neighbours k& € I; N Ij \ {4,j} and set
or(t+1) = o4(t).

In the case II we choose ¢ € I" at random. Then, choose
j € I randomly among neighbours and set o;(t + 1) =
g; (t)
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If the graph is random and densely connected, we may
approximate it by the complete graph with N nodes, i.e.
for each pair of nodes 4, j € I" there is an edge connecting
them, (7,7) € E. It means that the set of neighbours of a
node i € I''is I; = I'' \ {i}. This is a kind of a mean-field
approximation.

Appendix B: Finding the eigenvectors

We can look for the solution of the equation (22) in the
form of power series

pe(x) =Y byt (B.1)
1=0
and find the recurrence relation for the coefficients
biso = (1 - ;) bi. (B.2)
(+1)(1+2)

We should distinguish two cases. Either the sequence
of coefficients b; contains non-zero values for arbitrarily
large [, or it is truncated at some order and (B.1) becomes
a polynomial. In the former case the solution behaves as
be(z) ~ (1 —2%)~1 at  — +1 and must be excluded. The
latter case is possible only if

c=cq=(0+1)(1+2) (B.3)

for some [ > 0. Moreover, in order to have a solution in
the form of a polynomial, we require that by = 0 if [ in the
equation (B.3) is even, and by = 0 if  in the equation (B.3)
is odd. The following table lists the solution for several
lowest eigenvalues (taking by = 1 for even [ and by = 1 for

odd ).

l Cl ch(x)
0 2 1
1 6 T
2 12 1 — 522
3 20 x— Lo
3
4 30 1— 1422 + 212*

(B.4)

In fact, up to a multiplicative constant, the functions ¢.(x)
are Gegenbauer polynomials [53,54].

The same procedure can be used for finding the eigen-
vectors of the adjoint operator, solving equation (25). We
expand the function v¥.(z) in power series

o0
Pe(x) = Zdl ! (B.5)
1=0
and find the recurrence relation for the coefficients
I—1) —
U=Dizc (B.6)

=0T D012

287

Again we conclude that the only acceptable values of ¢ are
given by condition c=¢ = (I +1)(l+2) for 1 =0,1,2, ...
and in this case the eigenvectors are polynomials of order
[+2 in the variable z. The following table lists the solution
for lowest eigenvalues (taking dg = 1 for even [ and dy = 1
for odd 7).

l cl Ye(x)

0 2 1— 22

1 6 x—

2 12 1 —62% + 52*

3 20 xr — 13—0333 + §x5

4 30 1 — 1522 + 35z* — 212

(B.7)

It is important to note that the set of right eigenvalues
coincides with the set of left eigenvalues, which proves
consistency of our approach.

Note that neither ¢.(z) nor w.(z) are orthogonal
polynomials. Instead, they are mutually orthogonal, i.e.

fil dc(x)er (x)dz = 0 for ¢ # ¢’. This is due to the fact
that the operator L is not self-adjoint.
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Abstract — In this paper we introduce a modified version of the one-dimensional outflow dynamics
in the spirit of the Sznajd model, which simplifies the analytical treatment. The equivalence
between original and modified versions is demonstrated in simulations. Using the Kirkwood
approximation, we obtain an analytical formula for the exit probability and we show that it
agrees very well with computer simulations in the case of random initial conditions. Moreover, we
compare our results with earlier analytical calculations obtained from the renormalization group
method and from the general sequential probabilistic frame introduced by Galam and show that
our result is superior to the others. Using computer simulations we investigate the time evolution
of several correlation functions in order to check the validity of the Kirkwood approximation.
Surprisingly, it turns out that the Kirkwood approximation gives correct results even for such
initial conditions for which it cannot be easily justified.

Copyright © EPLA, 2008

Introduction. — Opinion-dynamics models are among
the most studied topics in the field of sociophysics [1].
The two-state, or “Ising-like” models have been used since
the very beginning [2]. The interest in opinion dynamics
was triggered by the works of Galam [3,4] and a large
amount of works was produced, including the study of the
voter [5,6], Sznajd [7] and majority rule [3,4,8] models.
These models have two features in common. First, the
complexity of real-world opinions is reduced to the mini-
mum set of two options, o =+1 or —1. Second, the indi-
viduals bearing these opinions are immobile; they are
attached to the sites of a lattice, which may be linear chain,
hypercubic lattice, random graph or any of other possi-
bilities. The basic questions asked when studying these
models are: what is the probability to reach consensus in
opinions, say, all individuals having ¢ =417 and what is
the time necessary to reach such consensus?

More specifically, the Sznajd model can be charac-
terised by the outflow dynamics. Contrary to the kinetic
Ising model, the information does not spread from the
neighbourhood of a chosen site towards that site but,
conversely, from a cluster of sites to the neighbourhood
of that cluster. In one dimension, the dynamics is defined

() E-mail: kweron@ift.uni.wroc.pl

as follows. If a pair of neighbours at sites z, x + 1 agree
in opinion, o(z)=0c(z+1), the two neighbours of the
pair adopt the same opinion, i.e. o(z—1)—o(x) and
o(x+2)— o(x). Otherwise the two neighbouring states
are unchanged. In higher dimensions and on other lattices
the rule is defined analogously.

By now, quite a few results have been accumulated (an
interested reader may resort to reviews [1,9-12]). In this
letter, we shall address the question: what is the prob-
ability P, that all of the individuals eventually reach
consensus in state, say, +, provided that at the begin-
ning the fraction of 4+ opinions was p? This quantity is
commonly called exit probability [13,14]. From the simula-
tions [15], as well as from the exact solution on a complete
graph [16] and a renormalisation-group calculation [17] it
is known that it is a step function with discontinuity at
p=0.5, unless the lattice is a one-dimensional chain. In
this case it is a continuous function [18]. Therefore, the
one-dimensional case is singular and poses a problem of
fundamental interest.

Several analytical approaches have been proposed.
We have already mentioned the mean-field solution [16],
which, however, is inapplicable in 1D. Later, Galam in [19]
presented a general sequential probabilistic frame (GSPF),
which extended a series of earlier opinion dynamics

18006-p1
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Fig. 1: Exit probability P; from the random initial state
consisting of the fraction p of up-spins for the modified original
outflow dynamics in one dimension for several lattice sizes L.
It may be seen that results agree very well with the analytical
formula given by eq. (22) obtained from the Kirkwood
approximation (solid line). The renormalization group (RG)
results obtained in [17] for growing networks and calculations
made by Galam within his general sequential probabilistic
frame (GSPF) given by eq. (1) agree with simulation results
much worse. However, it should be noticed that a one-step
update yields much more reasonable results than the final step
function obtained by successive iterations of eq. (1). Results
obtained for a modified version of the outflow dynamics in
which only one neighbour of the central pair is changed are
exactly the same. Results are averaged over 10* samples.

models. Within his frame, he was able to find analytic
formulae for the probability p(t+1) that a randomly
chosen agent shares opinion + at time ¢+ 1 in terms
of the same probability p(¢) at time ¢. Among several
models, he considered also the same one-dimensional rule
as we are about to study here and within the GSPF he
found the following dynamical rule [19]:

plt+1) = p(t)* + Lp(t)[1 — p(0)]

(1)

Iterating this formula until the absorbing state is reached,
one can find that the exit probability P, is a step function
(see fig. 1).

In the paper [17] the real-space renormalization-group
approach has been proposed to calculate the probability
P, (p) for the outflow dynamics on a network. In the case
of a growing network, either hierarchical or of Barabasi-
Albert type, the resulting formula was P, = 3p? — 2p?,
while in the case of a fixed network they have found that
P, is a step function, just the same as for the complete
graph [16].

In fig. 1 we can compare the exit probability obtained
in our simulations of the 1D outflow dynamics with the
results of Galam’s GSPF and RG calculation of ref. [17]
for growing networks. None of them are satisfactory. Note

3921~ p(O]? + Sp(0)1 — p(H)"

also that if we limited the process of Galam’s GSPF
to one iteration only, the agreement would be at least
qualitatively correct.

So, we can see that currently there is no analytic
argument which would satisfactorily explain the behaviour
of the outflow dynamics in the Sznajd model in one
dimension. Our intention is to fill this gap. In the rest of
this paper we present analytical results obtained using the
Kirkwood approximation following the method developed
in [13] for the majority rule model. Anticipating the
conclusions, we can see in fig. 1 that the agreement with
simulations is very good.

Approximate solution in 1D. — We consider indi-
viduals having opinions represented as spins +1 occu-
pying sites on a linear chain of length L. We use the
following notation: o € {—1,+1}L denotes the state of
the system and o(y) the state of the individual at site y
if the system is in state 0. We also denote by o® the state
which differs from o by flipping the spin at site x. There-
fore, o.a:(y) = (1 - 25zy)0(y)

We introduce here a slight modification of the original
outflow rule: we choose a pair of neighbours and if they
both are in the same state, then we adjust one (instead
of two) of its neighbours (chosen randomly with equal
probability 1/2) to the common state. At most one spin
is flipped in one step, while in the original formulation
two can be flipped simultaneously. Therefore, the time
must be rescaled by factor % We measure the time so
that the speed of all processes remains constant when
L — oo, and thus normally one update takes time %
Here, instead, we consider also the factor %, so a single
update takes time At = ﬁ Our modification eliminates
some correlations due to simultaneous flip of opinions
at distance 3. However, if we look at later stages of the
evolution, where typically the domains are larger than 2,
simultaneous flips occur very rarely. Therefore, we do
not expect any substantial difference. Indeed, computer
simulations confirm our expectations —only time has to
be rescaled (see fig. 2).

On the other hand, the modification simplifies the
analytical treatment. Indeed, the update rule can be
equivalently formulated as follows: Choose randomly a
spin z and side s (s=1 for right, s=—1 for left). The
updated state is o(z;t+ At) =o(x+s;t) if o(x+s5t) =
o(x +2s;t), otherwise o(x;t+ At) =o(x;t).

Within such a formulation the probability of the flip
o — 0" in one update is
Si[a(x+2>a(x+1> +olz—Do(z—2)
—o(z)(o(z+2)+o(z+1)+o(x—1)
+o(z—2))+2]. (2)
These flip probabilities are then inserted into the master
equation:

P(o;t+ At) = Z W(o" — o)P(o';t),

W(oc—o") =

3)

fully describing the evolution of the system.

18006-p2
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Fig. 2: The mean relaxation times from the random initial state
consisting of p up-spins for the modified (1nn) and original
(2nn) outflow dynamics in one dimension for several lattice
sizes L. In the modified version at most one spin is flipped
in one elementary step, while in original formulation two can
be flipped simultaneously. Therefore, in the case of a modified
version the time was rescaled by a factor % It should be noticed
that in computer simulations time is measured in Monte Carlo
steps (MCS). As usual, one MCS consists of L elementary
updating, i.e. in one MCS L times the pair of spins is random-
ly and independently selected with probability 1/L, i.e. it may
happen that one pair will be chosen several times in one MCS.
Since we investigate the relaxation process we simulate the
system as long as it reaches the final state with all spins up
or down. The average number of MCSs needed to reach the
final state depends on the initial concentration of up-spins and
is proportional to L? analogously to the voter model [5,6,20].
The results presented here are averaged over 10* samples.

Now, we make the limit L — oo, which also implies the
continuous time limit, as At — 0. We also note that most
of the transition probabilities W (o’ — o) are zero, since
only one spin flip is allowed in one step. Finally we end
with

%P(O’; t)= Z [w(agC —0)P(c”;t) —w(oc — ”)P(o; t)} ,
(4)

where the transition rates are trivially related to transition
probabilities (2) by a proportionality factor

x

w(c® = 0)=2NW(c® = o).

(5)

(The sum is now over an infinite set of sites.)

It is hopeless to solve the master equation as it is.
Instead, we write evolution equations for some correlation
functions derived from it. We define:

Co(t) = (o(y)) =Y _ aly)P(o;1),

o

Ci(n;t) = (a(y)o(y+n)),
Cs(n,m;t) = (o(y —n)o(y)a(y +m)),
C3(n,m,l;t) = (o(y —n)o(y)o(y +m)o(y +m+1)),

(6)

Only two equations are relevant for us. The first is

%Co(t) =—C(1,1;¢) + Co(t) (M)

and the second
d
aC’l(l;t) =—-C3(1,1,1;t) — C1(1;8) + C1(3;¢) + 1. (8)

These two become a closed set of equations, if we apply the
approximations described in the next section. Before going
to it, it is perhaps instructive to show the intermediate
results which lead to equations (7), (8), and analogically
to others, for more complicated correlation functions.

Thus, for example, for the lowest correlation function
—the average of one spin— we have

d

a<g(y)> =—-2(w(oc—d¥)o(y)) 9)

and for the next one in the level of complexity

oWty + 1) = ~2(w(o = oo (w)o(y+1)
—2(w(o — o Mo(y)o(y+1)). (10)

The pattern is transparent. When computing the corre-
lation function of spins at sites x1, x2, x3, ..., on the
RHS we have the sum of terms, in which we average the
product of spins at sites x1, x3, r3, ...with transition
rate, which is derived from the spin configuration accord-
ing to (2) and (5) for flip at positions z1, 22, z3, .... As
a formula, this sentence means

jt<H a(wi)> =-2 Z <w(d —o%) H O‘(.’]ﬁi)>. (11)

Kirkwood approximation.  Now we shall discuss the
approximations used for solving egs. (7) and (8).

The first one is the usual Kirkwood approximation,
or decoupling, which is used in various contexts and
accordingly it assumes different names. For example in
the classical quantum many-body theory of electrons and
phonons in solids, it is nothing else than the Hartree-Fock
approximation (but contrary to this theory, which may be
improved systematically using diagrammatic techniques,
here the systematic expansions are not developed). We
use the name Kirkwood approximation, following the
work [13].

In our case, the Kirkwood approximation amounts to

Cs(1,1,1;8) ~ (Cy (1;8)) (12)

in eq. (8) and
Ca(1,1;¢) ~ C1(1;8)Co (1) (13)

in eq. (7). While the latter assumption (13) enables us
to relate equation (7) directly to (8) and therefore to
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Fig. 3: Sample time evolution of several correlation functions
given by eq. (6) for random initial conditions with fraction p
of up-spins. The Kirkwood approximation given egs. (12), (13)
and assumption (14) are valid for later stages, although the
assumption (12) agrees very well with simulation results from
the very beginning (left upper panel). The data come from one
single run (not averaged).

solve it as soon as we have the solution of (8), the
approximation (12) does not make of (8) a closed equation
yet. The point is that there is also the function Ci(3;t)
measuring the correlation at distance 3. So, we make also
an additional approximation, which is also made in [13].
We suppose that Cj(n;t) only weakly depends on the
distance n, or else, that the decay of the correlations is
relatively slow. If the spins are correlated to a certain
extent on distance 1 (the neighbours), they are correlated
to essentially the same extent also on distance 3 (next-
next neighbours). This is also justified if the domains are
large enough, i.e. at later stages of the evolution. So, we
assume

C1(3;t) ~Cy(15¢). (14)

In fig. 3 we present a sample (not averaged) time evolu-
tion of several correlation functions. The first assump-
tion (12) agrees very well with simulation results from
the very beginning and the second condition (13) agrees
with simulations also quite well. On the other hand,
the assumption (14) that the decay of the correlations
is relatively slow is valid only at later stages of the
evolution.

To sum it up, the approximations (12), (13), and (14)
say that approximately

Co(t) ~ (1),
Ci(ns;t) ~ o(t),

where ¥(t) and ¢(t) satisfy the equations (the dot denotes
the time derivative)

12
<

(15)

(16)

The solution is straightforward. We assume initial condi-
tions ¢(0) =m; and ¥(0) = my. First we solve the second
equation from the set (16). This gives

__ sinht+mj cosht

t)= 17
o(t) cosht+mjsinht (17)
and inserting that into the first of the set (16) we have
2m0
t)= . 18
Y(t) TS p——— (18)
The most important result is the asymptotics
ng
= . 19
$(00) = (19)

How to interpret this finding? The average Cy(t) is the
average magnetisation. In other terms, it determines the
probability that a randomly chosen spin will have state +1
at time ¢. This probability is py (t) = (Co(¢) + 1)/2. There-
fore, mo = Cy(0) is the initial magnetisation. When we go
to the limit ¢t — oo, we know that ultimately the homo-
geneous state is reached. The asymptotic magnetisation
Co(00) therefore says what the probability that the final
state will have all spins +1 is. It is (Cp(o00) +1)/2. So, (19)
means that 200 (0)

0
Co(00) > 16, (1;0)
If the initial state is completely uncorrelated, i.e. we set
the spins at random, with the only condition that the
average magnetisation is mg, we have C1(1;0) =mZ and

(20)

2m0

Co(00) ~ Tom?
0

(21)

Finally, we express this result in terms of the probability
p=(Co(0)+1)/2 to have a randomly chosen spin in state
+1 at the beginning and the probability P, = (Cy(c0) +
1)/2 that all spins are in state +1 at the end. We have

2

P+N P

~ 22
2p2 —2p+1 (22)

Computer simulations for random initial conditions, in
which assumption Ci(1;0) =m32 can be done, show very
good agreement with analytical formula (22). In the next
section we show how the results will change if we allow
correlations in the initial conditions.

Correlated initial conditions. — Here we consider
two examples of correlated initial conditions with the
fraction p of up-spins:

1) Ordered initial state that consists of two clusters: pL-
length of up-spins and (1 — p) L-length of down-spins,
for example in case of L = 10:

p=05: MM
p=0.4: MU
p=03: MM

(23)
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Fig. 4: Exit probability P, from the ordered initial state
consisting of the fraction p of up-spins for the outflow dynamics
in one dimension for several lattice sizes L. The initial state
consists of two clusters: pL-length of up-spins and (1 —p)L-
length of down-spins. The results for original and modified
rules are the same. The dependence between the initial ratio of
up-spins p and the exit probability is given by the simplest
linear function Py =p as in the case of the voter model. An
analytical result in this case can be obtained from eq. (26).
Results are averaged over 10% samples.

2) Correlated, completely homogeneous, initial state.
For such p that 1/p is an integer, we set o(n/p)=1
for n=0,1,2,3,... and o(x)=—1 otherwise. For
example, in the case of L =28:

p=0.5: TN (24)
p=0.25: LI

In both cases it is easy to calculate exactly the corre-
lation function Cj(1;0). In the first case of ordered initial
conditions we obtain

1
Ci1(1;0)=1— > ~1. (25)
L
Thus, from eq. (20):

~ 200(0) o 2myp
Colo) = 1 150) ~ 141

=my=Pr=p. (26)
Computer simulations show that indeed for such initial
conditions P, =p (see fig. 4).

As we can see, the Kirkwood approximation gives,
surprisingly, correct results also in this case. At the same
time, fig. 5 shows that egs. (12) and (13) defining the
Kirkwood approximation are not justified by computer
simulations.

We have checked also the mean relaxation time in case of
ordered initial conditions (fig. 6). It occurs that like for the
random initial conditions the mean relaxation time scales
with the system size as (1) ~ L? (see figs. 2 and 6). The
same scaling has been found in the voter model [5,6,20].
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Fig. 5: Sample time evolution of several correlation functions
given by eq. (6) for random ordered initial conditions with
fraction p of up-spins. The initial state consists of two clusters:
pL-length of up-spins and (1 — p)L-length of down-spins. The
Kirkwood approximation given egs. (12) and (13) are not valid.
The data come from one single run (not averaged).
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Fig. 6: The mean relaxation times for the outflow dynamics
in one dimension for several lattice sizes L. The initial state
consists of two clusters: pL-length of up-spins and (1 —p)L-
length of down-spins. The results for original and modified rules
are the same. It is clearly visible that in the case of such an
ordered initial state the dependence between the initial ratio
of up-spins p and the mean relaxation time (7) is given by a
simple parabola rather than by a bell-shaped curve. The data
presented in the figure are averaged over 10* samples.

However, contrary to the random initial conditions for
which a bell-shaped curve is observed, here the mean
relaxation times is well described by simple parabola:

(r) _1

T p(1-p).

L2 2 (27)

It is quite easy to understand this result. In fact,
in the initial condition there is only one domain wall,
where +1 and —1 sites come into contact. During the
evolution this domain wall performs a random walk and
cannot disappear, unless it hits the left or right edge
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of the one-dimensional chain. The mean exit time for a
random walker among two absorbing walls is well known
and depends on the initial position of the walker, which
is determined by the proportion p, exactly as indicated
in formula (27). The same consideration of a random
walker with two absorbing walls also explains the linear
dependence of P, observed in fig. 4.

For the second case of correlated initial conditions,
which are completely homogeneous, we observed in
computer simulations that the exit probability is a step
function with an unstable fixed point at p =0.5, i.e.

P, =0, for p<0.5,
P, =1, for p>0.5, (28)
antiferromagnetic state, for p=20.5.

In this case the two-spins correlation function can be also
calculated easily. For p = % <0.5,n=3,4,...,L we obtain

Cr(1;0)=p (1 x (;—2> +(-1) ><2> =1—4p. (29)

Thus, from eq. (20)

2C,(0) dp—2
Co(o0) 1+C1(1;0)  2—4p =P =0,

(30)

which again agrees very well with computer simulations,
although the Kirkwood approximation cannot be easily
justified.

Conclusions. — We introduced a modified version of
the one-dimensional outflow dynamics in which we choose
a pair of neighbours and if they both are in the same
state, then we adjust one (in the original version both)
of its neighbours to the common state. We checked in
computer simulations that in accord with our expectations
the results in the case of a modified rule are the same
as in the case of the original outflow dynamics, only the
time must be rescaled by a factor % In the modified
version the analytical treatment is greatly simplified and
allows to derive the master equation involving only single-
flip events. Following the method proposed in [13] we
wrote evolution equations for some correlation functions
and used the Kirkwood approximation. This approach
allowed us to derive the analytical formula for the final
magnetisation and, equivalently, for the exit probability.
In fact, just before finishing this paper, the same result
was published by Lambiotte and Redner as a special case
in the work [21] where a model interpolating the voter,
the majority rule (or Sznajd) and the so-called vacillating
voter dynamics was investigated, using also the Kirkwood
approximation.

In the case of random initial conditions the Kirkwood
approximation can be justified looking at the time
evolution of simulated correlation functions. In this
case our analytical results can be simplified to eq. (22)

and agree very well with simulations, in contrast to
earlier approaches [17,19]. We have checked also how the
Kirkwood approximation works in the case of two types
of correlated initial conditions. Although in both cases
the Kirkwood approximation cannot be easily justified,
surprisingly we obtained very good agreement of our
formula (20) with computer simulations. The validity
of the formula is much wider than the validity of the
Kirkwood approximation used in its derivation.
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Abstract. The dynamics of the model of agents with limited confidence introduced by Hegselmann and
Krause exhibits multiple well-separated regimes characterised by the number of distinct clusters in the
stationary state. We present indications that there are genuine dynamical phase transitions between these
regimes. The main indicator is the divergence of the average evolution time required to reach the stationary
state. The slowdown close to the transition is connected with the emergence of the groups of mediator
agents which are very small but have decisive role in the process of social convergence. More detailed
study shows that the histogram of the evolution times is composed of several peaks. These peaks are
unambiguously interpreted as corresponding to mediator groups consisting of one, two, three etc. agents.
Detailed study reveals that each transition possesses also an internal fine structure.

1 Introduction

Formation of consensus is one of the most studied topics
in the field of sociophysics. It was the subject of the early
paper by Callen and Shapero [1] (which was originally in-
tended as a contribution to the Moscow seminar banned
by the Communist authorities [2]). The early attempts to
apply the ideas of synergetics to social phenomena were
driven by similar ideas [3]. Consensus was in the centre of
the papers of Galam [4—6], who revived the term “socio-
physics” and made it known to general audience [7]. For
recent reviews, see e.g. [8,9].

The consensus models can be divided into two well-
defined groups. The models of the first type assume that
the agents can choose among a small number of discrete
opinions. The simplest case is the binary choice, studied
in the voter [10], Galam [5,11-13], Sznajd [14-20], and
majority-rule models [21,22].

The second type of models acknowledges that the opin-
ion of the agents may stretch on a continuous line (or a
space of any dimensionality and structure). The opinions
evolve in time by attraction, i.e. the agents shift their posi-
tion in the opinion space towards areas where other agents
are already concentrated. Assuming that this dynamics
is linear, DeGroot [23] introduced the model of opinion
convergence in which the opinions in the next time step
are linear combinations of the original opinions. The con-
ditions required for reaching consensus were clarified in

# e-mail: slanina@fzu.cz

stabilization theorems [23,24]. Essentially, the statement
is that if the agents form a network of interactions which
is a single connected cluster, the system always reaches
full consensus. The only case in which different opinions
survive in the stationary state is the trivial one, when the
agents split into several clusters with no communication
whatsoever. This is certainly an exaggerated view of the
society as we know it.

The fundamental ingredient missing in the model of
DeGroot was the limited (or bounded) confidence. It is
based on a rather trivial observation that people who differ
too much in their opinions are unable to force the partner
shift her opinion and unwilling to make themselves a tini-
est step towards the opponent. The opinions are frozen,
if they are incompatible. Within discrete-opinion mod-
els this idea was excellently implemented in the Axelrod
model [25-37], while for continuous opinions, bounded
confidence was introduced within the model of Deffuant
et al. [38,39]. Contrary to the parallel and linear dynam-
ics of DeGroot, the dynamics in Deffuant et al. model is
stochastic. In each step, a pair of agents is chosen at ran-
dom and their opinions are shifted towards each other,
on condition that they do not differ more than the confi-
dence threshold €. This model was investigated very thor-
oughly [40-51] both by simulations of finite systems and
by numerical solution of the partial integro-differential
equation corresponding to infinite-size limit. It was found
that the ultimate stationary regime is a combination of J-
peaks in the distribution of opinions. A single peak means
full consensus, while multiple peaks imply breaking the
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society into several non-communicating groups. There is
a sequence of sharp transitions between regimes of one,
two, three, etc. peaks, at critical values of the confidence
threshold. Numerical estimates suggest that the transition
from full consensus to multiple peaks occurs at .1 ~ 0.5.
However, the side peaks only gain macroscopic weight at
another critical value e, ~ 0.27 [41,49,52].

While the model of Deffuant et al. uses sequential
stochastic dynamics, the model of Hegselmann and Krause
(HK) [53] is more close to the original DeGroot model.
The randomness enters only in the initial condition and
further evolution is deterministic. In each step, the new
values of the opinion variable are linear combinations of
those opinions, which are not farther than the confidence
threshold. From the uniformly random initial condition,
one or several groups of identical opinions evolve. Con-
trary to the Deffuant et al. model, the absorbing state
(i.e. such that none of the opinions can change any more)
is reached after finite number of steps, provided the num-
ber of agents is finite. The HK model was investigated
both by simulations and by solution of corresponding par-
tial integro-differential equation [52,54-64]. Numerically,
it was found that the transition to full consensus appears
around the critical value e, ~ 0.2 [57]. A smart way of dis-
cretization the integro-differential equation, called interac-
tive Markov chain [62-66], provides two conflicting results
for the consensus transition. For odd number of discretiza-
tion intervals, the answer is . ~ 0.19 [52,62], while for
even number of intervals one gets e, ~ 0.22 [60,62]. Later,
we shall mention arguments indicating that the correct
discretization is with odd number of intervals. The advan-
tage of the approach using interactive Markov chains is
that in enables proving stabilization theorems on the HK
dynamics [67-69].

Various modifications of Deffuant et al. and HK mod-
els were investigated. For example, a model which interpo-
lates between Deffuant et al. and HK was introduced [70].
Heterogeneous confidence thresholds [63,71], influence of
extremists [40,72] and presence of a “true truth” [61,73]
were studied. Introduction of multi-dimensional opinion
space [39,60,65,74] is also a natural generalization. Inter-
estingly, introduction of noise into the dynamics alters the
behaviour profoundly [75]. This might be interpreted so
that HK and Deffuant et al. models follow a strictly zero-
temperature dynamics, which is unstable with respect to
noise.

The aim of this paper is to investigate in detail the
transitions from full consensus to state with two groups,
to state with three, four etc. groups. Especially, we show
in detail the phenomenon of critical slowdown, already
hinted in [60,65,70] and show how it is related to the pres-
ence of mediators, introduced on an intuitive level in [66].

2 Phases in the Hegselmann-Krause model
2.1 Definitions

Let us first recall the definition of the HK model. The
system consists of N agents. The opinion of agent i at

The European Physical Journal B

time ¢ is a number z;(t) € (0,1). Thus, the state of the
system is described by the N-component vector x(¢). The
evolution of the state vector in discrete time ¢t = 0,1,2,...
is deterministic and seemingly linear

N
zi(t+1) = ZMij[fC(t)] ;(t) (1)

but the mixing matrix M is not constant, but depends on
the actual state x. The dependence M|[z] is dictated by
the principle of bounded confidence. If € € (0,1) is the
confidence threshold, then

0 for |z; —xj| >e

wld ={% o ln_olz©

where the normalization factor IV;; is the number of agents
not farther than e from the agent i, N;; = |[{j : |x; — ;| <
£}|. As the initial condition, we choose set of independent
random values z;(0), uniformly distributed in the interval
(0,1).

The dynamics (1), (2) has infinite number of absorbing
states. They can be classified according to the number of
non-communicating clusters. The state with v clusters is
characterised by numbers f1 < fo < ... < f, such that
fix1— fi>eand Vi3l : z; = f;. The smallest ¢ for which
x(t) is an absorbing state will be called consensus time
and denoted 7.

As the initial condition is random, the time 7 to reach
an absorbing state as well as the number v of clusters in
that state are also random variables. We shall be mainly
interested in the mean values (r) and (v), averaged over
initial conditions.

2.2 Which absorbing state?

The number of clusters in the absorbing state depends
mainly on the confidence threshold e, but also on the ini-
tial condition. We show in Figure 1 three typical examples.
For large enough e the evolution ends in a state with single
cluster, while for smaller ¢ the resulting v differs accord-
ing to the configuration of opinions at the beginning. If we
average the final number of clusters, we observe a decreas-
ing function of £, as shown in Figure 2. A more detailed
look (see the inset in Fig. 2) shows that for increasing
number of agents, well-defined plateaus develop at integer
values of (1), separated by steps which become sharper for
increasing NV and we may conjecture that discontinuities
emerge for N — oo at critical values ¢ = e.1, €c0, etc.
From Figure 2 we can estimate the first two of them as
€e1 >~ 0.2, £.0 >~ 0.14.

2.3 Critical slowing down

The critical values €., mark dynamical phase transitions
from regime with & clusters in absorbing state to k+1 clus-
ters. It is very questionable if the notions of first-order ver-
sus continuous phase transitions can be transferred from
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Fig. 1. (Color online) Examples of the evolution of opinions
of N = 20 agents. The confidence threshold is € = 0.1 (upper
panel) and € = 0.25 (middle and lower panel). The evolution
is stopped as soon as the clusters stop changing.

100

0 01 02 03 04

Fig. 2. (Color online) Dependence of the average number of
clusters on the confidence threshold. The number of agents is
N = 5000 (solid line), 2000 (dashed line), 1000 (A), 500 (+),
and 200 (x). In the inset, detail of the same data.

equilibrium to non-equilibrium transitions. However, we
can study certain features, which are distinctive in equi-
librium, also in non-equilibrium case. One of them is the
slowdown of the dynamics close to the critical point. This
is a signature of continuous transition. In HK model, we
can measure the average time to reach an absorbing state
as a function of €, and indeed, we observe peaks located at
the transition regions, as seen in Figure 3. The height of
the peaks increases with the number of agents, which sug-
gests diverging time at the transition points. The overall
picture emerging from these results seems to be the follow-
ing. In HK model in the limit N — oo, we have a sequence
of phases characterised by one, two, three. etc. clusters
in the absorbing state which is the result of the dynam-
ics. The phase transitions occur at confidence thresholds
€c1, Ec2 €te., where the average number of clusters jumps
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Fig. 3. (Color online) Dependence of the average time to reach
an absorbing state on the confidence threshold. The number of
agents is N = 5000 (solid line), 2000 (dashed line), 1000 (A),
500 (+), and 200 (x). The arrows with circled numbers indicate
the values of € used in Figures 6-8.

discontinuously between two integer values, and where the
average consensus time diverges. Having this in mind, we
can consider the phase transitions second-order. In the
following sections we shall see that the phase transitions
in HK model are even more subtle than that.

3 How the absorbing state is reached

From now on, we shall concentrate on the first of the se-
quence of transitions, where the full consensus ends. We
show in Figures 4 and 5 details of the e-dependence of
average number of clusters and average time to reach an
absorbing state, respectively.

We can see in Figure 4 that increasing N results in de-
crease of (V) in the transition region. (We shall defer the
sociological perspective of this phenomenon to the Conclu-
sions). The transition becomes steeper, but the inflexion
point is shifted leftwards. Similarly, in Figure 5 we observe
that the peak not only grows when number of agents in-
creases, but shifts quite markedly to lower values of €. The
vales of e.1 inferred from the finite-V results must be con-
sidered as upper bounds to the true critical value valid in
the thermodynamic limit.

We can gain further insight into the divergence of con-
sensus time at the transition, if we plot the histogram of
times to reach an absorbing state for values of € close to
the maximum of the peak in (7). We show the results for
N = 2000 at ¢ = 0.218 and for N = 5000 at ¢ = 2.05,
in Figures 6 and 7, respectively. The characteristic fea-
ture of the histograms is a sequence of peaks. The height
of the peaks is nearly the same, especially for larger N.
For comparison, we plot in Figure 8 the histogram of con-
sensus times for ¢ = 1, far from any major peak in (7).
There are barely visible traces of peaks, but as the sys-
tem size increases, the histogram becomes flat, contrary
to the transition region, where the peaks in the histogram
become more pronounced. Therefore, the peaks in the his-
togram are tightly related to the divergence of consensus
time at the transition.
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Fig. 4. (Color online) Detail of the dependence of the average
number of clusters on the confidence threshold. The number
of agents is N = 5000 (O), 2000 (OJ), 1000 (A), 500 (+), and
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Fig. 5. (Color online) Detail of the dependence of the average
time to reach an absorbing state on the confidence threshold.
The number of agents is N = 5000 (O), 2000 (O), 1000 (A),
500 (+), and 200 (x). The arrows with circled numbers indicate
the values of € used in Figures 6 and 7.

As a next step, we must ask what is the origin of the
peaks. The emergence of the peaks implies that there are
certain typical lengths of the evolution from the initial
condition to the absorbing state. We naturally expect that
the typical lengths correspond to typical structural fea-
tures of the evolution. To see that, we show in Figure 9
spatio-temporal diagrams of the evolution of the system
for five principal peaks in the histogram. The consensus
times are indicated by letters A to E in Figure 6 and the
corresponding panels in Figure 9 are denoted by the same
letters. We can see immediately a common feature of all
these five samples. After a very short transient period,
three clusters are formed, one of them close to the exact
middle and two of them on the wings. The latter are slowly
attracted to the central cluster, until their distance falls
below e. Then, all three collapse into a single cluster and
an absorbing state with full consensus is reached.

Neglecting the very short transient, the consensus time
is given by the time needed to attract the wing clusters to
the distance e. We assume that the middle cluster contains
Nmea “mediator” agents and is located at z(0) = 1/2,
while the other groups are equal in size Ny = N_ = (N —
Nmed)/2 and are located initially at x4 (0) = 1/2 + Ax.

The European Physical Journal B

T

Fig. 6. (Color online) Histogram of times to reach an absorb-
ing state, for N = 2000 and ¢ = 0.218 (full line). The arrows
marked by capital letters A to E indicate the length of consen-
sus time realised in the evolution samples shown in Figure 9.
The circled “1” refers to the arrow in Figures 3 and 5. We draw
also the distribution found by replication of the longest peak,
according to (6), with kmax = 11 (dashed line). For better vis-
ibility, it is scaled down by the factor 10.
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Fig. 7. (Color online) Histogram of times to reach an absorb-
ing state, for N = 5000 and e = 0.205.
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Fig. 8. (Color online) Histogram of times to reach an absorb-
ing state, for ¢ = 0.1 and N = 1000 (upper panel), N = 2000
(middle panel), and N = 5000 (lower panel).
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Fig. 9. (Color online) Examples of the evolution with different
size of the central mediator group, from top to bottom Nyea =
1, 2, 3, 4, and 5. The capital letters in the top right corners
relate to the arrows in Figure 6.

The middle cluster does not move and the wing clusters
evolve according to the difference equation

o chd 1
T I (TS R

For Nped/N < 1 the dynamics is very slow and we can
replace the difference in (3) by derivative. Hence, the con-
sensus time is estimated as

N 2Ax
= | . 4
2Nmed " € ( )

-
Since the initial condition must be Az < e, otherwise the
clusters would never coalesce, and Npeq > 1, we get a
strict upper bound to the consensus time, provided the
mechanism of three clusters is in force

7 <N Inv2. (5)

Indeed, we can see that the histograms in Figures 6 and 7
obey the bound (5).

The width of the peaks in the histogram is due to the
fluctuations in the initial positions of the wing clusters.
The peaks differ only in the number of mediators. Indeed,
the evolution patterns A to E in Figure 9 are observed
for number of mediators 1,2,...,5. Comparing that with
Figure 6, where the peaks are denoted by corresponding
letters A to E, we clearly see that the peak at longest
consensus has Ny.q = 1, the second has Nyeq = 2 etc.
This fact suggests, that the peaks for Nyeq = 2,3,...
can be obtained by replication the peak at Nyeq = 1.
Denoting Pj(7) the latter peak only, we approximate the

103

full distribution of consensus times by

kmax

P(T) = Preplicated(T) = Z k Py (k T). (6)
k=1

This approximation assumes that all sizes of the mediator
group up to Nped = kmax have the same probability and
neglect the influence of the initial short transient. There-
fore, it is reasonably accurate for a few highest peaks, but
fails at short 7, as it is confirmed in Figure 6.

Let us also note that the mechanism of mediators lo-
cated in the middle explains why, in the numerical solution
of the partial differential equation for HK model, the dis-
cretization into even number of equally-sized intervals is
wrong. Indeed, in this case the mediator cluster is located
just at the border of two intervals, however fine the dis-
cretization is, and this induces numerical artifacts into the
results.

4 Fine structure of the transitions

We already noted that the dependence of (v) on € is not
like the dependence of average magnetization on tempera-
ture, as seen in simulations of finite-size Ising model. The
transition region is not only squeezed into more narrow re-
gion, but is also shifted to lower €. The same is observed
also in (7). When the system size grows, the peaks do not
simply grow and get thinner, but are also shifted to lower
g, consistently with the behaviour of (v). Let us look at
this shifting of peaks in more detail.

To this end, we performed simulations of fairly large
systems (up to N = 2 x 10°) in the range of ¢ which covers
the transition from the full consensus phase ((v) = 1)
to the phase with two clusters ((¢) = 2). The picture
which emerges, is demonstrated in Figures 10 and 11. It is
somewhat surprising that the peaks in (1) only apparently
move. Closer look at Figure 10 reveals that a peak at
certain value of € remains at the same position when N
grows, but a new peak starts growing at somewhat smaller
€. When this second peak reaches some height, it saturates
and another peak is born and grows at even smaller €. In
this way, older peaks do not depend on N any more, but
rather are overgrown by new ones. To our knowledge, this
effect has no analogy in equilibrium phase transitions and
is entirely related to dynamical nature of the transition in
HK model.

Similar fine structure of the transition region is ob-
served on the dependence of average number of clusters
on e. In the transition region, it drops from (v) = 2 to
(v) = 1. To make the details more visible, we plot the
quantity ((¢) —1)/(2— (v)), instead of (v), in logarithmic
scale. In Figure 11 we can see that (v) drops from 2 to 1
in step-wise manner. For N = 10* we observe plateaus, or
regions of €, where the average number of clusters is nearly
constant somewhere between 1 and 2. When the system
size grows, these steps, or plateaus, diminish in the value of
(v) but keep their width. Moreover, the edges of the steps
decrease more slowly, so that the dependence of (v) on
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Fig. 10. (Color online) Fine structure of the average time to
reach an absorbing state, at the transition from full consensus
to phase with two clusters. The system size is N = 2 x 10° (O),
10° (O), 5 x 10" (A), 2 x 10* (o), 10* (x).
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Fig. 11. (Color online) Fine structure of the average number of
clusters in absorbing state, at the transition from full consensus
to phase with two clusters. The system size is N = 2 x 10° (O),
10° (), 5 x 10* (A), 2 x 10* (o), 10* (x).

€ becomes non-monotonous and the “plateaus” have de-
pression in the middle. Interestingly, the peaks in (1) are
located just next to the right edges of these “plateaus”. We
assume that the sequence of the peaks in (7) and plateaus
in (v) tends to a point € = £.1, which is the location of
the true phase transition in the limit N — oo. Form the
data in Figures 10 and 11 we can estimate .1 ~ 0.19.

Comparing Figures 10 and 11 we can see that the non-
monotonous dependence of (v) on e goes hand in hand
with the multiple-peak dependence of (r) on . We do
not have a detailed account for this phenomenon, but the
following scenario seems plausible.

The behaviour in the transition region is dominated
by the slow evolution of three-cluster system, as described
above. The existence of full consensus depends on emer-
gence of the mediator group. In other words, the average
number of clusters is related to the probability Ppeq(e;0)
that the mediator group is empty, as (V) = 14 Pnea(g;0),
as long as more than two clusters in the absorbing state oc-
cur with negligible probability. We suppose that for given
€ and very large N the fraction of agents in the media-
tor group approaches a limit u(e) = limy 0o Nmed/N. As
the full consensus is only possible if () > 0, we may con-
sider p(e) as order parameter of the non-equilibrium phase

transition in HK model. The location .1 of the transition
is determined by p(g01) = 0.

We also assume that a “master” probability distribu-
tion exists F'(p,n), independent of ¢ and N, so that the
probability distribution for Nyeq is

Pmed(g; Nmed) = F(M(E) N; Nmed)- (7)

The parameter p stands for the average size of the me-
diator group, so p = >, nF(p,n). We do not have di-
rect access to the distribution F(p,n) in simulations. In
absence of any other information we hay hypothesise that
the distribution might be Poissonian, F'(p,n) = e~ p™/nl.
According to (4) and assuming that Ax is proportional to
€, we have the estimate

Nimed,max
Mo Y P NiNae) (8)
Nooq=1 med
The upper bound Nyed, max for the size of the mediator
group can be safely extended to infinity. For fixed ¢ (and
therefore fixed u(e)) and N — oo the average consensus
time approaches a limit which is proportional to (7) o
1/p(€). On the other hand, for N fixed and variable €, the
dependence of () according to (8) develops a maximum
as a function of p. The location of the maximum shifts
when N grows as fimax & 1/N. This way, the location of
the peak in (7)(g) approaches e.1 as N — oo.

If the fraction p of agents in the mediator cluster was a
monotonous function of e, with y = 0 at the critical point
€ = €.1, we would see a peak in (7) growing and shifting
gradually to lower values of €, up to its asymptotic posi-
tion at the critical point. Then, also (v) = 1+ F(u(e) N;0)
would be a monotonously decreasing function of €. How-
ever, we can see violation of this monotonicity in Fig-
ure 11. Therefore, p is not a monotonous function of ¢,
which explains both the non-monotonicity of (v) and the
fact that multiple peaks appear in (r), instead of ob-
serving smooth shift and growth of a single peak. The
non-monotonicity imposes a deformation on the otherwise
smooth growth and shift of the peak in (7). This defor-
mation results in apparent emergence of new peaks next
to the older ones. In fact, as long as the approximation
limpy 00 (T) o< 1/p(e) is justified, the non-monotonicity in
u(e) is directly visible in non-monotonicity, i.e. multiple-
peak structure, of (1), close to the critical point.

However, the key ingredient of the whole phenomenon
of fine structure of the transition, which is the non-
monotonicity of p(e) remains unexplained. Clearly, it
relies on the processes happening within the relatively
short transient period. The three-cluster structure, i.e.
two wings plus mediators, is formed in this period and
the distribution of the number of mediators is estab-
lished, which we assumed, for simplicity, to have the form
F(u(g) N; Nmed), but actually can be more complex.

5 Conclusions

We investigated in detail phase structure of the
Hegselmann-Krause model of consensus formation. The
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only parameters of the model are confidence threshold and
number of agents. The dynamics is deterministic, but the
initial condition is random. We found that, depending on
the value of the confidence threshold, well-defined phases
exist, characterised by the number of non-communicating
clusters in the absorbing state. This number is one in full
consensus phase, while it is two, three, etc. in phases lack-
ing full consensus among all agents, but exhibiting con-
sensus within the clusters. The phases are separated by
dynamical phase transitions, characterised by divergence
of the time needed to reach the absorbing state, reminis-
cent of critical slowing down known from second order
equilibrium phase transitions.

The mechanism which leads to the divergence of char-
acteristic time at the phase transition is related to the
emergence of a group of mediators, i.e. a small cluster in
the middle of the opinions, which is able to attract the
two clusters on the left and right wings from the medi-
ators. The mediator cluster can be arbitrarily small, but
non-empty. One single mediator is able to attract arbitrar-
ily large wing clusters, if they are located initially within
the confidence threshold. The attraction is the slower the
larger the wing clusters are, but typically close to the
transition the wing clusters contain nearly all the agents,
while the fraction contained in the mediator cluster is tiny.
Hence the divergence of the time needed to reach the ab-
sorbing state, when the system size grows. This mecha-
nism is reflected also in the histogram of times to reach
consensus, which exhibits a characteristic series of peaks.
Each of the peaks corresponds to a specific number of
agents in the mediator group, which is one for the far-
thest peak, two for the next one, etc.

The most surprising feature of the dynamical phase
transition in HK model is its fine structure. In the transi-
tion region, the average time to reach absorbing state, as
a function of the confidence threshold, exhibits not just
a growing peak when system size grows. The peak is also
shifted towards lower values, in a complex manner. Ap-
parently, the peak grows with system size until saturation,
and then a new peak starts growing at a lower value of the
confidence threshold. Thus, a series of peaks, overgrowing
each other, emerges. We assume that the positions of the
peaks tend to a limit which is the location of the phase
transition in the infinite-size limit.

If we interpret the results obtained in terms of the
(hypothetical) average fraction of agents in the mediator
cluster, we come to conclusion that this quantity must be
a non-monotonous function of the confidence threshold in
the transition region. If it were monotonous, the peak in
the average time to reach absorbing state would continu-
ously shift towards lower values when system size grows.
But non-monotonicity of the average size of the mediator
cluster imposes a deformation on this shift, which looks
like new peaks were born next to older ones. However,
we must admit that the non-monotonicity of the average
fraction of agents in the mediator cluster remains unex-
plained.

Finally, let us make one sociological observation. In the
transition region from full consensus phase, the average
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number of clusters in the absorbing state reflects the prob-
ability to reach consensus. When the system size grows,
with confidence threshold fixed, the probability of consen-
sus increases. More agents are more likely to reach consen-
sus at the end. It is easy to understand this phenomenon
in terms of the mediators. In a larger system of agents the
probability to get non-empty mediator group is larger. Be-
cause this tiny mediator group is vital for consensus, it is
easier to reach consensus in larger society. It is a chal-
lenge to experimental sociologists to test this prediction
in reality.

This work was carried out within the project AV0Z10100520
of the Academy of Sciences of the Czech republic and
was supported by the MSMT of the Czech Republic, grant
No. OC09078 and by the Research Program CTS MSM
0021620845.
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Inelastically scattering particles and wealth distribution in an open economy
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Using the analogy with inelastic granular gases we introduce a model for wealth exchange in society. The
dynamics is governed by a kinetic equation, which allows for self-similar solutions. The scaling function has
a power-law tail, the exponent being given by a transcendental equation. In the limit of continuous trading, a
closed form of the wealth distribution is calculated analytically.

DOI: 10.1103/PhysRevE.69.046102 PACS nunber89.65.—s, 05.40.—a, 02.50.—r

I. INTRODUCTION the random wealth exchange be, in full analogy with the
energy distribution in a gas of elastically scattering mol-

The distribution of wealth among individuals within a so- ecules.
ciety was one of the first “natural laws” of economi¢$]. This, together with older studies within the same spirit
Indeed, its study was motivated by the desire to bring thg43], lead to the view of economic activity as a scattering
accuracy attributed to natural sciences, namely physics, torocess of agents, analogous to inelastically scattering par-
economic sciences. The celebrated Pareto law states that thieles [29-31,44—47]. Indeed, the inelasticity is indispens-
higher end of the wealth distribution follows a power-law able to explain the power-law tail and it is also reasonable to
P(W)~W™ 1" with exponentx robust in time. suppose that the total wealth increases on average.

The validity of the Pareto law was questioned and reex- The numerical simulations performed to date confirm the
amined many times but the core message, stating that the taimergence of power-law tail in agent-scattering processes
of the distribution is a power law remains in force. There arewith great reliability. However, analytic insight is lacking in
recent investigations, e.g., Ref2-5], giving reasonable most of the studies available today. The main concern of our
empirical evidence for it. In fact, it is not so much the func- work is to fill this gap, providing analytical results at least
tional form itself but its spatial and temporal stability that is for a simplified model of wealth exchange. To comply with
intriguing. Indeed, while the value of the exponentmay the task we will be guided by existing analytical approaches
slightly vary from one society to another, the very fact of thefor models of inelastically scattering particles.
power-law tail in the distribution is valid almost everywhere.  Inelastic scattering of particles was studied thoroughly in
Recent investigations suggest that the range of validity of théhe context of granular material]d¢8]. The simplest one of
Pareto law may extend as far in the past as to the anciemhe models used is the Maxwell model, whose inelastic vari-
Egypt of the Pharaoh$]. ant was investigated in detq#9—61]. More realistic models

The universality of the power-law tail is surely a phenom-of granular gases were also introdudé@,63]but their full
enon asking for explanation. Recently, there was a lot obccount goes beyond the topic of this work. The most impor-
effort establishing finally the multiplicative random pro- tant conclusion of these studies is that a self-similar solution
cesses repelled from zero as a mathematical source of th the kinetic equations exist, which is not stationary in time,
power-law distribution§7—-20]. Alternatively, the killed mul-  but assumes time-independent form after proper rescaling of
tiplicative processes as sources of power laws were studiefhe energy. The tail of the scaling function becomes a power
in Ref.[4]. However, there are plenty of possible ways howlaw under certain condition.
the multiplicative random processes of this type come onto The formalism developed for granular gases can be
scene. One of the most studied implementations were theeadily adapted for binary wealth exchange of agents. In-
generalized Lotka-\olterra equatiofs0—13 and the anal- deed, within the mean-field version of the Maxwell model
ogy with directed polymers in random med21-23. Both  the particles scatter randomly one with another irrespectively
of these schemes are formalized by a kinetic equation desf their positions. This corresponds to randomly picking
scribing the exchange of wealth between agents and globglairs of agents for interaction, with no care of tfp®ssibly
redistribution of wealth which plays the role of repelling complex)structure of their relationships. In reality the eco-
from zero. Related approaches were subsequently pursued hgmic activity goes along links in a complex social network
a number of studies and simulatioft—40]. [64,65]. Indeed, recently there were investigations of the role

More recently, empirical studies of the lower end of theof network topology in wealth distributiof84,66]. We may
wealth axis showed that the distribution of wealth is ratherconsider the present model as an approximation of that net-
exponential than a power law, while the high-wealth tail still work by a complete graph.
remains a power lay3,41,42]. This finding was interpreted The main difference from the mean-field Maxwell model
as a result of a conservation law for total wealth, leading tds that the energy of the granular gas decreases by dissipa
the robust Boltzmann-like exponential distribution, whatevertion, while the average total wealth of the agents increases

due to the economic activity. The sign of the nonconserva-
tion is therefore opposite in the two cases. While the form of
*Electronic address: slanina@fzu.cz the equations may remain the same, the solution cannot be

1539-3755/2004/69)/046102(7)/$22.50 69 046102-1 ©2004 The American Physical Society
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The Sun consider it slightly more realistic as it treats the agenta in
o priori symmetric manner. It also embraces various sources of
Vi wealth nonconservation within a single effective parameter
o In fact, also the formulation based on the similarity with the
V. problem of directed polymerg21,22]can be reduced to a
1

rule of the form similar to Eq(1). Therefore, we are study-

D ing a representative of a whole class of related models and
we expect the analytical results we will present have rather
broad relevance.

B. Kinetic equation

Y Equation(1) describes a matrix multiplicative stochastic
v ) process of vector variable(t) in discrete timet. Processes
J ij of this type are thoroughly studied, e.g., in the context of

granular gases. Indeed, if the variabigsare interpreted as
FIG. 1. Schematic picture of the scattering process, where thenergies corresponding tth granular particle, we can map
wealth is exchanged and produced. the process to the mean-field limit of the Maxwell model of
inelastic particles. However, the energy dissipation conven-
directly continued from one domain to another. Thereforetionally quantified by the restitution coefficient implies now
while the case of dissipation is relatively well understood,the negative value<O, contrary to our assumptias>0. We
new approaches are needed in the case of production. Thatusll see later that this apparently small variation makes big

the aim of the present work. difference in the analytical treatment of the process.
The full information about the process in tintés con-
II. INTERACTING AGENTS AS SCATTERING PARTICLES tained in the N-particle joint probability - distribution
Pn(t;vq,v2,...,0N). However, we can write a kinetic equa-
A. Description of the process tion involving only one- and two-particle distribution func-

Imagine a society oN agents, each of which possess 1onS

F:ertain vyealth;i , 'i = 1,'2,...,N From time to 'time the agents P, (t+1:0)—Py(tiv)

interact in essentially instantaneous “collision” events, when

a certain fraction of the wealth can be exchanged. Moreover,

we suppose the system is open and the interaction can cata- = N[ - Pl(t;U)Jrf Pa(t;vi,v)
lyze an increase of the total wealth of the two interacting
agents. Indeed, the source of the human wealth lies beyond
our society and the ultimate cause is the energy poured to the
Earth from the Sun. Nonetheless, the external energy is uti-
lized only through a human activity and we simplify the which may be continued to give eventually an infinite hier-
problem by assuming that the net increase of wealth happer@chy of equations of BBGKY type. As a standard approxi-

X &((1—B+e)vi+ Bvj—v)dvdu;|  (2)

at the very moments of agents’ interaction. mation we use the factorization
We also assume that only pairwise interaction occurs.
This may be a very crude assumption, as corporate decisions Pa(tivi,vj) =Py(t;v) Pi(tv)) (&)

affect many agents simultaneously. However, we expect the

presence of multilateral interactions does not affect the es/Nich breaks the hierarchy on the lowest level, neglecting

sential mechanisms in work here the correlations between the wealth of the agents, induced by
The dynamics of our model is' described as follows. inthe scattering. In fact, this approximation becomes exact for
each time step a pair of agentsi, j) is chosen randomly. N—o. Therefore, in thermodynamic limit the one-particle

They interact and exchange wealth according to the symme[j-iStrib“tio,n function bears all information. .
Rescaling the time as=2t/N in the thermodynamic

ric rule
limit N— oo, we obtain for the one-particle distribution func-
(Ui(t+1)) 1+e—pB B )(Ui(t)> tion P(7;v)=P;(t,v) a Boltzmann-like kinetic equation
Uj(t+1) N B l+€—B Uj(t) ' (“7P(

v

. 67_)+P(U):f P(Ui)P(Uj)

All other agents leave their wealth unchangedg(t+1)

=uv(t) for all k different from bothi andj. The parameter X 8((1— B+ €)v;+ Bvj—v)dvdv; (4)

Be(0,1) quantifies the wealth exchanged, whide-0 mea-

sures the flow of wealth from the outside. The process isvhich describes exactly the proceds in the limit N— o,

sketched schematically in Fig. 1. This equation has the same form as the mean-field version
This rule is similar to those studied in Ref#l3,53,56] for the well-studied Maxwell model of inelastically scatter-

and simulated numerically in Ref$29,31,44,47]but we ing particles[54,56,57]. The main difference consists in the
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fact that here the wealth increases, while in inelastic gas the 0.06 - . .
energy decreases. This seemingly little difference has, how- i I
ever, deep consequences for the solution of(Eg.Note also ’
that within the framework of Maxwell model the distribu- 0.04
tions are expressed in terms of velocities, while our dynami-
cal variables correspond rather to energies of the particles. ii 0.03 |
= 0.02 |
I1l. SOLUTION OF THE KINETIC EQUATION L
A. Self-similar solutions oaLT
Note first that the average wealth= fvP(v)dv in the 0
process described by the kinetic equatiéhgrows exponen- Gl , , ,
tially T 05 1 15 2 2.5
— . a
v(7)=v(0)e” (5)

FIG. 2. Solution of the equatiofy(B,e,@)=(1+e— B)*+ B
and therefore Eq(4) has no stationary solution. However, —1—ea=0 for e=0.1 and =0.0025 (full line) and 5=0.004
we may look for a quasistationary self-similar solution in the (dashed line).
form [50,54,56,57]

form. The behavior of the distributio®(w) for w—o can

()= 1 ® v be deduced from the singularity of the Laplace transform
(T'v)_v_(r) v(n))" ®) d(x) atx— 0. Therefore, we assume the following behavior
[54,57]:

Using the Laplace transfornd(x)=f5®(w)e *"dw we . .
can write a nonlocal differential equation for the scaling D (x)=1-x+A[x|"+:-- for x—0, ®

function in the form whereae(1,2). This type of singularity results in the power-

) law tail as®(w)~w ¢! for w—oo. Insertion of Eq.(8)
into Eq. (7) leads to a transcendental equation for the expo-

A hint about possible solutions can be obtained from denta
special exactly solvable cage= —AZ JB+28. It can be eas- (1+e—B)+ B~ 1—ga=0 (9)
ily verified [54] that the functiond;(x)=(1+\2x)e *¥is
a solution of Eq.(7). Inverting the Laplace transform we the solution of which is illustrated in Fig. 2. Obviously, there
obtain the corresponding wealth distributiod;(w) is always a trivial solutiorv=1. The power-law tail is due to
=(1/J2m)w~>2exp(—1/2w) which has a similar form as another, nontrivial solution, which falls into the desired in-
obtained in previous studigfgl3,21,22]. However, in this terval(1, 2)only for certain values of the parametgande.
case the value ot is negative, which contradicts our as- We can see the allowed region in Fig. 3; a solution in the
sumption of wealth increase, while fer>0 the above idea rangeae(1,2) exists within the shaded region. We can also
leading to the functionb,(x) does not work. Therefore, we S€€ that fixed value ok defines a line in thgg- plane. We
must look for alternative ways. The leading idea of our ap-can approach the limi—0, 8—0 while keepingx constant.
proach is that Eq(7) is nearly local for small values @fand
B. Therefore, we will expand the factors on the right-hand
side(RHS)of Eq.(7) in Taylor series ire and 8 and perform
the limit ¢, B—0. As the parameters and 8 quantify the 08|
amount of wealth increase and exchange in a single trade
event, we interpret the latter limit as the limit of continuous

ex®’ (X) + D (x)=D((1— B+ e)x)D(BX).

1 T T T

0.6
trading. In fact, such a limit should also involve a rescaling
: . : . Q.
of time 7, but because we are interested only in the stationary
regime, the explicit time dependence does not enter our con- 04F

siderations.
It should be also stressed that an important feature can be 02|
inferred from the observation that the system behaves differ-
ently for positive and negative Indeed, it suggests a singu-
larity at the point of precise conservation of weadthO. 0

B. Power-law tails L . .
FIG. 3. Solution in the rangee(1,2) exists within the shaded

The main concern in empirical studies of wealth distribu-region. The dashed line correspondsrte2, the dash-dotted line to
tion is about the shape of tails, which assumes a power-law=1, and the full line to the solutioa=3/2.
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This is to be interpreted as continuous trading, as the amount e ' '

of wealth exchange and increase in a single trading step
infinitesimally small. Making this, the nonlocal terms in Eq.

(7) become local and we can expect to obtain an ordinary

differential equation, soluble by standard methods.

C. Continuous trading limit

Indeed, expanding Eq9) we obtain the following for-
mula relatingB and e for fixed « in the limit of continuous
trading 8—0, e—0:

a—1

B= €2+ 0(€3)+0(€29). (10)
The leading correction term to EQLO) depends on the value
of «; for 1<a<3/2 it is of orderO(e2%), for 3/2<a<2 it is

of orderO(€%), while in the special poinir=3/2 we should

PHYSICAL REVIEW E 69, 046102(2004)

is 1

0.001

0.0001 LL

w

FIG. 4. Wealth distribution according to E@L5) for e—0 (full
line), e=0.03 (dashed line),e=0.1 (dash-dotted line), anéd=0.3

include both correction terms, as they are of the same orde¢otted line).

O(€%). Systematic expansion inis developed in the Appen-
dix.

Taking the same limit with fixedr in Eq. (7) we obtain,
using Eq.(10), the following equation:

1 . a—1 . -
- Exd)"(x)+ T(CD'(X)-I-(I)(X)):O. (11
Of the two independent solutions of E@.1) only one has

correct asymptoticsi(x)ﬂo for x—+o. It can be ex-
pressed using modified Bessel function

D (x)=C'x%K ,(2\Ja—1x),

where the constant’ is fixed by the normalizatiord(0)
=1. Inverting the Laplace transform we finally obtain the
wealth distribution
a—1
w

(12)

(I)(W)zCW“lex;{ (13)

with C=(a—1)T(a).

We can see that the distribution obtained exhibits the de-

wealth increase and exchange in single trading step. Details
of the calculations are given in the Appendix; here we only
summarize the results.

The expansiori10) of the parameteB in powers ofe can
be continued as

a—1 1/a—1\¢
= 24 2a
5 € +a( > ) €
a—1)(2a—1
_(ez1)(2a=1) )é )e3+0(e4)+0(e4a—2). (14)
Correspondingly, the wealth distribution, expanded in pow-
ers ofe is
(a—1)* -«
(w)= T(a) w ex W
a—1(2a a—1
X| 1+ 3 W_ W2 — V10| €
2 (a—1\¢ 1
_;(T) (InW+ V_V_ Vo]_) 62(&1)}

sired power-law behavior for large wealth. Moreover, it has a

maximum at a finite value olv=w,,,=(a—1)/(a+1) and

+0(eM+0(e**?), (15)

depression for low wealth values. The size of the depletion is

determined by the exponential term in E43), i.e., by the
same value ofx which determines the power in the power
law. This corresponds to the idea presented, e.g., in[REf.

stating that it is the value of the lower bound for the allowe

wealth which determines the value of the exponent. Heref

where the constantsy; and v are given in the Appendix.
We show in Fig. 4 the wealth distribution according to Eg.
(15) for =1.7 and several positive values gfnamely for

de=0.03, 0.1, and 0.3. We can see that the distribution is

affected mainly at small values of wealth, shifting the maxi-

however, this result comes purely formally as a result of thdnUm toward smallew when e increases. On the contrary,

analytic computation. In our approach it is the interplay be-

tween wealth increasarametere) and wealth exchange
(parametelB) that dictates the value of the exponent

D. Corrections for finite trading in one step

Expanding Eq(7) in powers ofe and 3 it is possible to
include systematic corrections to E41) and therefore cor-
rections to wealth distributiori13) for a finite amount of

the tail of the distribution is nearly unaffected, showing uni-
versal and robust power-law behavior.

Let us stress again that the solution knowndei0 cannot
be properly continued to the region ef-0, due to the pres-
ence of singularity at=0. The singularity can be seen, e.g.,
in the behavior of the solution of EQ), as shown in Fig. 5.
However, fora=3/2 the formula(13) describes the solution
of Eq. (7) on both limitse—0" and e—~0". This implies
that the singularity is rather weak, because the solution of
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0.3 —=r T ponenta is determined by the interplay between the intensity
of the wealth exchange and the amount of wealth produced.
0251 % ] The form line in theB-e plane with fixedw is found, depend-
kY ing quadratically ore for e—0. The physically allowed val-
02F K 1 ues ae(1,2) determine a horn-shaped region in tiee
plane.
S o5} ] The second approximation consisted in taking the limit of
K continuous trading, meaning small wealth production and
01F 3 ] small exchange within a single trading operation, while
keeping the exponent constant. Here we obtained closed
0.05 | 1 formula for the entire wealth distribution, which has a
i power-law tail as expected and a maximum at certkw)
ol— i

wealth value. The form of the wealth distribution corre-
sponds to those found in previous studjd8,21,22]. It is
interesting to note that this general form has one-to-one cor-
FIG. 5. Solution of Eq(9) for @=3/2 in the ranges>0 (full respondence between the positiop,,, of the maximum of
line) and e<0 (dashed line). Note the singularity a&=0 which  the distribution and the value of the exponent. There are few
means that we must skip from one of the three solutions o gq. agents having wealth below ... This suggests that the
to another one. intuition formalized, e.g., in Ref§11,13], that the exponent
is “tuned” by the low-wealth behavior of the distribution,
Eq. (7) is continuous ine, and only the derivative with re- may be in work quite generally. Here, the free parameters are
spect ofe has a jump ak=0. One may speculate about the apparently the wealth production and exchange, but in reality
fate of the singularity if we allowea@ and B not fixed pa- these parameters may be themselves tuned by a mechanisr
rameters but random processes themselves. Most probablyhich fixes the position of the maximum of the wealth dis-
the singularity would vanish but final answer is left for future tribution, i.e., the lowest wealth compatible with survival.
work. However, there is still open question of the specific values
of the exponent, which are quite robust in different societies.
IV. CONCLUSIONS It seems, also on the basis of our results, that it cannot be
explained by the bare mechanism of economic exchange anc
We formulated a model of wealth production and ex-some other ingredient, possibly of sociological origin, is re-
change, where agents randomly interact pairwise. Using thguired.
analogy with the mean-field version of the Maxwell model
for inelastic scattering of granular particles we obtain ana- ACKNOWLEDGMENTS
lytical results for the wealth distribution.

The dynamics of the model is governed by a kinetic equa- i | V‘I"Sth to thank F:aul Iérgplvsky. and 'IrErlll Ben—tlalm for
tion for one-particle distribution function. We look for self- stimuiating comments and diSCUSsIons. This work was sup-

similar scaling solutions, corresponding to redefining the uniPOrteOI by Project No. 202/01/1091 of the Grant Agency of

of wealth after each wealth increase. The form of these sot—he Czech Republic.

lutions is given by a nonlocal differential equation, exactly
soluble only in the practically irrelevant case of net wealth
decrease. Therefore we turned to approximation schemes.

First, we looked at the behavior for large wealth. The tail Let us start with the special value=3/2. Here, Eq.(9)
of the wealth distribution has a power-law form, and its ex-has an explicit solution in the form

APPENDIX: SYSTEMATIC EXPANSION
FOR SMALL e€AND g

1 —3\B+178—298%2+ 1562+ 4852 483+ V3 (3— 2\/B) B(2 B+ 1)3(VB—1)°
= ) (A1)
8 VB—3p+35%2- 2
|
However, the nonlocal differential equati¢n) still does not For general value otx the variableg is expressed as a
yield explicit solution. Inverting the expressigAl) we get  series in two small parameteesand = €2(*~ %), which co-
the following series expansion: incide only if @=3/2. Therefore, we can write
1,1 1 7 113 .
-2~ 3, - 4 _ 5 6 7 =2 m+2(a=1)n A3
B 1€ € + 16€  1a2€ + 2592€ +0(€"). (A2) B=¢€ m,;:O Bmn€ (A3)
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and the various terms take variable precedence in the order

of smallness wher—0, depending on the value ef. For DW)=D(W) D dmp(W)em™ 2@ bn (A11)
the first several coefficients we have m,n=0

a—1 We assumepyo(w)=1. The normalization must be indepen-
,BOOZT, (A4) dent of ¢, which can be written as
(a_ 1)(2a_ 1) fo (DO(W) ¢mn(W)dW:5m05n0 (Alz)
Puo=———¢ (A5)
Therefore, the lowest term obeys the equation
1la—1)® " T Hogw=0 (A3
Bu=— |5 - (AB) — Po(w)+| ——w—— o(w)= (A13)

Starting from the expansio(A3) we can convert the first which has the following solution satisfying the normalization

order nonlocal differential equatiorf7) for ®(x) into (A12):

infinite-order local differential equation fab(w). The price (a—1)® 1—w

to pay for it is that the coefficients in the latter equation Do(w)= WlanF< ) (A14)
contain the momentg, = [ ® (w)w*dw of the solution itself. ['(a) w

Indeed, we can write

Indeed, it coincides with the result of EAL3).
The next two terms satisfy the following equations:

O(1—v+e)x)=lim exy{ (e—ﬁ)xdi) d(y), (A7)
y—x y

w? , _a—l a—1 ALS
i d\ 7¢10(W)—T a-— (A15)
d(Bx)=Ilim ex;{ ,BX—)CD(y). (A8)
y—0 dy
W2 _ @
Therefore, we obtain a linear combination of terms of the 7¢61(W):_ Z( 2 ) (w—1) (A16)

following form:

R R which can be easily solved. We obtain
,dMd(x) d"®(0)

xm* (A9) a—1(2a a—-1
axT o axt brW) =~ —5— ( 3w VlO) ., (A17)
which, after inverse Laplace transform, give rise to terms
— a 1
dm+n ¢01(W) = - ( _) ( In W+ —— VO]. (A18)
(=)™ " g (WP (W), (A10) @) 2 w

) ] ~and the constantgg;, vio are fixed by the normalization
However, the first two moments are fixed by definition. condition (A12). We find explicitly

Indeed, the normalization of the probability distribution fixes
the zeroth moment and the fixed average wealth, imposed by V1= @, (A19)
the scaling conditior(6) fixes the first moment, so that,
= u1=1. This consideration leads to the equations for lowest a
correction to the solutioti13) , which are free of unknown vor=In(a—1) =W (a)+ a1 (A20)
higher moments.

Generally, the solution can be then expressed in the fornvhere W (x)=I""(x)/T"(x) is the logarithmic derivative of
of the series in powers of and €2(*~ 1) the gamma function.
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Mean-field approximation for a limit order driven market model
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A mean-field variant of the model of limit order driven market introduced recently by Maslov is formulated
and solved. The agents do not have any strategies and the memory of the system is kept within the order book.
We show that the evolution of the order book is governed by a matrix multiplicative process. The resulting
stationary distribution of step-to-step price changes is calculated. It exhibits a power-law tail with exponent 2.
We obtain also the price autocorrelation function, which agrees qualitatively with the experimentally observed
negative autocorrelation for short times.

DOI: 10.1103/PhysReVE.64.056136 PACS nunier05.40.—a, 89.90.+n

[. INTRODUCTION count the realistic details of the price formation through the
book of orders. This mechanism was implemented in the
The complexity of market behavior, seen as a particulamodel set up by Maslo{35] and a similar perspective was
example of a natural phenomenon, has fascinated physicist@en used in a recent series of papers by Matassini and Franc
for many yearg1]. The main source of interest comes from [36—38. The book of orders perspective to market modeling
a kind of critical behavior, made explicit by the power-law was empirically investigated in Refg39,40].
distribution and scaling in the economic time series, first With such a diversity of models, most of which give a
observed by Mandelbro(see Ref.[2], and references Plausible explanation of observed facts, a question arises:
therein)and studied in detail by Mantegna and Starjigéy5] ~ Whether there is a common mechanism behind various ap-
and subsequently by many othésee, e.g., Ref§6—11)). proaches, making them essentially equivalent. Indeed, it was
Scaling and multifractal properties call for an explanationfound that such a mechanism may be the multiplicative sto-
in terms of a model mimicking the behavior of individual chastic process repelled from zero, or the multiplicative-
agents in the market. The physicist's optimism in looking foradditive process. It was studied thoroughly by various au-
such a model might be strengthened by recent successestfiprs and in diverse contex{5,41-52]. The goal we pose
modeling other social phenomena, e.g., in the cellularin this work is to show that essentially the same mechanism
automata models of traffid2]. The idea consists in assum- IS responsible for the power-law distribution of price changes
ing that the overwhelming complexity of a human being isalso in the limit order model.
irrelevant in certain special conditions: when driving a car,
only a very basic set of behaviors is at work. Similarly, it is Il. LIMIT ORDER DRIVEN MARKET MODEL
assumed that a trading agent, when put on the floor, follows
only a limited set of instincts or acquired patterns. Therefore, Recently, Maslov and co-worker35,39] proposed a
in this approach, the economic complexity is not due to thenodel, based on the assumption that there are two kinds of
intrinsic complexity of each agerfas usual hand-waving market participants. Prudent investors place their orders at a
arguments by liberal opponents of “reductionism” state Prescribed price and a trade occurs as soon as there is anyon
but an emergent property of a large set of nonlinearly interaccepting that price. On the other hand, speculators buy and
acting simple units. sell at any moment at the price which is available in the
Many microscopic stock market models have emergednarket. The price signg(t) was found to have a power-law
during the last several years. One of the first ones was thgpectrum, with Hurst exponeii =1/4. The price changes
model introduced by Levy, Levy, and Solom¢t3—15,  during a unit time intervak=p(t+1)—p(t) have probabil-
which captures essential features of the price fluctuations ani¢y distribution that follows clear power lawP(x)
explains also the power-law distribution of investor’s wealth,~x~ %) in two regimes. For smalk the exponent is 1
which is the famous Pareto law. +a,=0.6%+0.1, while in the regime of large price changes
Another approach was used in the model of Bak, Pacthe exponentis + @,=3+0.2. These values are to be com-
zuski, and Shubik16]: buyers and sellers are represented bypared to the experimentally found values &;=2.5 and 1
particles subject to a reaction-diffusion process. The intro-+ a,=4, respectivel\f6,9—-11.
duction of a nontrivial strategy of the agents leads to a real- The presented mod¢B5] can be described as follows.
istic value of the Hurst exponent for the price fluctuations. AThere are orders to buy and sell placed on a straight line,
simpler version of the model was then solved analyticallywhich is the axis of the pricg. In a stable situation, all buy
[17]. A variety of other approaches were investigdte8—  orders are lower than all sell orders, so that we can describe
34]. the state by single functiop(x), density of the orders, and a
The above mentioned models mainly do not take into achumber¢, which is the last realized price. Then, al ¢
correspond to buy, alk> ¢ to sell orders.
Two events can change the state. First, new limit orders
*Email address: slanina@fzu.cz may be dropped, such thatx) — p(x) + n(x—&). We sup-
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pose the functiony(x) is equal in all events and is symmet-  Let us investigate first the consequence of an arrival of a
ric, »(x)= n(—x). Second, a market-price order can arrive. market-price order to buy. By definition, the price level in-
An order to buy an amourgtresults in clearing all sell orders creases by, . As the density of orders is constant, average
up to the price£+x ., where density on the right-hand side from the new price is un-
changed. If now another buy order arrives, it finds the same
Jf+x+ (X)dx=s 1) density and the price change is the same too. Therefore, the
¢ P e new value ofx, is equal to the old one{, —x, . On the
other hand, if now a new market order to sell arrives, there
The new price is thed— &é+x,, so thatx, is the price are no limit orders in the interval of widtlk, below the
increment, while the new density ip(x)—[1—60(x  current price level, and when we go further down, there is a
— &) 0(£+x,—x)]p(x). Analogical formulas will hold for constant density/x_ . As a result, the price decreases by
the sell order. X, +Xx_. Hence, the new value of_ is x_ —x,+x_.
As we can see, there are no strategies that would lead the To sum it up, the effect of the buy order consists in the
agents to perform specific actions. The model is barely storeplacement
chastic. The long-term memory of the system and thus a
possible power-law behavior stems from the order book, or X=Xy
the time-dependent density functigiix) that may keep ar- (2)
bitrarily old orders. X_— X+ X,

It can be expressed in matrix form
. MATRIX FORMULATION
. o : : L X—=X'=T,X 3)
Our essential approximation to this model will consist in

supposing a uniform density of orders on each side from thevhere

current price levelé. In reality, both dropping new limit

orders and clearing them by market orders make the density 10

of states uneven and fluctuating. When supposing that after T.= 1 1)

an event the uniform density of states is restored, we make a

kind of “mean-field” approximation: the actual position of Similarly, for the action of a sell order we get
each limit order is not important, as if they were freely mov-

ing particles making an effective medium, within which the X—=X'=T_X, )
price fluctuates. A high density of the medium will result in
smaller price fluctuations and vice versa.

The density on the upper side will be denojed, on the 1 1
lower sidep_ . It is convenient to describe the densities in T_=( )
terms of the potential price changes, which would occur if a 01
market-price order arrives. They are simply =s/p, for
buy andx_=s/p_ for sell order. The numbers. form a
vector

where

(6)

Now we turn to the changes due to dropping limit orders.
It is necessary to specify the functiof(x), representing the
average volume of orders set at distamcieom the current
« price. As we already mentioned, we suppose it to be an even
X=( *)' function. Moreover, the volume was supposed to be fixed,

In(x)dx=v. We apply here the simplest choicg(x)

=v/2(6(x—d)+ 6(x+d)), which means that all new orders
which performs a stochastic process, as the dengitiesnd,  are placed at the same distanddrom the current price,
therefore, the numbers. are updated after arrival of each eijther below(buy) or above(sell). This distribution reflects
order. The dynamical rules of the process represent a simplihe fact that the limit orders are not typically set arbitrarily

fied version of the limit order driven dynamics. close to the current price but there is a certain minimum
There are three types of events: dropping of limit or-  offsetd.
ders, (i) market-price order to buy, andii) market-price Dropping limit orders affects the vectot according to

order to sell. We suppose that all market-price orders havghe formula
the same voluma and all limit order events the same vol-

umev. Further, we assume that market orders to buy and sell

occur with the same probability. In order to keep the total

number of limit orders constant on an average, we should

suppose that at a given moment there is a probabpity Indeed, a buyor sell) order will annihilate the amount/2
=s/(s+v) to drop a limit order. Each of the market-price from the just deposited limit order and amowit v/2 from
events(ii) and(iii) have then an equal probability (1p)/2.  the original density of old limit orders. The shift is, therefore,
(Here we tacitly assume that the limit orders that are not mex.. =(s—v/2)/p. . Writing v in terms of the probabilityp,
last forever. One can also investigate some realistic variantsge., v=(1/p—1)s, we obtain the formuld7). So, in matrix
where the limit orders slowly die out.) form we have

1
X.— 3 (3= 1p) x... @)

056136-2
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X—X'=SX, (8) i

P<x>=mZO <1—p>pmJ dx’' P(x")
where , 1\ m
3 |7 p
1 1\/1 O XS\ x— EX - (11)
S=—|3-= . (9)
2 p/\0 1

and assuming a power-law tail of the probability distribution

. o in the formP(x)~x "1~ ¢, we obtain the following equation
The price changes only after a market order is issuedor the exponent:

while dropping limit orders leaves the price unchanged. So,

between two subsequent shifts of the prioe=0 limit or- 1\ M«

ders can arrive, with probabilit?,,(m)=(1—p)p™. The @ 3 3—5

change of the vectoX due to one market order amd limit 2 (1—p)p™ A =1. (12)
m=0

orders isX— S T.. X. When calculating the evolution of the
probability distribution forX, we should sum over all pos-
sible realizations. Hence, the probability distribution for the
vector X should satisfy the equation

As can be easily checked, apart from the trivial solution
a=0, it has a nontrivial solutiorv=1, independent op.
Therefore, the distribution of price changes has a power-law
tail

PX(X):% > | dX P (m)Py(X)S(X—S"T, X') P(x)=x""2. (13)

o=* m=0
(10) Note that the calculation could be further simplified by
writing the equation analogical to E(L1), relating the prob-
ability distribution just after single step. Then, instead of the
sequence of steps consisting of one market order followed by
m limit orders we have one step being either limit or market
IV. DISTRIBUTION OF PRICE CHANGES order. This equation gives pre_cise_ly the_same _power-law tail.
However, such an approach is slightly inconsistent, because
We will make a further approximation at this stage. Thesetting a limit order does not imply any trade, thus the price
matrix Sis simply a unit matrix multiplied by a constant. If change at this moment is zero.
the same were true also for the matrices, the process
would be reduced to a simple multiplicative random walk, V. PRICE AUTOCORRELATION EUNCTION

whose properties are well known and their relevance in mod- ] ) o
eling price fluctuations is testified by a series of models, as One of the well-known facts about financial data series is

mentioned in the Introduction. the negative short-time autocorrelation of price chariGés
Our approximation will consist first in replacing the ma- Here, we will show how this effect naturally emerges from

trices T by the averagd=%(T.+T_) and furthermore, the matrix nature of our stochastic Process. '
. . . — We will compute the autocorrelation function defined as
we will take only the highest eigenvalue of the matifix

in the stationary state.

which is 3/2. Then, instead of a pair of price changesand (X(HX(t+ 7))
X_ we have a single scalar quantitydescribing the absolute C(t,t+7)= > 5 , (14)
value of the price change. VOGN (X (t+ 7))

Note that the same results can be obtained by assumin\ﬂh is th Lori h . dr=1. W
from beginning, thak, =x_, i.e., that the density of states WNerex() is the actual price change at tirnand7=1. We

is equal on both sides of the price level. This means, that w/ll denoteM(t) e{S,T.., T} the matrix describing the ac-
make a further “mean-field” approximation, suppressing notion performed at time andPy, (M) its probability distribu-

only the fluctuations along the price axis, but also fluctuaion- Of course, we introduced alreadfy (T-)=Pw(T)

tions from one side to the other of the already averaged deri- (1 ~P)/2 andPy(S=p. _ _
sity of states. Now we introduce the function of taking the price change
X_
This way we define our multiplicative random process.from the vectorX=(, )
The fact that there is a small but finite offskin placing the

limit orders ensures that the valuesxof (therefore, also of X(X;M)=x, if M=T,
x) cannot be smaller thad. This feature plays the role of
“repulsion from zero,” which was found essential for estab- =0 if M=S (15)
lishing the power-law tail$42,45]and is usually guaranteed
by the additive terni43,46]. =x_ if M=T_ .
For the probability distribution of the price changes we
obtain Note that the operataot’is linear in the argumenX. Then

056136-3
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<x(t)x(t+r)>=f dX Py(X)C(X), (16)

where
=2 - > Il PuMm(t+i))
M(t) M(t+7) i=0
X XOGM(D) XM (t+7=1)- - - M(D)X;M(t+ 7).
(17)

We find easily, using the linearity of the operatdrand
introducing the sign vectde=(1,—1)

~ 1-p 1
C(X)zTE(EM‘, PM(M)M> (X, T, —x_T_)X.
(18)

The multiplication byE extracts only the lower one of the

two eigenvalues of the averaged matrix

1{1+p 1-p
§M) Pu(M)M == 1-p 14p)° (19)
The lower eigenvalue ip, hence
CX)==(1-p)p™ . x_. (20)

PHYSICAL REVIEW E 64 056136

distribution forx,, x_ with finite moments, the moments
will remain finite for any finite time and we naturally expect
that the ratio of the second moments will converge to a finite
value even if the second moments themselves diverge.

VI. CONCLUSIONS

In conclusion, we solved in the mean-field approximation
the Maslov model of stock market fluctuations. We found a
stationary distribution of price changes with a power-law tail
with the exponent + =2, which is within the Ley stable
region. We found negative short-time autocorrelation of the
price changes, decaying exponentially with time. The relax-
ation time depends on the relative frequency of putting mar-
ket orders and limit orders: the decay is slower if a market
order comes only after more limit orders. This is intuitively
clear, because it is the market order that ensures the liquidity.

Our result differs in two important points from the simu-
lations of Maslov[35]. First, the numerical value of the
power-law tail exponent is different. This can be attributed to
the approximation we made in the form of the density of
ordersp(x). Indeed, we assumed, as a zero approximation,
constant density. On the other hand, it is known from the
solution of the reaction-diffusion model of market7] that
the density may have complicated nontrivial form. Another
source of the difference may be the neglect of fluctuations.

Another difference consist in lacking the second power-
law regime for small price changes. However, as discussed

We can calculate similarly the corresponding expressiofn Ref.[35], this second and different power law comes from

for the denominator of Eq15). We obtain at the end

g 2(XeX)

Ct,it+7)=—p m

(21)

We can clearly observe the negative autocorrelation that

the fact, that the new limit orders may be placed farther than
the reach of the price change. As we implicitly supposed that
the new orders are put to very small distarccérom the
current price, we can observe only the distribution for price
changes larger thaah.
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Abstract. Far-from-equilibrium models of interacting particles in one dimension are used as a basis for
modelling the stock-market fluctuations. Particle types and their positions are interpreted as buy and
sel orders placed on a price axis in the order book. We revisit some modifications of well-known models,
starting with the Bak-Paczuski-Shubik model. We look at the four decades old Stigler model and investigate
its variants. One of them is the simplified version of the Genoa artificial market. The list of studied models
is completed by the models of Maslov and Daniels et al. Generically, in all cases we compare the return
distribution, absolute return autocorrelation and the value of the Hurst exponent. It turns out that none of
the models reproduces satisfactorily all the empirical data, but the most promising candidates for further
development are the Genoa artificial market and the Maslov model with moderate order evaporation.

PACS. 89.65.-s Social and economic systems — 05.40.-a Fluctuation phenomena, random processes, noise,
and Brownian motion — 02.50.-r Probability theory, stochastic processes, and statistics

1 Introduction

The order book is the central notion in the stock market.
People willing to buy or sell express their desire in well-
specified orders and the authority of the stock exchange
logs all the orders in a list, where they wait until they are
either satisfied (executed) or cancelled. The visible part
of the stock market dynamics, i.e. the complex movement
of the price, is rooted in the detailed and mostly invisible
processes happening within the order book. Anyone who
wants to study seriously the stock market fluctuations,
must pay attention to the dynamics of the order book.

There are several reasons why physicists may and
should embark on such study. First, the discipline of
Econophysics is now established and accepted with decent
respect within the Physics community [1-4]. But even if
the study of economic phenomena by the tools of physics
were a bare empty bubble (which is not/, the author be-
lieves) to be broken into pieces, the study of the order
book itself may remain one of the shards of value. (An-
other one may be the Minority Game [5].) Indeed, the
second motivation to spend some effort here is that the or-
der book is a genuinely one-dimensional non-equilibrium
system with complex dynamics. It abounds with rich phe-
nomena and poses a serious intellectual challenge, which
may provoke development of new tools in one-dimensional
non-equilibrium physics.

# e-mail: slanina@fzu.cz

The most simplified view of an order book may be
the following. The orders are immobile particles of two
kinds, A (for asks, i.e. orders to sell), and B (for bids, i.e.
orders to buy), residing on a line of price (or logarithm
of price, if more convenient). All bids are always on the
left of all asks. The actual price lies somewhere between
(and included) the highest bid and the lowest ask. The
interval between the two is the spread and it is one of the
key quantities observed in the order book. Besides these
limit orders, waiting for the future in the order book, also
market orders arrive, which buy or sell immediately at
any price available in the market. Thus, the market orders
provide liquidity.

As we already said, the tip of the order-book ice-
berg is the price. All order-book models must be con-
fronted with what is known about the price fluctuations.
These stylised facts are now very well established [6-9]. To
quote here only those which we shall be faced later, the
price movements are generically characterised by a power-
law tail in return distribution, with exponent 1+ « ~ 4,
power-law autocorrelation of volatility, with exponent
ranging between 0.3 to 0.5, anomalous Hurst exponent
H ~ 2/3, measured either directly in the so-called Hurst
plot, or as a by-product of another essential feature of
the price fluctuations, which is the scaling. It must be
noted, though, that the scaling holds satisfactorily only for
not too long time separations. At larger times, the grad-
ual crossover to Gaussian shape of return distribution is
observed. This feature is well reproduced in multifractal
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stochastic models (from many works in this direction see
e.g. [10-13]). However, we must state from the beginning,
that explanation of multifractality and other subtle fea-
tures of the stock-market fluctuations [14,15], goes beyond
the scope of this paper.

Let us mention at least some of the special features
found empirically in order books. The literature is indeed
very ample [16-41]. The first thing we may ask is the av-
erage order book profile, i.e. the average number of orders
existing in given moment at given distance form the cur-
rent price. It was found that it has sharp maximum very
close to, but away from, the price [18,26,27]. The decrease
at large distances seems to be a power law with exponent
~2 [26,27], but the form of the increase between the price
and the peak is not so clear.

Related information is contained in the price impact
function, which says how much the price moves when an
order of a specific volume arrives. In first approximation,
we consider the virtual impact function, obtained by sim-
ple integration of the order book profile from the current
price to the new, shifted price. Beyond the maximum,
the profile decreases and therefore the virtual impact is
a convex function [17,18,24]. The striking surprise in the
empirical study of order books is, that the actual price
impact is much smaller, and moreover, it is a concave,
rather than convex, function of volume [24]. The form of
the price impact was studied intensively [20,32-38], yet a
controversy persist, whether it can be better fitted on a
square root (a qualitative theoretical argument for this fit
can be found in [42]), a power with exponent <0.5 or on
a logarithm.

The incoming orders have various volumes and it turns
out that they are power-law distributed [17]. For the mar-
ket orders, the exponent is ~1.4, while for the limit orders
it has higher value ~2. The limit orders are deposited at
various distances from the current price and also here the
distribution follows a power law [26,27,31,39], although
the value of the exponent reported differs rather widely
(~1.5 to ~2.5) from one study to another. The limit or-
ders are eventually either satisfied or cancelled. The time
they spend within the order book is again power-law dis-
tributed [18,19,43] with exponent ~2.1 for cancellations
and ~1.5 for satisfactions.

There were attempts to explain some of the properties
of price fluctuations as direct consequences of the empiri-
cally found statistics of order books. In references [20,44]
the power-law tail in return distribution is related to the
specific square-root form of the impact function com-
bined with power-law distribution of order volumes. On
the other hand, reference [34] shows that the distribution
of returns copies the distribution of first gap (the distance
between best and second best order — where “best” means
“lowest” for asks and “highest” for bids). It was also found
that the width of the spread is distributed as power law,
with exponent ~4 [22], which is essentially the same value
as the exponent for the distribution of returns. The discus-
sion remained somewhat open [21,41], but we believe that
the properties of the price fluctuations cannot be deduced
entirely from the statistics of the order book. For example
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the difference between the virtual and actual price impact
suggests that the order book reacts quickly to incoming or-
ders and reorganises itself accordingly. Therefore, without
detailed dynamical information on the movements deep
inside the book we cannot hope for explanation of the
dynamics of the price.

2 Existing models

There is no space here for an exhaustive review of the
order-book modelling, not to speak of other types of stock-
market models. We select here only a few models we shall
build upon in the later sections and quote only a part of
the literature. We apologise for unavoidable omissions, not
due to underestimation of the work of others, but dictated
by reasonable brevity of this study.

2.1 Stigler

To our best knowledge, the first numerical model of the
order book and the first computer simulation ever in eco-
nomics was the work of Stigler [45]. The model is strikingly
simple. There are only limit orders of unit volume and
they are supplied randomly into the book within a fixed
allowed interval of price. If the new order is e.g. a bid and
there is an ask at lower price, then the bid is matched
with the lowest ask and both of them are removed. If the
bid falls lower than the lowest ask, it is stored in the book
and waits there.

From this example we understand, why the order-book
models are often called “zero-intelligence” models. Indeed,
there is no space for strategic choice of the agents and
the people may be very well replaced by random number
generators. It is interesting to note that experiments with
human versus machine trading were performed [46], which
found as much efficiency in “zero-intelligence” machines as
in “rational” people (graduate students of business).

2.2 Bak, Paczuski, and Shubik

Another model, very simple to formulate but difficult
to solve, was introduced by Bak, Paczuski, and Shubik
(BPS) [47]. On aline representing the price axis, two kinds
of particles are placed. The first kind, denoted A (ask),
corresponds to sell orders, while the second, B (bid), cor-
responds to buy orders. The position of the particle is the
price at which the order is to be satisfied. A trade can
occur only when two particles of opposite type meet. If
that happens, the orders are satisfied and the particles
are removed from the system. This can be described as
annihilation reaction A + B — (). It is evident that all B
particles must lie on the left with respect to all A particles.
The particles diffuse freely and in order to keep their con-
centration constant on average, new orders are inserted
from the left (B type) and from the right (A type). The
whole picture of this order-book model is therefore identi-
cal to the two-species diffusion-annihilation process. The
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changes in the price are mapped on the movement of the
reaction front.

Many analytical results are known for this model. Most
importantly, the Hurst exponent can be calculated ex-
actly [48-51] and the result is H = 1/4. This value is
well below the empirically established value H ~ 2/3.

Several modifications of the bare reaction-diffusion
process were introduced [47] to remedy some of the short-
comings of the model. The simplest one is to postulate
a drift of articles towards the current price. This fea-
ture mimics the fact that in real order books the orders
are placed close to the current price. It also suppresses
the rather unnatural assumption of free diffusion of or-
ders. However, the measured Hurst exponent remains to
be H = 1/4 as before.

More important modification consists in a kind of
“urn” process. The new orders are placed close to already
existing ones, thus mimicking certain level of “copying” or
“herding” mechanism, which is surely present in the real-
world price dynamics. In this case the Hurst exponent is
higher and in fact very close to the random walk value,
H~1/2.

The diffusion constant of the orders can also be cou-
pled to the past volatility, introducing a positive feedback
effect. This way the Hurst exponent can be enhanced up
to the level consistent with the empirical value. In this
case, scaling was observed in the distribution of returns
with Hurst exponent H ~ 0.65.

2.3 Genoa market model

The diffusion of orders contradicts reality. Indeed, orders
can be placed into the order book, and later either can-
celled or satisfied, but change in price is very uncommon.
It is therefore wise to return back to Stigler’s immobile
orders but to make his model more realistic.

Rather involved modification of the Stigler model ap-
peared much later under the name of Genoa artificial mar-
ket [52-57]. The model contains many ingredients and is
therefore very plastic.

Again, there are only limit orders and the liquidity
is assured by non-empty intersection of intervals, where
the bids and asks, respectively, are deposited. In prac-
tical implementation, the probability of order placement
was Gaussian, with the centre shifted slightly above the
current price for asks and slightly below for the bids. The
width of the Gaussians was also related to the past volatil-
ity, thus introducing a feedback. Note that essentially the
same feedback was introduced already in the BPS model.
The price of the contract was calculated according to
demand-offer balance. There was also a herding of agents
in play, in the spirit of the Cont-Bouchaud model [58]. The
main result to interest us here was the power-law tail of
the return distribution, with very realistic value of the ex-
ponent. However, it was not at all clear which of the many
ingredients of the model is responsible for the appearance
of the power-law tail.
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2.4 Maslov model

To appreciate the crucial role of the market orders, Maslov
introduced a model [59], in which the bids are deposited
always on the left and asks on the right from the current
price. The limit orders never meet each other. The ex-
ecution of the orders is mediated by the market orders,
annihilating the highest bid or lowest ask, depending on
the type of the market order.

The Maslov model has several appealing features. Es-
pecially, the return distribution characterised by exponent
14« ~ 3 seems to be close to the empirically found power
law. The scaling in return distribution is clearly seen as
well as the volatility clustering manifested by power-law
decay of the autocorrelation of absolute returns. However,
the Hurst exponent is 1/4 as in the BPS model, which
is bad news. Maslov model was treated analytically in a
kind of mean-field approximation [60]. Unfortunately, the
exponent a = 1 found there disagrees with the simula-
tions. Later, the reason for this difference was identified
in the assumption of uniform density of orders on either
of the sides of the price. Taking the density zero at the
current price and linearly increasing on both the ask and
bid side, the exponent becomes o = 2, in agreement with
the numerics [61].

2.5 Models with uniform deposition

The Maslov model is still very idealised. The most impor-
tant difference from real situation is the absence of cancel-
lations. In real order books the orders can be scratched, if
their owners think that they waited too long for their pa-
tience. The group of Farmer and others introduced several
variants of models with cancellation (“evaporation”) of or-
ders [62-65]. Another fundamental feature which makes
these models different from the Maslov model is that the
orders are deposited uniformly within their allowed range,
i.e. bids from the current price downwards up to a pre-
scribed lower bound and equivalently for the asks.

The order book profile, price impact and many related
properties were studied very thoroughly and their depen-
dence on the rates of thee processes involved was clari-
fied. An important step forward was the analytical study
performed in [62]. Two complementary “mean-field” ap-
proaches were applied, achieving quite good agreement
with the simulations. The first approach calculates the
average density of orders as a continuous function, ne-
glecting the fluctuations. The other approach represents
the state of the order book by intervals between individ-
ual orders, assuming that at most one order can be present
on one site (a kind of exclusion principle). The approxi-
mation consists in neglecting the correlations between the
lengths of the intervals.

This line of research was recently pushed forward in
and important paper by Mike and Farmer [66]. A scheme,
which was given very fitting name “empirical model” was
proposed, which incorporates several basic empirical facts
on the order flow dynamics, namely the distribution of dis-
tances, from the best price, where the orders are placed;
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the long memory in the signs of the orders; the cancellation
probability, depending on the position of the order. Includ-
ing these empirical ingredients into the Farmer model, an
excellent agreement with other empirical findings was ob-
served, including the return and spread distributions. The
importance of that work, at least from our point of view,
consists in observation that the most tangible feature of
the price fluctuation, the return distribution, is in fact
a secondary manifestation of more basic and yet unex-
plained features. These are the features which enter the
model of [66] as empirical input.

In our work, we address a less ambitious but more
fundamental question. What will be the fluctuation prop-
erties of these models without assuming anything special
about order flow? We shall see that in many aspects the
answer is disappointing in the sense that the results are of-
ten far from reality. This means that the inputs of [66] are
essential. On the other hand, we can hardly be satisfied
until we detect the causes behind the empirical ingredients
of [66].

2.6 Other approaches

A rather phenomenological model was simulated in [26].
The profile of the order book was successfully explained
assuming power-law distribution of placement distances
from the current price.

In fact, the crucial role of the evaporation of orders was
first noticed in the work of Challet and Stinchcombe [18].
The new limit orders were deposited close to the price,
with standard deviation which was linearly coupled with
the width of the spread. The evaporation caused a clearly
visible crossover from Hurst exponent H = 1/4 at short
time distances to the random-walk value H = 1/2 at larger
times. This class of models was investigated in depth sub-
sequently [19,67,68]. In a related development, a version
of asymmetric exclusion model [69] was adapted as an
order-book model [70]. The two crucial ingredients are the
(biased) diffusion of particles (orders), returning some-
what back to the BPS model, and the exclusion princi-
ple, allowing at most one order at one site. It also forbids
“skipping” of particles, so each order represents an obsta-
cle for the diffusion of others. Price is represented by the
particle of a special type. Mapping to the exactly soluble
asymmetric exclusion model gives the precise value of the
Hurst exponent H = 2/3, nicely coinciding with reality.
One must remember, though, that the price for this result
is the unrealistic assumption of diffusing orders. Moreover,
even if we accepted the view that removal and immediate
placement of an order not far from the original position
may be effectively described as diffusion, why then the
particles are not allowed to overtake each other? We con-
sider that feature very far from reality.

Let us only list some other works we consider relevant
for order-book modelling [71-76]. Schematic models, like
the Interacting Gaps model [77,78], may also bring some,
however limited, insight. Despite continuing effort of many
groups performing empirical analyses as well as theoret-
ical studies, the true dynamics of the order book is far
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from being fully understood. On one side, the trading in
the stock market is much more intricate than mere play
of limit and market orders. There are many more types of
them, sometimes rather complicated. At the same time,
it becomes more and more evident that assuming “zero-
intelligence” players misses some substantial processes un-
der way in the stock market. Strategic thinking cannot
be avoided without essential loss. This brings us close to
our last remark. All the models mentioned in this sec-
tion are appropriate only to those markets, which operate
without an official market maker. In presence of a mar-
ket maker, the orders do not interact individually, but
in smaller or larger chunks. One is tempted to devise a
“zero-intelligence” model with a market maker, but there
is perhaps a wiser path to follow. We have in mind a com-
bination of order-book models with Minority Game. The
latter represents an antipole to “zero-intelligence” order-
book models and amalgamating the two opposites may
prove fruitful.

In this work we shall not go thus far. Our aim is rather
to clarify the dark places in the ensemble of existing order-
book models. Performing new simulations for several of
these models in parallel, we hope to shed some light on
the the usefulness and the limitations of them.

3 New simulations

Here we present our new results of numerical simulations
of the models sketched above. Some of the data aim at
improving the results already present in the literature, but
mostly we try to clarify aspects not studied before. We also
used the same methodology in analysing the simulations
for all models, in order to make comparable statements
for each of the models under scrutiny.

3.1 Bak-Paczuski-Shubik model

The first model to study is the Bak-Paczuski-Shubik
(BPS) model. As we already explained, we have two types
of diffusing particles, called A and B. There are N par-
ticles of each type, i.e. total 2N particles placed at the
segment of length L. The particles can occupy integer po-
sitions from the set {1,2,...,L}. In one update step we
choose one particle and change its position as ¢, = ¢; £ 1
(there is no bias, so both signs of the change have the
same probability), on condition that the new position
stays within the allowed interval, 1 < ¢, < L. We use
the convention that the time advances by 1/(2N) in one
step. If the new site was empty or there was already an-
other particle of the same type at the new position, noth-
ing more happens an the update is completed. We set
ci(t+1/(2N)) = ¢} and cx(t+1/(2N)) = c(t), k # i On
the other hand, if the new site is occupied by a particle
of opposite type, say, particle j, so that ¢;(t) = ¢}, then
the two particles annihilate. To keep the number of parti-
cles constant, we immediately supply two new particles at
opposite edges of the allowed segment. E.g. if i was type
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Fig. 1. Example of the evolution of the Bak-Paczuski-Shubik model. Triangles up (A) denote positions of bids, triangles down
(7) mark the asks. The full line traces the evolution of the price, showing jumps where transactions occurred. There are N = 5

particles of each type on the segment of length L = 20.
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Fig. 2. Distribution of inter-event times in BPS model. On
the segment of length L = 500, there are N = 200 particles of
each kind. In the inset, average return occurring after waiting

time At, for the same values of L and N. The line is the power
oc (At)01,

B and j was type A, the update is ¢;(t + 1/(2N)) = 1,
cj(t+1/(2N)) =L and ¢cx(t +1/(2N)) = cx(t), k # 4, 7.

The annihilation corresponds to an elementary trans-
action. The price set in this deal is just the position
where the annihilation took place, z(t + 1/(2N)) = ¢. If
the transaction did not occur, the price stays unchanged,
x(t+1/(2N)) = x(t). This completes the definition of the
variant of the BPS model simulated here.

In Figure 1 we can see how the typical configuration of
orders evolves in time. There are rather long periods where
the price does not change, but the positions of orders are
mixed substantially. We shall first look at these waiting
times between consecutive trades. In Figure 2 we can see
the (cumulative) probability distribution of them. It is
evident that the distribution is exponential, or very close
to it, so we can consider the sequence of trade times at
least approximately as Poisson point process.

The most desired quantity is the one-trade return dis-
tribution. If ¢; is the time of ith trade, we define r(t;) =
x(ti+1) — x(t;) and in Figure 3 we plot the distribution of
the absolute returns P(r) = (6(r — |r(¢;)])) in stationary
state, for several sizes L and particle numbers N. We find

10°¢ ' ' ' '
20

Fig. 3. Distribution of one-transaction returns in BPS model,
rescaled by the factor s = NY2L=Y4 The parameters are L =
250, N =50 (A); L = 500, N = 200 (O); L = 250, N = 250
(0). The line is the dependence o exp (—7/(50s) — (r/(34s))?).

that the distribution collapses onto a single curve when
we rescale the data by the factor

s=NY2L-1/4 (1)
We then find
1 r
o= 1 () »

and the scaling function decays faster than an exponential.
The fit of the type F(z) ~ Aexp(—az — bz?) seems to be
fairly satisfactory. Evidently, this distribution is very far
from the fat tails observed empirically. It is also interesting
to see how the one-trade return depends on the waiting
time before the trade. We measure the conditional average
of the return

()6t — tiy — At)
- > 0(ts — iy — At)

(r|At) 3)

and find (see the inset in Fig. 2) that it increases slowly
as a power law (r|At) ~ (At)%4.
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Fig. 4. Hurst plot for BPS model. The parameters are L =
2x10%, N = 2x10* (0), and L = 250, N = 50 (A). The dashed
line is the dependence o At, while solid line is o< (At)Y/4.

Diffusion of the price is quantified by the Hurst plot.
Usually we calculate the quantity

fﬁAﬂ——<HwXﬂWeWHAdef)—x“”|> (4)
Vo), -y

where the average (...)p is taken over interval t’ € (¢,t +
At) while the average (...); extends over all times. The
time-dependent normalisation in the denominator of (4)
accounts for temporal variations of the volatility.

However, especially in BPS model the measure (4) is
inconvenient as it does not cover properly the time scales
below the typical waiting time. We use instead a simplified
and also frequently used quantity

<|Am|max> = < max

't € (t,t+ At)

p@qfxww>. (5)
t

Both (4) and (5) are expected to share the same asymp-
totic behaviour for At — oo, i.e. R(At) ~ (|Az|max) ~

(At)H with Hurst exponent H.

The results for BPS model are shown in Figure 4. We
can appreciate there how difficult it is to actually observe
the value H = 1/4 predicted by the theory. Relatively long
“short-time” regime seen in Figure 4 is characterised by
H =1, which corresponds to ballistic, rather than diffu-
sive, movement of the price. In this regime, the time scale
is shorter than the average inter-event time, so there is
typically at most one transaction. The transaction times
follow approximately the Poisson point process, so the
probability that one transaction occur during time At is,
for short times, proportional to At. Assuming that the
price change, if it occurs, has certain typical size, the scale
of the average price change should be also proportional to
At. Hence the ballistic behaviour H = 1 seen in the Hurst
plot. Note, however, that this argument needs some refine-
ment, because, as we have seen in Figure 2, longer waiting
times imply larger price jumps afterwards. Nevertheless,
we believe that the general line of the argument is true.

The behaviour changes when At becomes comparable
to the average inter-event time. The most often encoun-
tered result is represented by triangles in Figure 4. At
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scales larger than the average inter-event time the quan-
tity <|Aw|max> saturates, yielding H = 0. It is easy to un-
derstand why it must be so. If the density of particles is
large enough, the configuration of the order book can be
described by average concentrations pa(y) and pp(y) of
particles A and B, respectively. The variable y € (0, L)
measures the position on the price axis. It is easy to
find that neglecting the fluctuations in the order density
the solution of the BPS model trivialises into pp(y) =
SN (L/2 = 9)0(L/2—y), paly) = 3B (y— L/2)0(y — L/2).
So, in absence of fluctuations the price is pinned in the
exact middle of the allowed interval. This is just the sat-
uration regime H = 0.

To see the theoretically predicted Hurst exponent H =
1/4 we must find a time window between the ballistic and
pinned regime. This is often very narrow, if it exists at all,
as testified in Figure 4 by the data for L = 250 and N =
50. Only for large enough size with small enough density of
orders the fluctuation regime H = 1/4 is observable. (Note
that in the finite-size analysis the number of orders must
scale as N o< L? with the length of the allowed interval.)
In Figure 4 we can see an example for L = N = 2 x 104,
where such time window is visible.

The difficulty to observe the desired regime in BPS
model contrasts with the way the exponent H = 1/4 was
derived analytically [48,49]. In these works the two reac-
tants occupy initially the positive and negative half-lines,
respectively. Then, they are let to diffuse and react. Anni-
hilated particles are not replaced. Therefore, the reaction
front spreads out indefinitely and we can observe a well
defined long-time regime characterised by the exponent
H = 1/4. (There is also a logarithmic factor there, but we
neglect it in this discussion.) On the contrary, in BPS the
long-time regime has always H = 0.

3.2 Stigler model and its free variant

In Stigler model, we have again the allowed price range
{1,2,...,L}, where the orders can be placed. There can
be at most N orders total. If, at time ¢, there is still the
order deposited at time ¢t — N, it is removed. Then, we
deposit a new order. We decide whether it will be a bid
or an ask (with equal probability) and choose randomly,
with uniform distribution, its position within the allowed
price range. A transaction may follow. If the new order is
e.g. a bid placed at position ¢; and the lowest ask is at
position ¢4 < ¢, then the new price is set to x; = ¢4 and
both the new bid at ¢; and the old lowest ask at ¢4 are
removed. If c4 > ¢, the price does not change, x; = x_1
and the new bid stays in the order book. (Symmetrically
it holds for depositing an ask.)

In Figure 5 we show an example of the typical time
sequence of price z; and one-step returns 1y = xy — Ty_1.
Qualitatively, we can guess that the fluctuations are far
from Gaussian, i.e. returns will not obey the normal dis-
tribution. Indeed, we can see in Figure 6 that for several
decades the distribution falls off slowly as a power with
small exponent, P(r) ~ r~%3 and then it is sharply cut off.
Indeed, the cutoff comes from the natural bound |r¢| < L.
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Fig. 5. Example of the evolution of the Stigler model. In the upper panel, time dependence of the actual price; in the lower
panel, one-step returns. On the segment of length L = 5000 there are at most N = 5000 orders.
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Fig. 6. Distribution of one-step returns for Stigler model with
L = 5000 and N = 5000 (A) and for the free Stigler model
with N = 5000, s = 4000, and d = 10* (O). The lines are

power laws o< 7~ %% (solid) and o< =% (dashed).
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In the time series in Figure 5 we can also glimpse the
volatility clustering. To measure it quantitatively, we plot
in Figure 7 the autocorrelation of absolute returns

(Irere—atl)e = (Ire re—ael) = (rel)(re—ael) - (6)
It decays as a power, but with rather large exponent,
{reme—atl)e ~ (At)713. On the other hand, the returns
themselves are only short-time negatively correlated with
exponential decay, as can be seen in Figure 8.

These findings show that Stigler model is not a very
good candidate model for explaining the empirical facts.
However, it may well serve as a starting point for success-
ful construction of better models. The first limitation we
must remove is the fixed range of prices from 1 to L. A
severe consequence of this limitation is the saturation seen
in the Hurst plot (Fig. 13). In long time regime, the Hurst
exponent is obviously H = 0. To cure this problem we
introduce a “free” variant of the Stigler model. It may be
also considered as a precursor of the Genoa market model,
to be studied in the next section.

3 N ' '
RS 1
= o
To1t o :
%:v O @) QDE%S?OOO O
\%0.01 B \Ob\CQO'
A ~
1073 f SN A%
A AL
I S
1 10 go 10° 10*
t

Fig. 7. Autocorrelation of absolute returns for the Stigler
model with L = 5000 and N = 5000 (A) and for the free
Stigler model with N = 5000, s = 4000, and d = 10* (O).
The lines are power laws oc (At)™"? (solid) and o (At)~'2
(dashed). In order to have all data in the same frame, we in-
troduced an auxiliary factor a = 10 (O) and a = 10* (A).
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Fig. 8. Autocorrelation of returns for the Stigler model with
L = 5000 and N = 5000 (A) and for the free Stigler model
with N = 5000, s = 4000, and d = 10* (O). In order to have
all data in the same frame, we introduced an auxiliary factor
a =100 (O) and a = 10* (A).
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The price axis is now extended to all integer num-
bers. Of course, the position on this axis must be now
interpreted as logarithm of price, rather than price it-
self. Nonetheless, for brevity we shall speak of “price”
also in this case. The orders are again deposited ran-
domly within an allowed range, but now the range de-
pends on the actual position of the price x;. We introduce
two integer parameters, the width of the allowed interval
d and the shift s of the interval’s centre with respect to
the current price. Denote ¢; the order issued at time t.
If it is a bid, it is deposited uniformly within the range
xr—s—d/2 < ¢ < xp—s+d/2, while for an ask the range
isx +s—d/2 < ¢ < ap+ s+ dJ2. Of course, in order
to have any transactions at all, we must have d > 2s. As
with the Stigler model, the orders older than N steps are
removed.

In spite of the change in the deposition rules, the ba-
sic features of the free Stigler model remain very similar
to those of the original variant. In Figure 6 we can see
that the return distribution exhibits slow power-law de-
cay P(r) ~ r=%% with a sharp cutoff at large returns.
The exponent ~0.5 is larger than in the Stigler model,
but still remains very much below the empirical value ~4.
The autocorrelation of absolute returns (see Fig. 7) de-
cays as a similar power law (|r; 7 a¢|)e ~ (At)712. In
addition, a peak in the autocorrelation function, merely
visible in Stigler model, becomes quite pronounced here
and is shifted to larger times, about (Af)peax =~ 20. This
indicates some quasi-periodic pattern in the time series of
the volatility, related probably to a typical waiting time
between subsequent trades. Indeed, we found that the
waiting times are exponentially distributed, and for the
parameters of Figure 7 the average waiting time is about
~11. As for the autocorrelation of returns, it decays expo-
nentially again, albeit more slowly, as shown in Figure 8.

The main difference observed, compared to the origi-
nal Stigler model, is shown in the Hurst plot, Figure 13.
At shorter times, there is a tendency to saturation, as in
the Stigler model, but at larger times the purely diffusive
regime with H = 1/2 prevails. We can attribute these
results the following interpretation. The orders present in
the order book form a “bunch” located somewhere around
the current price. Orders too far from the price are usually
cancelled after their lifetime (equal to N) expires. Hence
the localisation around the price. Now, while in the Stigler
model the bunch of orders is imprisoned between 1 and L,
in the free Stigler model the bunch can wander around,
following the price changes. The value H = 1/2 shows that
the movements of the bunch as a whole can be described
as an ordinary random walk.

3.3 Genoa market model

Both in original and free Stigler model, the agents behind
the scene have truly zero intelligence. At most, they look
at the price in this instant and place orders at some dis-
tance from it, but the distance is not affected neither by
the present nor the past sequence of prices. However, it is
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Fig. 9. Return distribution in the Genoa market model. Max-
imum number of orders is N = 1000, width to shift ratio is
b = 7. The feedback factor is g = 51 (OJ), 52 (O), and 52.36
(A). The three solid lines are power laws oc 7~ '~ with the ex-
ponents (from left to right) a = 5.5, 2.5, and 1.2. The dashed
line is the power o< 7~%5. In the inset, the dependence of the
tail exponent a on the feedback factor g. The line is the de-
pendence (a— 1) x (52.4 — g) indicating that the critical value
lies at g. ~ 52.4.

reasonable to expect that the agents react to the fluctua-
tions observed in the past. The simplest feedback mecha-
nism may be that the distance to place an order is propor-
tional to the volatility measured during some time period
in the past. This idea was already applied in one of the
variants of the BPS model [47] and lies in the basis of the
Genoa artificial market [52]. What we shall call “Genoa
market model” from now on, is in fact very reduced ver-
sion of the complex simulation scheme of reference [52].
We believe, however, that we retain the most significant
ingredients.

We must first define a convenient measure of instan-
taneous volatility. Averaging absolute price changes with
an exponentially decaying kernel

ve=AD (1= N @y — 2] (7)
t'=0

turns out to be a good choice. We use the value A = 1073
throughout the simulations. The orders will be placed on
integer positions within an interval determined by the
width and the shift from actual price, as in the free Stigler
model, but now these two parameters are time-dependent.
Their ratio will be held constant and both will expand as
the volatility v; will grow. So, the prescription will be

di = [gvt]
=[] ®

and the constants b and g, besides the maximum number
of orders (i.e. maximum lifetime of an order) N constitute
the parameters of the model. In order that we have any
transactions at all, we impose the bound b > 2.

The feedback mechanism we apply makes significant
difference in all aspects of the model. Let us look first
at the return distribution. In Figure 9 we can see how
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Fig. 10. Genoa market model. Dependence of the average
volatility on the feedback factor g. The parameters are N =
1000, b = 7. The lines with arrows indicate the hysteresis curve,
the false signature of an apparent first-order transition. In the
inset, the same data but plotted differently. The line is the de-
pendence x (52.4 — g), suggesting the critical value g. ~ 52.4.

it changes when we tune the parameter g. Generically, a
power-law tail P(r) ~ =17 develops, with an exponent
strongly depending on g. The larger g, the smaller the ex-
ponent, until for some critical value g = g. it approaches
the limit « = 1. Beyond that point, the average return,
i.e. also the stationary value of the average volatility v; di-
verges. This may be regarded as a kind of phase transition.
It is also worth noting that for low returns there is an inter-
val where another power law holds, with 1+« ~ 0.5. This
is the remainder of the behaviour characteristic for the
free Stigler model, the parent of the Genoa stock market.

We can look at this behaviour from another as-
pect when we directly calculate the time average (v) =
limy oo 7 ZtT=o ve. Its dependence on g is shown in Fig-
ure 10. This plot requires some explanation. The actual
implementation of the algorithm prevents the average
volatility from diverging. Instead, it reaches a relatively
large value above 10%. So, all points beyond this level
should be considered as effectively infinite. Moreover, in
Figure 10 we can see a sign of bistability, or hysteresis,
which is at first sight a signature of a first-order phase
transition. However, a more careful analysis with varying
N shows that the presence of an apparent hysteresis curve
is misleading. Actually, it is a subtle finite-size effect and
the phase transition is continuous (i.e. second order).

We can see that the transition points found indepen-
dently in Figures 9 and 10 are consistent, so it is indeed a
single transition with two aspects. In fact, the coincidence
between Figures 9 and 10 means equality of time and “en-
semble” averages, i.e. ergodicity of the model dynamics.

In Figure 11 we show a phase diagram of the model,
indicating the dependence of the critical point g. on the
parameter b. When b approaches its lower limit equal to 2
(note that there are no trades for b < 2), the critical value
g. diverges. It comes as no big surprise, because trades
became more rare when b — 2 and therefore the volatility
diminishes. This allows the feedback measured by g to be
stronger without divergence in the realised average volatil-

233
T .
0.03 0 .
o
: o
QUOO2 B i le) T
~ '
— .
: O
001F @ o ]
o
0 O , , , , , ,
0 ) 10 15 20 25 30

Fig. 11. Phase diagram of the Genoa market model for N =
1000. Inverse of the critical value g. of the feedback factor,
deduced from the simulations, depends on the width to shift
ratio b. The phase transition is absent in the (trivial) region
b < 2, indicated by dashed line.
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Fig. 12. Autocorrelation of absolute returns in the Genoa mar-
ket model, for parameters N = 1000, b = 7, g = 52. In the
inset, the same data are plotted in linear-logarithmic scale.

ity. The phase diagram depends on the maximum number
of orders N, but we found that the dependence is very
weak and never changes the qualitative look of the phase
diagram. The reason for this is that for large N the ac-
tual number of orders present in the system is maintained
mainly by the annihilation by other orders and the frac-
tion of orders which live long enough to be discarded at
the end of their lifetime is very small. In other words, the
average number of orders in the system (Npresent) Zrows
extremely slowly with N.

To complete the study of the Genoa market model, we
show in Figure 12 the autocorrelations and in Figure 13
the Hurst plot. Contrary to both the Stigler model and its
free variant, the autocorrelation of absolute returns decays
as a clear exponential, although the characteristic time is
extremely long. As for the Hurst exponent, is is equal to
H = 1/2, in accord with the behaviour of the free Stigler
model. In both Genoa and free Stigler models the long-
time behaviour of R(At) is dominated by the diffusion of
the bunch of orders as a whole. What makes difference
between the two is the dynamics within the bunch, but
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Fig. 13. Comparison of Hurst plots for Stigler model with
parameters L = 5000, N = 5000 (A), free Stigler model with
N = 5000, s = 4000, d = 10* (O), and Genoa market model
with N = 1000, b = 7, ¢ = 51.6 (O). The line is the power
o (At)Y2,

this is not visible in the Hurst plot. Note also that for the
parameters used in Figure 13 the regime with H = 1/2
starts at times ~10°. At such time scale the autocorrela-
tions are already damped out, regardless the power-law de-
cay in free Stigler or the slow exponential decay in Genoa
models (compare Figs. 7 and 12).

3.4 Maslov model

So far, the models investigated did not distinguish be-
tween limit orders and market orders. The distinction was
only implicit. All bids placed below the lowest ask acted
effectively as limit orders, as well as the asks placed above
the highest bid. In the model of Maslov [59] the orders of
unit volume were issued at each step, being limit orders
or market orders with equal probability 1/2. The limit or-
ders were placed at close vicinity of the current price. Here
we add also the feature of order evaporation, as in [18].
Each order present in the book will have the same prob-
ability of being cancelled (evaporated). Therefore, we do
not take into account the age of the order, as we did in
various variants of the Stigler model.

We tune the speed of the evaporation by a parame-
ter ¢g. For simpler terminology, we shall call it evaporation
probability. Actually, the probabilities of deposition, satis-
faction and evaporation event in one step of the evolution,
at time ¢, will be defined as, respectively,

Wt+dep — :]lv
2+¢q (ﬁ - )

Wfsat _ 1- q

t - N,
244 (% 1)

N

q =

L b (9

2+4+4q (Tf - 1)

where Ny is the actual number of orders in the book. The
parameter N controls the number of orders in the book
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and again, to simplify the terminology, it will be called
average number of orders, although the actual value of
the average number of orders is slightly different (due to
the effect of fluctuations). If the evaporation probability is
zero, the parameter N becomes irrelevant for the dynam-
ics. Note that the three probabilities (9) change in time,
as the total number of orders N, fluctuates.

The orders are placed at integer positions denoting the
(logarithm of the) price. Let z; be the price at time ¢ and
Na¢, Np; actual number of asks and bids, respectively,
with the total number of orders Ny = Na; + Npy.

In case deposition is selected to happen, according to
probabilities (9), we add an ask (Naz+1 = Naz+1) or a bid
(Npt+1 = Npt + 1) with equal probability. The position
of the new order is ¢; = x; + 1, for the ask and ¢; = z; — 1
sign for the bid. The price remains unchanged, xy41 = 24
because no transaction occurred.

The execution, or satisfaction, of an order happens al-
ways when a market order is issued, and there is a limit
order to match it. Again, sell and buy side are equivalent,
so they are selected with equal probability 1/2. Suppose a
sell order is issued and there is at least one bid, Ng; > 0,
and cp is the position of the highest bid. Then, the new
price is 441 = cp, we update Np;41 = Npy — 1 and
remove the order at c¢p from the book. Symmetrically it
holds for the buy order.

When the evaporation of an order is about to happen,
we select any of the existing orders with uniform probabil-
ity and remove it from the system. Note that removals of
a bid and an ask are not equiprobable, as we evaporate a
bid with probability Np;/N; and an ask with probability
Nat/Nt.

We can see in Figure 14 the space-time diagram of
a typical evolution of the order book. The price “sows”
new orders along its fluctuating path, which are either
satisfied, as the price returns next to its original position,
or they vanish by evaporation. Longer price jumps occur
when the density of orders is low. Conversely, the price
becomes temporarily pinned, when it enters a region with
large density of orders.

Let us first revisit the results for the original Maslov
model without evaporation (¢ = 0). In Figure 15 we show
the distribution of returns at several time lags

Par(r) = (6(r — oy — - adl)) - (10)
We can see clearly the power-law tail Pa;(r) ~ r~3, ob-
served first in [59]. The results can be also rescaled to
fall onto a single curve, Pai(r) = 1F (%) as shown in
Figure 16. The dependence of the scaling factor s on the
time lag At is shown in the inset of Figure 16 and we can
clearly see the power-law dependence s (At)l/ 4. Hence
we deduce the Hurst exponent of the price fluctuation pro-
cess H = 1/4. The same value of the Hurst exponent is
confirmed independently by drawing the Hurst plot, Fig-
ure 20.

The volatility clustering, measured by the autocorre-
lation of absolute returns, is shown in Figure 17. The
autocorrelations decay as a power law, similarly as in the
Stigler model, but now the exponent is significantly lower,
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Fig. 14. Example of the evolution of the Maslov model with evaporation. Each segment of a horizontal line corresponds to
one order, placed where the segment starts and executed or evaporated where the segment ends. The rugged line is the time
dependence of the actual price. Average number of orders is N = 100 and the probability of evaporation g = 0.05.

Fig. 15. Distribution of returns in the Maslov model without
evaporation, at time lags At = 1 (O), 10 (A), 100 (O), 10°
(@), 10* (), and 10° (). The line is the power oc r 2.
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Fig. 16. Rescaled distribution of returns in the Maslov model
without evaporation. The meaning of the symbols is the same
as in Figure 15. The line is the power o 3. In the inset we
plot the dependence of the scaling constant on the time lag.
The line is the power o (At)Y/4.

{re me—atl)e ~ (At)~°5, which makes the behaviour much
more similar to empirical price sequences.

Now we investigate the effect of finite evaporation
probability, ¢ > 0. In the distribution of one-step returns,
Figure 18, it leads to deformation of the original power-

1 10 100 10 10%

At

Fig. 17. Autocorrelation of absolute returns for the Maslov
model without evaporation (O) and with evaporation proba-
bility ¢ = 0.01 (A). Average number of orders is N = 1000.
The dashed line is the power o« (At)7%5 and the solid line is
x (At)70.62.

law dependence. At very small values of ¢, we observe
an effective increase of the power-law exponent, to values
1+ a = 4 and even more. This would sound fine, as this
is just the value reported in empirical studies. However,
a cutoff starts developing as well and when we increase ¢
further, the cutoff prevails and the power-law regime van-
ishes completely. Since the evaporation destroys the power
law, it is not surprising that the scaling also breaks down.
In Figure 19 we can see that no scaling can be seen, be-
cause at each time lag the shape of the graph is different.

While the return distribution changes substantially,
the absolute return autocorrelation remains nearly the
same. The decay follows again a power law, but the ex-
ponent is somewhat larger, (|r; 74— a¢|)e ~ (At)7%-62. The
long-time correlations are caused by the immobile orders
who sit within the book until the price finds its path back
to them. Evaporation removes some of the orders, thus
eroding the correlations. Quantitatively it results in sup-
pression of the correlation function.

Finally, we look at the Hurst plot, Figure 20. As men-
tioned already in [18], evaporation of orders induces the
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Fig. 18. Distribution of one-step returns in the Maslov model
with (A, O) and without (O) evaporation. The evaporation
probability is ¢ = 0.01 (4), 0.05 (O); the average number of
orders is N = 1000. The solid line is the power o< 73, the

dashed line is oc r~%.
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Fig. 19. Distribution of returns in the Maslov model with
evaporation. The parameters are ¢ = 0.05, N = 1000. The
lime lags are At =1 (O), 10 (A), 100 (O), 10° (@), 10* (v),
and 10° ().

crossover to purely diffusive behaviour, H = 1/2 at large
times. Interestingly, when we compare the quantity R(At)
at equal time difference for different values of ¢ we can see
that larger evaporation probability actually suppresses the
diffusion. The Hurst exponent H = 1/2 remains univer-
sal, but the diffusion constant is lower for larger ¢. The
possible explanation is that the evaporation events go at
the expense of satisfaction events. Therefore, there are less
trades per unit of time, hence the slower diffusion of the
price.

We studied also another modification of the Maslov
model, where the evaporation of orders was implemented
in the sense of Stigler model. Instead of removing an arbi-
trarily chosen order with fixed probability, we track the
age of the orders and remove them if the age exceeds
certain fixed lifetime. We did not observe much differ-
ence compared to the variant with usual evaporation. The
Hurst plot looks much like that of Figure 20, showing
clear crossover from the short time H = 1/4 to long-time
H = 1/2 behaviour. Absolute returns autocorrelation de-
cays as a power with similar (slightly larger) exponent.

The European Physical Journal B
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Fig. 20. Hurst plot for the Maslov model without evaporation
(O) and with evaporation probability ¢ = 0.01 (A) and 0.05
(0). Average number of orders is N = 1000. The solid line is
the power o (At)*4, the dashed line is o (At)Y/2.

Somewhat larger difference can be seen in the return dis-
tribution. The finite lifetime of the orders leads to decrease
in the exponent of the power-law part, while the evapora-
tion causes its increase. Qualitatively, the cutoff at larger
returns seems more severe than in the case of evaporation,
although quantitative comparison is hardly possible. To
sum up, we consider the variant with finite lifetime farther
from the reality than the variant with simple evaporation.

3.5 Uniform deposition model

In Maslov model, the new orders are placed locally, at
distance 1 from the actual price. It could be possible to
fix another limit for the maximum distance, and indeed,
in the original work [59] this number was 5. There is little,
if any, effect of the precise value of this parameter. The
important thing is that the orders are never placed farther
than certain predefined limit.

In reality, however, the distribution of distances at
which the orders are placed is rather broad and decays
as a power law [26]. The mechanism responsible for this
power law is probably related to the optimisation of invest-
ments performed by agents working at widely dispersed
time horizons [39]. Actually it is reasonable to expect that
the distribution of time horizons and (related to it) dis-
tribution of distances is maintained by equilibration, so
that all agents expect just the same average gain, irre-
spectively of the time horizon on which they act. This
idea would certainly deserve better formalisation.

Instead of taking the empirical distribution of place-
ments as granted without deeper theoretical understand-
ing, we prefer to compare the localised deposition in
Maslov model with a complementary strategy applied in
the set of models investigated by Daniels, Farmer and
others [62-65]. Instead of keeping short distance from
the price, the orders are deposited with equal probabil-
ity at arbitrary distance. In this work, we adopt one of
the variants studied in [62] and within this paper we shall
call it Uniform Deposition Model (UDM).
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Fig. 21. Example of the evolution of the Uniform Deposition Model. Each segment of a horizontal line corresponds to one order.
The rugged line is the time dependence of the actual price. The width of the segment of allowed prices is L = 10*. Average
number of orders is N = 100 and the evaporation probability ¢ = 0.9.

In fact, the only difference with respect to the Maslov
model with evaporation, defined in Section 3.4 is that
we limit the price to a segment of length L and or-
ders are deposited uniformly on this segment. So, the or-
ders and price can assume integer position from the set
S={-L/2,-L/2+1,...,L/2—2,L/2 — 1}. As in the
Maslov model, there are three classes of events, deposition,
order satisfaction, and evaporation. Their probabilities are
defined by the same formulae (9) as in the Maslov model.
When an order is to be deposited, we first look where is
the price x;. Then, select randomly a point ¢; from the set
S\{z:} and deposit an order there. If ¢; > x; the order be-
comes an ask, if ¢; < x; it is a bid. (We forbid depositing
exactly at the price position.) Although the probabilities
(9) look the same as in the Maslov model, we should note
that there is a big difference in the typical values of the
evaporation probability g. In Maslov model the orders are
clustered around the price and the evaporation is somehow
a complement or correction to the natural satisfaction of
the limit orders by incoming market orders. So, ¢ is typ-
ically a small number compared to 1. On the contrary,
in UDM the evaporation is essential, because orders are
deposited in the whole allowed segment and ought to be
removed also from areas where the price rarely wanders.
Therefore, g is comparable to, although smaller than, one.
Very often, the simulations were performed in the regime
where 1 — ¢ was much smaller than 1.

To see a typical situation, we plot in Figure 21 the
space-time chart of orders and price. We can see how the
price “crawls” through a see of orders and the configura-
tion of the orders changes substantially also very far from
the price and without being affected by its movement. Of
course, this is to be expected due to uniform deposition
rule. On the other hand, this is certainly not a realistic
feature.

We found fairly interesting, although absolutely unre-
alistic, the distribution of one-step returns, as shown in
Figures 22 and 23. The tail is characterised by power-
law decay P;(r) ~ r=%7 and the exponent, close to the
fraction 3/4, seems to be universal, irrespectively of the
parameters ¢ and N. The value of the exponent is far
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Fig. 22. Distribution of one-step returns in UDM. The pa-
rameters are L = 10%, ¢ = 0.9, and N = 10* (0), 10 (A), and
100 (0O). The line is the power o 7%,
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Fig. 23. Distribution of one-step returns in UDM. The pa-
rameters are L = 10°, N = 10*, and ¢ = 0.5 (), 0.9 (A), 0.95
(0), and 0.99 (7). The line is the power oc 707,

below the empirical value, but the very fact of universal
behaviour in such reaction-deposition model calls for ex-
planation. We do not have any yet.

While the power law in the return distribution indi-
cates some scale-free behaviour at single time, we find no
sign of scaling when we compare the returns at different
time scales. We can see that in Figure 24. At longer lags
the power-law tail vanishes and the distribution becomes
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Fig. 24. Distribution of returns in UDM at different time lags.
The parameters are L = 10%, N = 10*, and ¢ = 0.5. The time
lags are At =1 (O), 10 (A), 100 (O), 10* (@), and 10* (V7).
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Fig. 25. Autocorrelation of absolute returns in UDM. The
parameters are L = 10°, ¢ = 0.9; N = 10® (O), and 100 (A).

uniform. This means that after long enough time the price
can jump arbitrarily from one position to another within
nearly all the allowed range, except the vicinity of the ex-
tremal points. In fact, the same behaviour was observed
also for long enough time lags in the Stigler model. Cer-
tainly, the origin of such behaviour is the very existence
of the limited price range, both in UDM and the Stigler
model.

Let us look on the volatility clustering now. In Fig-
ure 25 we show the autocorrelation of absolute returns.
the decay is rather slow, i.e. slower than exponential, but
at the same time it is faster than a power law. This be-
haviour is special to the Uniform Deposition Model.

Finally, in Figure 26 we show the Hurst plot. Again,
there is close similarity to the Stigler model in the sense
that there is no long-time diffusive regime but saturation
is observed instead. Only in the very short initial tran-
sient we observe ordinary diffusion-like behaviour charac-
terised by H = 1/2. Tt is unclear from our simulations
whether there is an intermediate time window in which a
non-trivial Hurst exponent (like the notorious H = 1/4)
would be observed.

Fig. 26. Hurst plot for UDM. The parameters are L = 10°;
g =0.9 (0, A), and 0.5 (0); N = 10* (O, O) and 1000 (A).
The line is the power o (At)'/2,

4 Conclusions

It is not easy to make a synoptic comparison of the whole
ensemble of models studied here. However, one easy con-
clusion can be drawn, that none of them reproduces sat-
isfactorily the reality. Most importantly, the empirically
observed Hurst exponent H ~ 0.6 is not found anywhere.
We can classify the diffusion behaviour into three main
types. The first and most trivial one is dominated by the
saturation, H = 0 and happens always when the price is
restricted by definition to an interval, like in the Stigler
and Uniform Deposition models. The same holds also for
the asymptotic regime of the BPS model, although in the
latter the interesting things happen at the intermediate
time scale, where H = 1/4. We do not exclude the pos-
sibility that also in UDM the intermediate times have
H = 1/4, but we were not able to make any conclusive
statement about that. The second type is characterised by
asymptotic sub-diffusion, with H = 1/4. Strictly speaking
this holds only for the Maslov model without evaporation.
The third and most frequent type of behaviour can be de-
scribed as ordinary diffusion (H = 1/2) at long times. The
initial transient regime may exhibit either H = 1/4, as in
the Maslov model with evaporation or with fixed finite
lifetime of orders, or it may instead show the tendency to
saturation, as in the free Stigler model and Genoa artificial
market model. It seems really difficult to design an order-
book model where super-diffusive behaviour (H > 1/2)
would arise naturally, without being put in by hand. We
cannot resist the temptation to compare this difficulty
with the situation in stochastic modelling by continuous-
time random walks [79]. There also, the sub-diffusive be-
haviour can be found easily, but the super-diffusive one
should be essentially forced.

The power-law tails in the return distribution seem to
work slightly better. When we set apart the BPS model,
where the tail decays even faster than exponentially, we
can distinguish the models where the exponent in the
power-law decay is far too low (a < 0), which comprises
Stigler model, free Stigler model and UDM, from the mod-
els, where the exponent lies close, although not always
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precisely at the empirical value. The latter group contains
the Genoa market model and the Maslov model with and
without evaporation. The best chance for success when
matched with the real data has the Genoa model, where
the exponent can be tuned by variation of the model pa-
rameters. On the other hand, it is a priori unclear, why
the parameter values should be this and not that. In the
Maslov model proper, the exponent is universal, o = 2.
Adding evaporation increases this value, so the agreement
with the data can be again tuned, in this case by chang-
ing the evaporation speed. However, evaporation induces
not only effective increase of the exponent, but also emer-
gence of a cutoff. In fact, we think that the change in ex-
ponent is only an illusion brought about by combination
of the power law and a weak cutoff. This contrasts with
the Genoa model, where, below the phase transition, the
power-law tails are genuine for all values of the parameter
9 <Je-

The very existence of the phase transition in the Genoa
market model is a remarkable fact. It is intimately related
to the dependence of the tail exponent on g. When the
exponent drops to the value a = 1 the average return di-
verges and the transition occurs. One could speculate, how
the picture would change if the feedback between volatility
and order placement was defined differently. For example,
the volatility can be defined through squares of returns,
instead of absolute returns. This would also sound more
natural, we think. We expect that in this case the tran-
sition would be related to the divergence of the second
moment of the return distribution, i.e. it would be located
at such parameter values which would imply the exponent
a = 2. Otherwise, the picture would be most probably the
same.

There is one feature, not so much important as such,
but showing that the free Stigler model, Genoa stock mar-
ket and Maslov model are members of the same family. If
we look at the return distribution at small returns, we find
that Genoa stock market and Maslov model (see Ref. [59])
exhibit another power-law regime, with very small expo-
nent 1 + « ~ 0.5. Clearly it is the sign that deep within
the bunch of orders surrounding the price the two models
behave just like the free Stigler model, which shows the
same power law in entire range of returns.

The return distribution in the Maslov model without
evaporation has a very important and appealing feature.
Its is the scaling property. The returns at different time
lags scale with Hurst exponent equal to H = 1/4. Quali-
tatively it agrees with the empirically found scaling, but,
unfortunately, quantitatively it is completely off. An im-
portant finding is that the evaporation of orders destroys
the scaling, which is also absent in the UDM model. On
the contrary, we also observed scaling in the Genoa mar-
ket model, but not a perfect one. The difference between
different lags is in the (not so much important, after all)
low-return range, where the power-law tail is not yet de-
veloped.

When we want to compare the volatility clustering
measured through the autocorrelation of absolute returns,
we exclude the BPS model. Due to rather long waiting

239

times, the measurement of the autocorrelation was im-
practical. In all remaining models, we found slow decay
of the autocorrelations, but the functional form was not
always a power. In fact, there are two exceptions. In the
Genoa market model, the decay is exponential, although
very slow. In UDM, the decay is faster than any power-law
but slower than an exponential. A stretched exponential
may be perhaps the candidate. In the remaining models,
the power-law decay is observed. The difference lies in the
exponent. While in the Stigler and free Stigler model, the
exponent is above 1, in the Maslov model, both with and
without evaporation, the value lies at or close to 1/2.

A crucial conclusion from the above is, that we cannot
simply pick a model (“the best one”) from those studied
here and apply it directly for a stock-market practice, e.g.
for option pricing. All the models need some extensions
or modifications to serve well as a realistic description.
In this work we had no intent to amend the models by
gluing together ad hoc parts with the only scope to get
exponents right. We consider that counter-productive. If a
simple, bare model is not satisfactory, one should look for
another one, preferably as simple as the first one. That is
why we strove to compare “bare” models here. To express
our feeling, the models which passed the tests with high-
est scores were the Genoa market model and the Maslov
model, with some (but not too much) evaporation of or-
ders. We must also note that the empirical model of ref-
erence [66] reproduces the data for return distribution by
far the best accuracy. At the same time, though, it makes
use of several empirical inputs, rather than clear micro-
scopic mechanisms, and therefore follows somewhat dif-
ferent modelling philosophy than ours. That is why we
leave this model aside, without neglecting its merits and
importance.

To sum up, we compared several order-book models
of stock-market fluctuations. None of them is fully satis-
factory yet. Calculating the return distribution, volatility
autocorrelation and the Hurst plot, we were able to iden-
tify which of the models are promising candidates for fu-
ture development. To tell the names, they are the Genoa
market model and the Maslov model.

This work was supported by the MSMT of the Czech Republic,
grant no. 1P04OCP10.001, and by the Research Program CTS
MSM 0021620845.
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